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FUZZY DATA CLUSTERING IN THE RANK SCALE BASED
ON A DOUBLE NEO-FUZZY NEURON

Context. A task of data classification under conditions of clusters’ overlapping is considered in this article. Besides that, it’s assumed
that information to be processed is given in the rank scale.

Objective. It’s proposed to use a double neo-fuzzy neuron for classification which is a modification of a traditional neo-fuzzy neuron
with specially designed asymmetrical membership functions and improved approximating properties.

Method. The double neo-fuzzy neuron (just like the traditional one) is designated for processing data given the scale of natural numbers.
However, the situation may become complicated greatly if source data is not given in the numerical scale but in the ordinal one which is a
quite common case for a wide variety of practical tasks.

Results. A gradient minimization procedure with a variable learning step parameter was used for learning the double neo-fuzzy neuron.
The proposed approach to fuzzy classification for data given in the ordinal scale based on the double neo-fuzzy neuron which is learnt with
the help of a high-speed algorithm possesses additional smoothing properties. The clustering accuracy for a training sample and the test one
as well as the system’s learning speed were measured during experiments. The proposed architecture of the double neo-fuzzy neuron is a sort
of compromise between a traditional neo-fuzzy neuron and its extended modification. This architecture demonstrates good performance in
those cases when the results’ accuracy has more influence compared to the elapsed time used for data processing.

Conclusions. Experimental implementation (for both artificial and real-world data) proved efficiency of the proposed techniques.
During the experiments, properties of the proposed system were studied which confirmed usability of the proposed system for a wide range
of Data Mining tasks.
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NOMENCLATURE

ANFIS is an adaptive neuro-fuzzy inference system;
x(k) is a vector of input values;

x; (k) is the j-th component of x(k);

popular for solving pattern recognition, classification etc. tasks
under conditions of substantial uncertainty about a data
distribution’s nature and mutual classes’ overlapping [1-4].
Main drawbacks of these systems are their bulkiness
(for example, a five-layer ANFIS [2] and other similar systems)
and a low convergence speed for corresponding learning
algorithms that requires big volumes of training samples.
To overcome these shortcomings, an architecture of a
neo-fuzzy neuron was introduced for neuro-fuzzy systems
[5, 6] which is similar in its architecture to a traditional formal
neuron with n inputs, although it contains nonlinear
synapses NS;, i=1,2,...,n (instead of traditional synaptic
weights). These nonlinear synapses are formed by a set of
triangular symmetrical membership functions M

y( k) is an output signal of the double neo-fuzzy neuron;

W ji is a membership function of the i-th component in a
vector of input values for the j-th centroid;

Wji(k) is a synaptic weight for the j-th membership
function of the i-th component;

NS; is the i-th neo-fuzzy synapse;

e(k) is an error at a time step k;

E an objective function;

d(k) is an external reference signal; (j=L2,...,m;) which are equally distributed in the interval
[0,1]. Each membership functions is connected to its own
adjustable weight Wj;.

An output of the neo-fuzzy neuron in response to a
presented image x(k)=(xy(k),x;(k),...,x, (k))T (here

N is a learning rate parameter that usually defines a
convergence speed of a learning process;

n is a number of neo-fuzzy synapses;

m; is a number of membership functions;

u (k) is an output signal of the first layer of the double
neo-fuzzy neuron;

€ji 1is a center of the j-th membership function of the
i-th component;

x/' is a linguistic variable;

r; is a corresponding rank;

D asample of learning signals.

INTRODUCTION

Hybrid systems of Computational Intelligence and
especially adaptive neuro-fuzzy systems are currently

k =1,2,...,N stands for either a number of an image x(k) in
a training set or a current discrete time item) can be written
down like

n n m;
GEDWACTCHNEDIDD Hji (o (K)w; (k),
i=1 i=1 j=1
where w; (k) is a current meaning of an adjustable synaptic

weight in a time moment k for the j-th membership function
of the j-th component of an input signal.

© Zhengbing Hu, Yevgeniy V. Bodyanskiy, Oleksii K. Tyshchenko, Viktoriia O. Samitova, 2017

DOI 10.15588/1607-3274-2017-1-9
74



p-ISSN 1607-3274. PanioenexrpoHika, iHpopmaruka, ynpasiinuas. 2017. Ne 1
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2017. Ne 1

The standard square error is commonly used as a learning
criterion of the neo-fuzzy neuron

E(k) = %(d(k) (k) = %ez (k) =

1 no 2
:E(d(k)_z > H i (g (K)wi)™,
i=1 j=I
Minimizing this function with the help of a gradient
procedure leads to a learning algorithm [6]

wji(k+1) = wj; (k) +ne(k)p ;; (x; (k)

where d(k) is an external reference signal, M is a learning
rate parameter that is usually chosen empirically and defines
a convergence speed of a learning process.

Centers of triangular membership functions Hj; are
located in such a way that the Ruspini (unity) partition is
provided, i.e.

> W) =1, i=1,2,.n (1)
j=1

that makes introduction of a hidden defuzzification layer
unnecessary (one can usually find this layer in most of
neuro-fuzzy systems).

An architecture of a double neo-fuzzy neuron was
introduced in [7] to improve approximating properties of the
neo-fuzzy neuron.

1 PROBLEM STATEMENT

Initial data for solving the fuzzy clustering task is a set (a
sample) of images formed by N # — dimensional feature
X = {x(1),x(2),..., x(k), .., x(N)} (here

vectors
x(k):{xir" (k)}, i=1,2,...,n, ,=12,...,m; is a rank of a

specific value of a linguistic variable in the j-th coordinate
of the »n — dimensional space for the k-th observation) and

a sample of reference signals where d(k)= 4’ k),
1y =L2,...,my, is a rank of a reference signal’s value in the
sample D. After the double neo-fuzzy neuron has been learnt

in data ranking, a partition of an initial data array X into my
overlapping classes with membership functions p;, of the

k -th image to the /-th class should be provided.
2 REVIEW OF THE LITERATURE

A new relational fuzzy clustering method (FRFP) was
proposed in [8]. This procedure is based on determining a
fixed point of a function of the desired membership matrix.
The produced membership matrices are in some sense less
crisp than those produced by NERFCM and more
representative of the proximity matrix that is used as input
to the clustering process.

An algorithm for finding a fuzzy membership matrix in
case of numerical and categorical features is described in
[9]. A set of feature vectors with mixed features is mapped
into a set of feature vectors with only real-valued
components. The only condition for this situation is that a

new set of vectors has the same proximity matrix as the
original feature vectors. And then FCM is used for clustering
of the new set of vectors.

An article [10] introduces another fuzzy relational
clustering method for finding a fuzzy membership matrix.
Objects’ clustering may be performed by describing objects
in terms of feature vectors as well as on the basis of relational
data. And the relational data may be considered in terms of
proximities between objects. Finally, proximities between
membership vectors should be proportional to proximities
between objects. Components’ values of a membership
vector corresponding to an object are membership degrees
of an object in various clusters. In other words, a
membership vector is just a sort of a feature vector.

A method where unknown numeric variables are assigned
to ordinal values is described in [11]. Minimizing a clustering
objective function means finding numeric values for these
variables. The proposed method clustering utilizes the same
objective function which is used by the FCM algorithm
except the fact that both a membership function and an
ordinal to real mapping are determined by the gradient
descent method.

An introduced clustering method [12] is based on a
modified FCM version. Input data features are considered
as linguistic variables. A set of fuzzy numbers actually
describes any feature. The modified method makes it
possible to find an appropriate number of clusters. Besides
that, it’s claimed that this algorithm possesses some
improved robust characteristics when compared to the
traditional FCM.

A new algorithm for developing a mapping of ordinal
values into numerical ones is presented in [13] for which a
measure of dissimilarity exists. This method is a part of the
well-known FCM procedure. The modified algorithm
demonstrates better data partition into clusters as well as
an ordinal-numerical mapping that reveals hidden structural
knowledge of an ordinal feature.

A clustering algorithm is presented in [14] for data sets
of mixed features (nominal, numerical and ordinal). The
algorithm aims at reducing a negative effect from noise. An
optimization function utilizes the likelihood for each
individual feature as an optimization criterion for similarity
or likeliness between patterns and clusters which is a quite
opposite idea compared to FCM based on distances or the
EM clustering algorithm. It’s claimed that this method can
quickly find fuzzy clusters with different distributions in
each feature level.

An article [15] discusses a method for representation of
ordinal values by fuzzy sets on a fixed interval of real values.
This procedure contains centroids determined by a
frequency distribution on ordinal values. Then triangular
and trapezoidal fuzzy sets can be found that have these
centroids by means of the gradient descent method. The
obtained fuzzy sets do not share parameters which would
be the case if an end point of one fuzzy set was a vertex of
an adjacent fuzzy set.

That’s why we would like to propose a new fuzzy
clustering method based on the double neo-fuzzy neuron
designated for clustering rank (ordinal) data. At the same
time, this method possesses robust characteristics.
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3 MATERIALS AND METHODS

An architecture of the double neo-fuzzy neuron is shown
in Fig. 1.

It consists of two layers: the first layer is formed by »
nonlinear synapses NS; with m; membership functions and
synaptic weights for each nonlinear synapses; the output
layer is formed by a nonlinear synapses NS, with m

membership functions
weights wy.

W (I=1,2,...,my) and synaptic

If an image x(k) is fed to the input of the double neo-
fuzzy neuron, an output signal is

YR = o k) = fo (X fi G (0 = 3 o (kN wyo =
[=1

i=l

my n m
= z}llo (Z z B (O (K)w i o
=1 =l =1
It can be seen that a value of the output signal of the
double neo-fuzzy neuron is defined by components’ x;(k)
values for an input image as well as by values of

n
[Zmi+mOJ membership functions and their
i=1

corresponding synaptic weights.
Triangular membership functions that are equally

distributed in the interval [0,1] and meet the condition (1)
can be written down like

Cyj — X;
2 L, x; €[0,cp;1,
pyi(x) = i Q)
03 x[ & [0902[]9
X TCi,i
D EE—— G[Cj—l,iacji],
Cii—Cji 1
Jji J-1,i
Ci1i—X;
_ J+1,i i
Rji(xp) =9 ————, x; €lcjjcjpy; s A3)
Ci+l,i —Cji
j = 2,...,7’}’!1‘_],
0 otherwise,
Jilx (k)

x (k) #—— NS,

f; (\':M'})

x,(k) e—— NS,

NS, > ¥h)

x,(k) o NS | Lulx k)

Figure 1 — An architecture of the double neo-fuzzy neuron
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X —C .
i m;—1,i
’ xi € [Cmi—],ial]a

“mii (xi) =4 1= le_ -Li (4)
09 xi & [cm[—l,isl]9

w, ue [03020]3
Rigw) =1 ¢20 )

0, u2[0,cy91,

U—==<r1,0
————,UuUE€ [0171,0,010],
€10 ~C1-1,0
Cl1,0 —U
HpoW)=y——"——,ue [Cl(),Cl+1,()], (6)
€1+1,0 — €10
/= 2,...,7’/’!0_1,
0 otherwise,

U= Cry-1,0

————, u€lc, 10,10
g0 () =1 1= Cmo-10 0 7

0, ué [Cmoil,o,l]

(here ¢j; and ¢ are centers of corresponding membership
functions). Wherein a distance between centers is constant
for each nonlinear synapse and can be written like

~1
cji—cj,; =(m=1) ",

-1
clo = €10 = (mo =1 .

Using the Ruspini (unity) partition leads to the fact that
only two neighboring membership functions are activated
at every learning step. Denoting these membership functions
Mpi, Bpi1i (i=0,1,...,n), we can write down

Ji(x; (k) = 2 1 O () w i (k) = i (o (k) wyy; (k) +
J=1

Cpi1i — X (k)
11 O W () = 2w (R +

Cp+l,i ~Cpi

x;(k)—c,;
+pr+l,i(k):ai(k)x;(k)eri(k)’
Cp+li ~Cpi

where
Wp,i (k) —wp; (k)

Cp+l,i ~Cpi

a; (k)=

Cpit,iWpi (k) —cpiwp iy ; (k)

b;(k) =
Cp+li ~Cpi

and

u() = 3 a; ()3, () + By (),

i=1
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P06 = 3 s @)y () = 1 e () +
=1

Cpy1,0 —u(k)

1,0 @)W, 0(k) =
Cp+1,0 ~Cpo

Wp() (k) +

u(k) = ¢ po

+ Wp1,0(k) = ag (K)u(k) + by (k).
Cp+1,0 ~€po

where

W10 (k) = w0 (k)

Cp+1,0 —Cpo

ay(k) =

Cpr1,0Wpo (k) = powpi1,0 (k)

by (k) =
o(®) Cp+1,0 ~C€po

Thus, the double neo-fuzzy neuron provides piecewise-
linear approximation of some nonlinear separating function
in the form

y(k) = ag (k) a; (k)x; (k) + by (k) + by (k)
i=1

where parameters a;(k) and b;(k) to be tuned are defined
by both values of corresponding membership functions and
trained synaptic weights.

The double neo-fuzzy neuron (just like the traditional
one) is designated for data processing given in the scale of
natural numbers. A situation is getting substantially more
complicated when initial data are given in the ordinal (rank)
scale. This sort of cases can be often encountered in
sociology, economics, medicine, education, etc. [16]. For a
one-dimensional case this information is given in the form
of an ordered sequence of linguistic variables

2 7 m; ’1 <

1
Xj 5 X7 yeees Xj'guees X

; <r-1<n<rg<.<m< SN

<..<r ;
where xl.r" is actually a linguistic variable, 7 is a
corresponding rank.

It was offered in [12, 15, 17] to perform fuzzification for
initial data based on the occurrence frequency distribution
analysis of specific linguistic variables for processing data
given in the ordinal scale. It was also assumed that these
distributions were subject to the Guassian law. There was
an approach in [18] that was not associated with the normal
distribution hypothesis which we will use in the future. Thus,
initial data for solving the fuzzy clustering task is a set (a
sample) of images formed by N n— dimensional feature
X ={x(1),x(2),.... x(k),..., x(N)} (here

vectors

x(k) = {x,r' (k)}, i=12,..,n, r,=12,.,m; is a rank of a

specific value of a linguistic variable in the j-th coordinate
of the n —dimensional space for the k-th observation) and
a sample of reference signals

D={d(1),d(2),...,d(k),...d(N)} where d(k)=d" (k)

1y =1,2,...,m is a rank of a reference signal’s value in the
sample D. After the double neo-fuzzy neuron has been learnt
in data ranking, a partition of an initial data array X into m,
overlapping classes with membership functions p,;, of the
k-th image to the /-th class should be provided.

The fuzzification procedure for a sequence of rank
linguistic variables should be considered by an example of

a one-dimensional sample x; (1), x;(2),...,x;(/N) where every

observation x;(k) may be assigned to one of the ranks 7,
r=12,..,m;.

Let’s assume that a value x; (k) (that corresponds to the
r;-th rank) is met Nri times in the dataset. Then a relative
occurrence frequency may be introduced for the 7 -th rank,

r, =1,2,3,...,m;. In this case, this condition should be met

Based on the obtained frequencies, asymmetrical
unevenly located membership functions Hj; and p;, are

formed with centers which are calculated with the help of
recurrent ratios

Cli =05f11, le' =cj_1’l-+0.5(f,,i_1 +fr:) . j=l,2,...,mi.

These membership functions are computed with the help
of expressions similar to the expressions (2)—(7). The only
difference is that one should use

Lx; €[0,¢;],

Cyi — X

() =y ——",x; €ley, 01, )
€21 — €
0,x; ¢[0,¢;]

instead of the expression (2),

X T Cm 1
5 X; €[Cp—1,i5Cmi]s
Cmi ~ Cm;—1,i
p’mii (xi) = 1’ xi € [cml.i s 1]9 (9)

0, xl' & [le_ —1,i» 1]

instead of the expression (4),

1,u (S [O,Clo],

Cro— U

S U€e [01(),020],
€20 (10)

O,M & [0,020]

Hio(u) =

instead of the expression (5),
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U= Cpy-1,0
U € [Cy-1,05Cmy01s
Cmy0 ~ Cmy-1,0

p’moo(u) = 1,1/! € [cmo()’l]o

11
O,u¢ [cmo,l,o,l] (D

instead of the expression (7).

A way of setting membership functions (3), (6), (8), (9),
(10), (11) also provides meeting the condition (1).

A gradient minimization procedure with a variable
parameter of a search step m; (k) should be used for learning
the double neo-fuzzy neuron. An algorithm for tuning an

output synapse NS, can be written down in the form

{Wlo (k+1) = wpo (&) + o (R)e(Bppo (NI = pop+1, (o)

Wlo(k"rl) = Wlo(k),vl P+ p+1

Thus, the weights are adjusted at every iteration step.
These weights correspond to activated membership
functions M0 and Hp410. To increase the convergence

speed and to introduce additional smoothing properties,
it’s expedient to use an algorithm in the form of [19]

wyo (k +1) = wyo (k) + My (K)e(k)mgo (w(k)),l = p, p+1,
Mo (k +1) = ang (k) + g (ulk + 1) + 4y o (u(k +1)), (
WIO(k+1) = wlo(k),Vl #p#p+],

0<a<l

14)

which coincides (when ¢ =() with the one-step optimal
algorithm by Kaczmarz-Widrow-Hoff[20, 21] and when ¢, = 1
it coincides with the stochastic approximation procedure
by Goodwin-Ramage-Caines [22, 23].

To tune the synaptic weights of the first layer, a learning
criterion can be written down like

nom

E0) = (@)~ fo () =3 (@0 o (X 2w oy, (1)

i=1 j=1

Introducing a derivative

OE() o (k) duk) _ ou(k)
8Wﬂ B e(k) 514(/() aWﬂ e(k)ao (k) aWJl ’

the gradient minimization procedure (15) can be written down
in the form

w i (k+1) = w; (k) +n; (k)e(k)ag (k)u j; (x; (k)),
j=p,p+Li=12,..n,
wii(k+1)=w;(k),¥j # p# p+1

where 1; (k) is a step parameter to be defined.
Introducing a designation

1 jio (x; (k) = ag (k)u j; (x; (k)
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and using optimization techniques from [24, 25], we come to
a simple and effective learning procedure for nonlinear
synapses of the first layer

wji(k+1) = wj; (k) + ;" (ke jio (x; (5)),
j=p,p+Li=12,..,n,

M (ke +1) = o () + Wi (3 (k + 1) + 1541 jo (x; (K + 1)),
wii(k+1)=w;;(k),Vj#p#p+l,

0<ac<l

which completely structurally coincides with the procedure (14).
4 EXPERIMENTS

We chose the sample Nursery from the UCI Repository
[26] for the first experiment to demonstrate effectiveness of
the proposed neuro-fuzzy system based on the double neo-
fuzzy neuron and its learning method for our first experiment.
The sample contained 12958 observations with 8 ordinal
attributes for each one. The sample was divided into a
training one and a test one with a ratio 70/30.

A set of experiments was performed for the second
experiment for an adaptive fuzzy clustering method based
on the double neo-fuzzy neuron. A synthetic sample was
created for this purpose that consisted of 3 non-overlapping
clusters, and 20% outliers were additionally added. The
generated sample was ranked in heterogeneously broken
ranges from 1 to 7 in order to obtain ordinal attributes. The
sample is shown in Fig. 2. There’s a separate enlarged
sampling area on the right where outliers have been
previously cut off.

5 RESULTS

We were comparing results obtained from architectures
based on the traditional neo-fuzzy neuron, the double neo-
fuzzy neuron and the extended neo-fuzzy neuron [27-32].
During the experiment, we were measuring the clustering
accuracy for the training sample and the test one as well as
the system’s learning speed. The results are demonstrated
in Table 1.

One can see clustering results of the second experiment
with the help of the FCM algorithm (Fig. 3) that’s known for
its instability to outliers and partition with the help of the
adaptive fuzzy clustering methods based on the double neo-
fuzzy neuron. Outliers don’t influence the result when we
apply the adaptive procedure while traditional methods are
hypersensitive to observations that lie far enough from all
prototypes (centroids).

Table 1 — Clustering results for the dataset Nursery

Neuro-fuzzy Learning Training Test
Systems time, sec error error
NFN 1,30 0,0167 0,0171
DNFN 1,45 0,0121 0,0127
ENFN 1,74 0,0076 0,084
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Figure 3 — Comparing methods: a — with the help of FCM; b — a result of the adaptive fuzzy clustering based on the double neo-fuzzy
neuron

6 DISCUSSION

We could come to a conclusion that if we need higher
accuracy we should use either ENFN or DNFN (here everything
depends on a level of accuracy you’d like to achieve). But if
there’s a system that’s characterized by some speedy
reasoning, probably the traditional NFN would be of a great
benefit. Speaking of the demonstrated performance, DNFN was
12% slower than the conventional NFN and 20% faster than
ENFN. Speaking of forecasting accuracy, DNFN was 35% better
than NFN and about 50% worse compared to ENFN.

As it can be seen in Fig. 3, FCM and the proposed
method demonstrated different partition. Although both
algorithms divided all the data into 3 clusters but FCM
assigned all outliers/tails into one cluster that was previously
determined (Fig. 3a). At the same time, the proposed method
carried out a more reasonable partition. A part of outliers/
tails was assigned to a new cluster. Frankly speaking, the
adaptive fuzzy clustering method performed more like what
a human expert would do. It demonstrated the fact that it
was more robust compared to FCM.

Considering the results, we can assert that the proposed
system provides high-quality clustering for ordinal data.
The additional layer if the proposed neuro-fuzzy system
makes it possible to increase the clustering accuracy,
although it may take a little longer if we talk about the learning
time.

CONCLUSIONS

It has been widely known that pattern vectors to be
clustered may have attributes of various types including
ordinal. Ordinal attributes with values such as «poor», «very
poor», «good», and «very good» are neither entirely
numerical nor entirely qualitative. That’s why it leads to
some troubles with clustering since it doesn’t make any
sense to take differences of values for these ordinal attributes
as it is required for finding distances between pattern
vectors.

An approach to fuzzy data clustering in the ordinal (rank)
scale based on the double neo-fuzzy neuron is proposed.
The double neo-fuzzy neuron is learnt by a fast learning
algorithm that possesses additional smoothing properties.
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The obtained results make it possible to process data (given
in both the numerical and rank scales) effectively. Multiple
simulations demonstrated that the algorithm was quite
efficient.
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HEUITKA KJIACTEPU3ALISA JAHUX Y PAHTOBIN HIKAJII HA OCHOBI NOJBIMHOIO HEO-®A331 HEMPOHY

AKTyaJbHiCTb. Y CTaTTi pO3IISHYTO 3a/a4y KIacTepyBaHHs JAHUX 3a YMOB KJIAcTepiB, 110 IepeTHHatoThes. [lepenbadeno, mo o6pobio-
BaHy iH(pOpMallilo 331aHO B PAHTOBiH (IIOPSIKOBIH) MIKaIi.

Merta. [Ins KiactepyBaHHs 3aIIpOIIOHOBAHO BUKOPHCTATH apXITEKTypy CHELialbHOrO BUIIALY — HoiBiliHuil Heo-da33i HeHpoH, skuil €
Moau(iKalli€lo KIacHUYHOro Heo-(ha33i HepoHa 31 crelniaabHO CKOHCTPYHOBAaHMMH HECHMETPHYHUMU (ByHKLIIMH HAJIEXKHOCTI Ta BOJIOAIE MOJI-
IMIIEHUMU aIPOKCUMYIOUMMH BJIACTHBOCTSIMH.

Merton. [loasiiinuii Heo-(a33i HellpoH, sk i 3BUYaiiHui Heo-(a33i HelipoH, NpU3HAUEHU 11 00poOKu iH(opMaNii, 1o 1i 3aJaHo y mKai
HaTypajbHHX yucen. OJJHaK CUTYallis ICTOTHO YCKJIaTHUTHCS, SIKIIIO BUXIIHI 1aHi OynyTh 3a]jaHi HE B YHCIIOBU, a B TIOPSAKOBOI LKA, 10 IOCHTH
YacTO 3yCTPIUA€ThCA B PI3HUX INPAKTHYHUX 3aBJAHHSAX.

Pe3ynabraTn. JIj1s HaBuaHHS NoABiHHOrO Heo-(a33i HelipoHa BUKOPUCTOBYBAIACS IPAJIiEHTHA MTPOLEAypa MiHiMi3alii i3 3MIHHMM HapaMer-
POM KpOKY IOIIYKY. 3alpoIIOHOBAHUH IMiIXiA 4O HEUiTKoI Kiacu(ikalil JaHUX y TOPSAKOBIH IIKai HA OCHOBI MOABIIfHOTO Heo-(a33i HelpoHa,
110 #0ro HaBYAIOTh 33 JOMOMOIOO IIBHKOIIIOUOTO aJrOPUTMY, Ma€ JIONATKOBI 3114 JKyI04i BIACTUBOCTI. TOUHICTh KIIacTepH3allii JUlsl HaB4allb-
HOI Ta TECTOBOI BUOIPOK, a TAKOX MIBUKICTh HABUAHHS CHCTEMH OY/IM BUMIPSHI B XOZIi IIPOBEIEHHS €KCIIEPUMEHTIB. 3alIpolOHOBaHa apXiTeK-
Typa nojBiitHOro Heo-(ha33i HepoHa € CBOEPITHUM KOMIIPOMICOM MDXK TpaJULIHHUM Ta po3MIUpeHuM Heo-(a33i Helfiponamu. JlaHa apXiTekTypa
rapHo ce0e NpOsIBUIIA Y THUX BUIIAJIKAX, KOJIM TOUHICTh PE3Y/IbTaTiB Mae OlIblIe 3HAUSHHs, HDK 4ac, IKMH BUTPAYa€eThCs Ha 00pOOKY JaHUX.

BucHoBku. ExcriepuMeHTanbHe MOJIETIOBAHHS (Ha MITYYHMX 1 pealbHUX Habopax QaHHUX) JOBENO e(EeKTUBHICTb 3aIIPOIIOHOBAHOIO MiIX0-
ny. Y XoJi eKCIepUMEHTIB OyJI0 MPOBEICHO OCIIIKEHHS BIACTHBOCTEH 3alporOHOBAHOI CUCTEMH, IO I pa3 MiATBEPIUIIO AOLUIbHICTH
BUKOPUCTAHHS AAHOTO IIAXOLY JUIsl BUPILIEHHS MIMPOKOTO KOJIA 3aBAaHb IHTENIEKTYalbHOrO aHalli3y JaHuX.

KumouoBi cioBa: Heifpo-¢assi cucrema, 0OUHCIIOBANIbHUI 1HTENEKT, (DYHKIIS HAJIEKHOCTI, HEUITKEe KIacTepyBaHHs, Heo-(a33i HeHpoH,

paHroBa IiKania.
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HEYETKAS KJIACTEPU3AILIUS TAHHBIX B PAHTOBOM LIIKAJIE HA OCHOBE JIBOMHOIO HEO-®A33U HEMPOHA

AKTyaJbHOCTB. B cTaThe paccMoTpeHa 3a/1aua KiacTepU3alliy JAHHbBIX B YCIOBHUSIX II€pEKPhIBAIOIIMXCS KiacTepos. IIpeanonaraercs, 4to
obpabarpiBaeMast HHpOpMAIHS 3a]aHa B PAHTOBOH (TTOPSIIKOBOM) IIIKAJTE.

Heasp. /lna knacTepusaliiy NpeagaraeTcs MCIoNb30BaTh apXUTEKTYPY CHEIMAIBHOTO BH/Aa — IBOHHON Heo-(ha33u HEHPOH, KOTOPBIH sBIIs-
ercs MoauduKaleil knaccuyeckoro Heo-(a33u HelfpoHa co CrelHaNbHO CKOHCTPYUPOBAHHBIMU HECUMMETPHYHBIMH (DYHKIMAMH IPUHAITIEK-
HOCTH M 00J1a/Ial0IIUi yIy4IIEHHBIMH aNlPOKCUMUPYIONIMMHU CBOHCTBaAMU.

Mertoga. IBoitHOi Heo-(ha33u HEHPOH, Kak B OOBIYHBINA Heo-(a33u HelipoH, MpeHa3HaueH sl 00paOOTKH MH(POPMAIIH, 33TJaHHOH B IIIKaJIe
HaTypanbHbIX yHcel. ONHAKO CUTyallMsl CYIIECTBEHHBIM 00pa30oM YCIOXHHTCS, €CIM MCXOIHBIE JaHHbIE OyIyT 3aJaHbl HE B YHMCIIOBOH, a B
HOPSIKOBOM LIKaJIE, YTO JOBOJIBHO YAaCTO BCTPEUAETCS B PA3IMUHBIX MIPAKTHUECKUX 3a1adax.

PesyabTatbl. [l oOyueHus nBoitHOro Heo-(a33yu HeHpoHa MCMONB30BaAACh TPAJAMEHTHAs MpPOLESypa MUHMMM3AIHU C NIEPEMEHHBIM
apaMeTpoM Hiara noucka. IIpeanoxeHHbIN OIX0M K HeUeTKO! Kinaccu(HKaluK JaHHBIX B IIOPSIKOBOH IIKaJle HA OCHOBE ABOWHOTO Heo-(a33u
HelfpoHa, 00y4aeMoro ¢ MOMOIIBI0 OBICTPOEHCTBYIONIETO aIropuT™Ma, 00Ja1aeT JONOMHUTENbHBIMU CIIIAXKUBAIOIUMH cBOicTBaMu. ToyHOCTH
KJIacTepU3aluy s 00yJaroliel 1 TeCTOBOH BEIOOPOK, @ TAKKe CKOPOCTh 00ydeHMs CUCTEMBI OBLIN H3MEPEHBI B XOJI€ IPOBEIEHHUS IKCIIEPUMEH-
ToB. [Ipe/utoxkeHHas apXUTEKTypa JBOHHOIO Heo-(ha331 HeHPOHa ABIISIETCS CBOEOOPA3HBIM KOMIPOMUCCOM MEKLY TPaJHIIHOHHBIM U PAaCHIUPEH-
HBIM Heo-(a33u HelipoHamu. JlaHHas apXUTEKTypa XOpOIIO cebsl IOKa3bIBAET B TEX CIydasX, KOIJA TOYHOCTh PE3yIIbTaTOB UMEET Oolbliee
3HauYEHHeE, YEM BPEMs, 3aTPauuBaeMOe Ha 00pabOTKy JaHHBIX.

BriBoabI. DKCIEpUMEHTANbHOE MOJIENMPOBAaHKE (HA HCKYCCTBEHHBIX U PeasbHbIX Habopax NaHHBIX) 10Ka3aao 3G dEeKTHBHOCTD Mpeara-
eMoro mozaxoza. B xone skcrepuMeHTOB ObLIO NMPOU3BENECHO MCCIEIOBAHUE CBOMCTB NPENJIOKEHHON CHCTEMBI, YTO €lle pa3 IOATBEPAUIIO
11€71€CO000Pa3HOCTh UCTIONB30BAHMS TIPEATI0KEHHON CHCTEMBI JUIS PEIIEHHs UPOKOTO Kpyra 3a/aya MHTeIUIEKTyaIbHOTO aHaJIN3a JaHHbIX.

Kuouesbie ciioBa: Helipo-(a33u cucreMa, BHIYMCIHTENBHBIN HHTEIUIEKT, QYHKIWMS NIPHHAUDKEHOCTH, HeYeTKas! KIIacTepu3aliys, Heo-(pas3u
HENpOH, paHroBas IIKajia.
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