[IPOTPECHBHI IHOOPMALIMHI TEXHOJIOI'TE

UDC 004.272.26: 004.93
Oliinyk A.A.%, Skrupsky S. Yu.?, Shkarupylo V. V.2, Subbotin S. A.2

1PhD., Associate Professor of Department of Software Tools, Zaporizhzhia National Technical University, Zaporizhzhia, Ukraine
2PhD., Associate Professor of Computer Systems and Networks Department of Zaporizhzhia National Technical University,
Zaporizhzhia, Ukraine

2Dr.Sc, Professor, Head of Department of Software Tools, Zaporizhzhia National Technical University, Zaporizhzhia, Ukraine

THE MODEL FOR ESTIMATION OF COMPUTER SYSTEM USED
RESOURCES WHILE EXTRACTING PRODUCTION RULES BASED
ON PARALLEL COMPUTATIONS

Context. The task of production rules extraction while processing big arrays of data has been discussed. The problem of estimation of
computer system used resources while extracting production rules based on parallel computations has been solved. The research object is the
process of production rules extraction. The research subject lies in methods of parallel computer systems’ resource planning.

Obijective. The purpose of the work is a construction of the model for estimation parallel computer systems resources used to solve
applied problems based on the parallel method of production rules extraction.

Method. The article deals with the model building of used resources estimation of parallel computer system while extracting production
rules. The model for estimation of computer system used resources while executing the parallel method of method of production rules
extraction is proposed. Synthesized model takes into account the type of computer system, the amount of processors involved to solving the
task and the bandwidth of data transfer network. In addition, the model considers parameters of used mathematical equipment (the portions
of parallel system nodes involved for production rules extraction based on decision trees, associative rules and negative selection). Also the
parameters of solved application task are taken into account. They are the number of observations and the number of characteristics in a given
set of data describing the results of observations of the object or process being studied. The synthesized neural model is a polyalgorithmic. It
allows estimating two characteristics of parallel computer system while executing the parallel method of production rules extraction. The first
one is time used. And the second one is the volume of memory used.

Results. The software which implements the proposed model and allows predicting the time and the volume of memory used of parallel
computer system while solving practice tasks has been developed.

Conclusions. The conducted experiments have confirmed the proposed software operability and allow recommending it for use in
practice for solving the problems of big data processing. The prospects for further research may include the creation of parallel methods for
feature selection, as well as an experimental study of proposed model on more complex practical problems of different nature and dimensionality.
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NOMENCLATURE ong — portion of parallel system nodes involved for
CPU — Central Processing Unit; production rules extraction based on negative selection;
GPU — Graphical Processing Unit; \V(“,p) — function activation of p-th neuron of the M-th
type — type of system (cluster CPU or GPU); layer;
M — number of features in the sample of observations S; ®(,.p) — discriminator of p-th neuron of the H-th layer.
N pr — number of processes, on which task is performed; INTRODUCTION
Mem — amount of used RAM, MB; The synthesis of decision-making models in the
Vol — amount of used recourses of the computer system; development of automated non-destructive quality control
Q — number of observations in the given sample of  systems of industrial products and non-invasive diagnostic
observations S; systems in medicine is associated with the need to process
S — sample of observations (training sample); data samples containing information of the values of input
T — operating time of parallel system, min; and output characteristics of set of instances [1-6].
V — bandwidth of data transmission media, GB/sec; However, data samples describing measurement results of
W — matrix of weight coefficients; the characteristics of real technical objects and processes
w, — offset value of the function @(w;X); may contain dubbing of information, in particular, redundant
|X| — amount of function @ (w;X) arguments; for decision making signs and instances [7—11]. In addition,
N DTpr — number of parallel system nodes involved for there may be gaps in data (the absence of values of some of
production rules extraction based on decision trees; the measured characteristics for some instances), as well as

op — portion of parallel system nodes involved for situations in which the frequency of classes in the original
sample is violated relative to the total population [12].

Therefore, prior to the synthesis of study models of
objects or processes, it is expedient to reduce original data
sets, extracting (and in some instances, synthesizing new
ones) the most useful and valuable information in the form

production rules extraction based on decision trees;

N ARpr — number of parallel system nodes involved for
knowledge extraction based on associative rules;
apRr — portion of parallel system nodes involved for

knowledge extraction based on associative rules; of a set of production rules that are convenient for human
N Nspr — number of parallel system nodes involved for perception and interpretation. Extraction of such rules allows
production rules extraction based on negative selection; revealing hidden dependencies in the data, reducing the

dimensionality of data, thereby increasing the level of
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generalization, and also reducing the structural and
parametric complexity of models synthesized on their basis.

In the works [13—16] proposed methods of extracting
production rules based on decision trees [13], sets of
associations [14] and negative selection [15]. The
disadvantage of such methods is their serial implementation,
which makes it difficult to use them when solving practical
problems of large dimension. To eliminate this drawback, a
parallel method for production rules extraction based on
intelligent calculations has been developed, using the methods
proposed in [13—16] as a basis. It provides the parallelization
of the most resource-intensive operations of these methods.

For practical use of the parallel method of production
rules extraction, it is necessary to use high-performance
computer systems, such as clusters and graphics processors.
At the same time, in order to effectively use them, it is
necessary at first to estimate the used resources and predict
the outcome indicators [17-19]. This allows rational use of
expensive computer systems to obtain the expected result.

The purpose of the work is a construction of the model
for estimation parallel computer systems resources used to
solve applied problems based on the parallel method of
production rules extraction.

1 PROBLEM STATEMENT

While estimating the amount of parallel system resources
used, the important characteristics that determine
effectiveness of the system application (the speed of obtaining
result # and amount of used RAM Mem) are the following
parameter groups: the technical characteristics of a parallel
system, the parameters of used (mathematical) software and
the characteristics of the applied problem [13-16].

The main characteristics of the system that affect the
time and amount of used RAM of solving the practical
problem are:

— xp is a type of system fype (cluster of CPU or GPU);

— X, is a number of processes on which problem is

executed N pp;

— x3 is a network bandwidth V, Gb/s.

The main parameters of used mathematical software (in this
case, parallel method of production rules extraction [13—16]):

— x4 is number of parallel system nodes o.p7, involved
for production rules extraction based on decision trees [13];

— x5 is portion of parallel system nodes o 4z, involved
for knowledge extraction based on associative rules [14];

— X¢ is portion of parallel system nodes o g, involved for
production rules extraction based on negative selection [15, 16].

As parameters of an applied problem significantly affect
the amount of used RAM and the speed of work of a parallel
system for parallel method of production rules extraction,
we can use:

— X7 is a number of cases O in a given training sample
observations S;

— Xg is a number of features M in a variety of observations S.

Thus, to estimate the amount of used recourses of parallel
computer system Vol (operating time (f) and amount of used
RAM Mem) while executing the method of production rules
extraction, need to build a model of the form (1):

Vol = {t, Mem|=Volltype, N ..V .0t pr. 0 sp.tys. 0. M ), (1)

allowing to execute the prediction of time spent and amount
of RAM used to perform the parallel method of production
rules extraction depending on the characteristics of the
system, the parameters of software and features of solved
applied problem.

2 LITERATURE REVIEW

In the works [13—16] methods of extracting knowledge
in the form of production rules based on decision trees, sets
of associations and negative selection.

Stochastic method of extracting rules based on decision
trees [13] uses the information about informativeness of
features, difficulty of synthesized tree, as well as the
accuracy of his recognition. This allows at the initial stage
to form a set of tree structures which characterized by a
simple hierarchy and a low recognition error, in the search
process to create new sets of solutions, taking into account
information about the significance of features and the
interpretability of generated trees, which in turn provides
the ability to build a decision tree with a small amount
elements (nodes and links between them) and acceptable
accuracy of recognition, as well as the extraction on its basis
the most valuable instances.

The method of numerical associative rules extraction [14]
involves preliminary splitting of values of the features into
intervals (terms), taking into account the width of range of
values and frequency of features falling into each of terms,
uses the stochastic approach for searching various
combinations of antecedents and consequents of
associative rules, uses apriori information about the
significance of the terms and features, that allows to process
numerical information while extracting association rules, do
not realize a substantial number of passages on the given
base of transactions, identify rules with a high level of
reliability and other criteria evaluation of their quality.

The proposed method of the synthesis of production
rules on the basis of negative selection [15] for the case of
the uneven distribution of instances of sample classes uses
known information about instances of sample classes in the
generation of a set of detectors, takes into account
information about the individual significance of features, as
a form of detector uses a hypercube maximum possible
volume, allowing to exclude irrelevant and redundant
features from the sample, thereby reducing the search space
and run time of the method, as well as to form a set of
detectors with high approximating and generalizing abilities.

However, the proposed in [13—16] methods based on
processing data in serial mode, that limits their practical use
because of presence of practical dimension threshold limit
of data processed. In order to enable the processing of high
dimensional data, a parallel method of production rules
extraction has been developed. It is based on [13—16] serial
methods. So, it is proposed to perform in a parallel mode the
most resource-intensive operations of methods associated
with calculating the values of the objective function, creating
new sets of solutions, etc.

For practical application of the proposed method of
production rules extraction based on intelligent calculations,
it is necessary to develop the mathematical and computer
software for estimation the amount of used resources of a
parallel computer system.
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3 MATERIALS AND METHODS

The proposed method [13—-16] has been applied in a
cluster of CPU and in the GPU at data processing from a
public repository [20], as well as for solving practical
problems [21-23]. Characteristics of processed data sets
are shown in Table 1.

As a result of data processing [20-23] a training sample
(2) has been formed. It has contained 1032 results of method
execution, each of which has characterized by eight
characteristics:

D=(X,Vol), )
where X={x|,%), X3, X4, X5, X, X7, X5}, X, = {X,1, X5, - . ., X5}, N=1032,
Vol = {t, Mem} = {{t|,t5,....t 5y}, {memy ,mem,...,memp } }.

Consequently, the training sample has been formed as
the table of numbers consisting of 1032 rows and 10 columns

containing values of 8 inputs and 2 outputs attributes
(system’s time spent and an amount of RAM used) for each
case of use of this method in a parallel system. Fragment of
the training sample is given in Table 2.

To eliminate the influence of different value orders of features
(attributes) to the synthesized model the normalization of attributes
has been performed, i.e. bringing their range of feature values to
the single interval [0;1].

As abasis for model (1) construction the feed forward neural
network has been used, allowing approximate complex nonlinear
dependencies with high accuracy. Model (1) was synthesized in the
form ofa three-layer perceptron [24, 25]. The first layer has contained
four neurons, the second layer — four neurons, the third layer — two
neurons (according to the number of model outputs). All neurons

have had sigmoid activation function w((p). As a discriminant
function of neurons a weighted sum has been used [25].

Table 1 — Numerical characteristics of tasks for parallel method of production rules extraction

Task
No Name M [¢] Features Output parameter
1 Recognition of motor vehicles [21] 16384 10000 integer binary
Diagnosing the quality of life of patients with chronic
2 obstructive bronchitis on the combination of used medicines 95 1023 binary binary
[22]
Diagnosing gas turbine aircraft engine blades by the spectra of] .
3 free damped oscillations [22] 10240 318 real binary
4 Recognition of the plant types by the spectral points [22] 55 248 real binary
5 Construction of confectionery quality model [23] 43 956 substant;zlp(gata with real
6 Communities and Crime [20] 128 1994 real real
7 Parkinsons Telemonitoring [20] 26 5875 real integer
8 Energy efficiency [20] 8 768 real real
9 Concrete Compressive Strength [20] 9 1030 real real
10 Forest Fires [20] 13 517 real real
Table 2 — Fragment of the training sample
Feature values Vol
type Np, V Apr A 4R NS Q M T Mem
0 1 20 0.2 0.3 0.5 318 10240 216.01 25.34
0 10 20 0.2 0.3 0.5 318 10240 40.98 290.67
0 3 1 0.25 0.40 0.35 318 10240 107.84 83.48
0 7 1 0.25 0.40 0.35 318 10240 52.38 198.25
0 12 20 0.1 0.30 0.6 318 10240 34.15 354.77
0 21 20 0.1 0.30 0.6 318 10240 25.47 521.72
1 140 32 0.2 0.3 0.5 318 10240 69.99 27.33
1 240 32 0.2 0.3 0.5 318 10240 40.83 24.85
1 60 32 0.27 0.3 043 956 43 2.56 0.35
1 180 32 0.27 0.3 043 956 43 0.85 0.33
0 26 20 0.2 0.3 0.5 1023 95 0.78 22.75
0 32 20 0.2 0.3 0.5 1023 95 0.70 28.47
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Thus, a structure of three-layer synthesized neural model type
T,, can be represented as follows (3):

Vol = {W(3,1)((P(3,1)(W(3,1);\If(z))):‘I/(3,2)((P(3,2)(W(3,2);‘4!(2)))},
Vol ={T,Mem};

V(2)= {\V(z,l)a\l’(z,z)a\V(z,3)s\|’(2,4)}§

V(2.k) = \V(Z,k)(@(z,k)(w(z,k);W(l))) k=1,2,3,4
Y= \V(l,l);\V(l,z);\V(l,3);\V(1,4)}’

V() = \V(1,1)(<P(1,1)(W(1,1);X )) [=1234.

©)

For neural model synthesis and determining of its
parameters (weights and biases of each neuron) normalized
features have been fed into it inputs. The outputs are the
values of parallel computer system’s time spent and RAM
used.

The minimum of mean square error MSE has been used
as the objective function of neural model training. The
acceptable level of mean square error 10 has been
considered.

After substituting of the obtained weighs and biases of
neural network to the (3) and using the activation function
and the discriminant function, the mathematical description
of the synthesized neural network model (4) has been
obtained. It describes the relationship between the
characteristics of a parallel system, in which the method of
production rules extraction is performed, the parameters of
the investigated method, and the time spent and the amount
of RAM used. Graphic interpretation of synthetic model is
shown in Fig. 1. The value of mean square error of the
synthesized model is 1.92-10, which is acceptable for this
sort of problems.

Mem
o

Figure 1 — Synthesized neural network model
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Thus, the constructed neural network model is a
hierarchical polyalgorithmic structure containing neural-like
computational elements and allows estimating resources
used by a parallel computer system for production rules
extraction while modeling complex objects and processes.

4 EXPERIMENTS

To provide the experimental researches of the proposed
neural network model the following computer systems have
been involved:

— the cluster of Pukhov Institute for Modeling in Energy
Engineering NAS of Ukraine (IPME, c. Kyiv) : processors
Intel Xeon 5405, RAM — 4x2 GB DDR-2 for each node,
communication environment InfiniBand 20Gb/s, middleware
Torque and OMPI;

— GPUNVIDIA GTX 960 1024 CUDA nodes.

During experiments the number of processes involved
Xpvaried from 1 to 32 for clusters and from 60 to 260 for
GPUs. Network bandwidth x; — from 1 to 20 Gb/s, portions
Opr, Oyr,0yNs — from 0 to 1 (at that
opr + o g +aoyg =1), number of observations Q and
number of features M — according to Table 1. To perform the

experiments the software, based on C language with the
MPI library [26] and CUDA [27], have been developed.

5 RESULTS

The results of the experiments in cluster with A=10240;
0=318; apr=0.2; oy p =0.3; ayg =0.5 are shown in
fig. 2 and 3. Solid line demonstrates the actual time spent

and memory consumption during the execution of parallel
method of production rules extraction [13—16]. Additionally
dotted line displays predicted time spent and memory
consumption while using the proposed model.

The results of the experiments in cluster with A=1023;

0=95; apr =0.2; a4z =0.3; g =0.5 are shown in fig.4

and fig. 5.
The results of the experiments in graphical processor
with M=10240; 0=318,; apr =0.15;

o 4p =0.28; 055 =0.57 are demonstrated in fig. 6 and 7.
The results of the experiments in GPU with M=1023;
0=95; apr =0.2; ayp =0.3; a5 =0.5 are displayed in
fig.8 and fig. 9.
6 DISCUSSION

The test sample has consisted of 149 experiment results
and included ones of practical tasks solutions in a parallel
system, which have not been included into training set.

Figures 2—8 show task solution time and amount of used
memory which have been calculated with the proposed
model, are a little bit smaller compared to the actual time
spent and the amount of memory used. This is due to a
significant variety of memory and time spent while
synchronizations and transfers of data between the cluster
processors or GPU threads. At the same time, the more
processes or threads has been involved, the more impact of
synchronizations and transfers and the greater the deviation
between actual and predicted time and memory.
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Figure 2 — Actual and predicted time spent in cluster

(M=10240; O=318; Apr :0.2; A 4R :0.3;GNS :05)
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Figure 3 — Actual and predicted amount of memory consumption in cluster
(M=10240; 0=318; a.py =0.2; a4z =0.3;a5 =0.5)
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Figure 4 — Actual and predicted time spent in cluster

(M=1023; 0=95; Apr :0.2; A 4R :0.3;GNS :05)
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Figure 5 — Actual and predicted amount of memory consumption in cluster
(M=1023; 0=95; apr = 0.2; O 4R = 0.3; ays = 0.5)
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Figure 6 — Actual and predicted time spent in GPU
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Figure 9 — Actual and predicted amount of memory consumption in GPU

(M=1023; Q=95; o.pT =0.2; apgr =0.3; 05 =0.5)

Figures 3, 5, 7, 9 give evidence of the fact that GPU uses
significantly less RAM in compare to cluster of CPUs while
execution the parallel method of production rules extraction.
This is because of data sample has been copied to a global
GPU memory which is used by all threads. So there is no
necessity to transfer the data to a local memory of each
thread. Whereas each CPU in a cluster has its own memory
pool which is inaccessible to the other CPUs, hence, each
CPU has to copy a data sample to it’s memory pool.

Mean square error MSE=2.31-107 calculated for the
amount of used RAM Mem is much lower than
MSE=9.64 . 102 calculated for time spent T. This follows
from the fact that there are fewer factors which are affecting
to the memory consumption process during the execution
of the discussed method. Also memory consumption is a
better predictable than the computational process.

Generally, both MSE values are in acceptable range,
which allows recommending using the proposed model in
practice.

CONCLUSIONS

The actual task of used resources estimation of parallel
computer system while extracting production rules has been
solved.

Scientific novelty lies in the fact that a model for
estimating the resources of a computer system used when
performing a parallel method of production rules extraction
has been proposed. The model takes into account the type
of computer system, the amount of processors involved to
solving the task and the bandwidth of data transfer network.
Also the model considers parameters of used mathematical

150

equipment (the portions of parallel system nodes involved
for production rules extraction based on decision trees,
associative rules and negative selection). The parameters of
solved application task are also taken into account. They are
the number of observations and the number of characteristics
in a given set of data describing the results of observations
of the object or process being studied. The Synthesized neural
model is a polyalgorithmic. It allows estimating two
characteristics of parallel computer system while executing
the parallel method of production rules extraction. They are
the time spent and the volume of memory used.

The practical value of the results obtained lies in the
developed software which implements the proposed model
and allows predicting the time spent and the volume of
memory used of parallel computer system while solving
practice tasks in which the parallel method of production
rules extraction is realized.

ACKNOWLEDGMENTS

The work was performed as part of research work
“Methods and means of computational intelligence and
parallel computing for processing large amounts of data in
diagnostic systems” (number of state registration
0116U007419) of software tools department of Zaporizhzhia
National Technical University.

REFERENCES

1. Sobhani-Tehrani E. Fault diagnosis of nonlinear systems using a
hybrid approach / E. Sobhani-Tehrani, K. Khorasani. — New York
: Springer, 2009. — 265 p. — (Lecture notes in control and information
sciences ; Ne 383). DOI: 10.1007/978-0-387-92907-1.



p-ISSN 1607-3274. PanioenexrpoHika, iHpopmaruka, ynpasiinuas. 2017. Ne 1
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2017. Ne 1

2. Price C. Computer based diagnostic systems / C. Price. — London MaTHKa, ynpaBimnHL. — 2016. — Ne 1. — C. 40-49. DOI: 10.15588/
: Springer, 1999. — 136 p. DOI: 10.1007/978-1-4471-0535-0. 1607-3274-2016-1-5.
3. Bodyanskiy Ye. Hybrid adaptive wavelet-neuro-fuzzy system for 17. Gebali F. Algorithms and Parallel Computing / F. Gebali. — New
chaotic time series identification / Ye. Bodyanskiy, O. Vynokurova Jersey : John Wiley & Sons, 2011. — 364 p. DOI: 10.1002/
// Information Sciences. — 2013. — Vol. 220. — P. 170-179. DOI: 9780470932025.
10.1016/j.ins.2012.07.044. 18. Omiitaux A. O. IInanyBaHHS pecypciB mapaenbHOi 00YHCIIIO-
4. Ukil A. Intelligent Systems and Signal Processing in Power BaJIbHOI CHCTEMH IPH CHUHTE31 HEHpPO-HEYITKHX MoJenel s 00-
Engineering / A. Ukil. — Berlin : Springer, 2007. — 372 p. pobku Bemukux ganux / [A. O. Omiitauk, C. }O. Cxpyncekuid, C.
5. Bishop C. M. Pattern recognition and machine learning / O. Cyb6orin Ta in.] // Pagioenekrponika, iHhpopMaTHKa, yIpaBiliH-
C. M. Bishop. — New York : Springer, 2006. — 738 p. Ha. — 2016. — Ne 4. — C. 61-69. DOI: 10.15588/1607-3274-
6.  Bomsucekuit €. B. TlocniioBHEe HediTKe KIacTepyBaHHS Ha OCHOBI 2016-4-8.
Helipo-pa33i minxony / €. B. bomsucbkuii, A. O. [leiineko, 19. Sulistio A. Simulation of Parallel and Distributed Systems: A
S1. B. Kynenko // Pagioenekrponika, iHhpopMaTiKa, yIpaBIiHHS. — Taxonomy — and Survey of Tools / A. Sulistio, C. S. Yeo,
2016. — Ne 3. — C. 30-38. DOI: 10.15588/1607-3274-2016-3-4. R. Buyya // International Journal of Software Practice and
7. Analysis and design of intelligent systems using soft computing Experience. Wiley Press. — 2002. — P. 1-19.

techniques / eds.: P. Melin, O. R. Castillo, E. G. Ramirez, 20. UCI Machine Learning Repository. http://archive.ics.uci.edu/ml/.
J. Kacprzyk. — Heidelberg : Springer, 2007. — 855 p. DOI: 10.1007/ 21. Subbotin S. A. Synthesis of neuro-fuzzy models for the allocation

978-3-540-72432-2. and detection of objects on a complex background on the two-

8. Encyclopedia of machine learning / [eds. C. Sammut, G. I. Webb]. — dimensional image / S. A. Subbotin / Computer modeling and
New York : Springer, 2011. — 1031 p. DOI: 10.1007/978-0-387- intelligent systems : proceedings of the conference. —
30164-8. Zaporizhzhya : ZNTU, 2007. — P. 68-91.

9. Tenne Y. Computational Intelligence in Expensive Optimization 22. UHTennexTyalbHble HHGOPMAIHMOHHBIE TEXHOJIOTHH IIPOEKTHUPO-
Problems / Y. Tenne, C.-K. Goh. — Berlin : Springer, 2010. — BaHMS aBTOMAaTHU3UPOBAHHBIX CHCTEM JMAarHOCTHPOBAHMS M pac-
800 p. DOI: 10.1007/978-3-642-10701-6. no3HaBaHus obpaszoB : monorpadus / [C. A. Cyb66otumn,

10. Duda R. O. Pattern Classification / R. O. Duda, P. E. Hart, AH. A. Oneiinuk, E. A. Todman u np.] ; mox pen. C. A. Cy66otu-
D. G. Stork. — New Jersey : John Wiley & Sons, 2000. — 680 p. Ha. — XappkoB : OOO «Komnanus Cmut», 2012. — 317 c.

11. Bow S. Pattern recognition and image preprocessing / S. Bow. — 23. Oliinyk A. Training Sample Reduction Based on Association
New York : Marcel Dekker Inc., 2002. — 698 c. DOI: 10.1201/ Rules for Neuro-Fuzzy Networks Synthesis / A. Oliinyk, T. Zaiko,
9780203903896. S. Subbotin // Optical Memory and Neural Networks (Information

12. ASM handbook. — Vol. 17: Nondestructive evaluation and quality Optics). — 2014. — Vol. 23, Ne 2. — P. 89-95. DOI: 10.3103/
control. — Cleveland : ASM International, 1997. — 1607 p. 51060992X14020039.

13. Oliinyk A. The decision tree construction based on a stochastic 24. Bodyanskiy Ye. An evolving radial basis neural network with
search for the neuro-fuzzy network synthesis / A. Oliinyk, adaptive learning of its parameters and architecture /
S. A. Subbotin // Optical Memory and Neural Networks Ye. Bodyanskiy, A. K. Tyshchenko, A. Deineko // Automatic
(Information Optics). — 2015. — Vol. 24, Ne 1. — P. 18-27. DOI: Control and Computer Sciences. — 2015. — Vol. 49, Issue 5. —
10.3103/S1060992X15010038. P. 255-260. DOI: 10.3103/S0146411615050028.

14. Oliinyk A. Association Rules Extraction for Pattern Recognition 25. Suzuki K. Artificial Neural Networks: Architectures and
/ A. Oliinyk, S. A. Subbotin // Pattern Recognition and Image Applications / K. Suzuki. — New York : InTech, 2013. — 264 p.
Analysis. — 2016. — Vol. 26, Ne 2. — P. 419-426. DOI: 10.5772/3409.

15. Diagnostic rule mining based on artificial immune systems for a case of uneven 26. Quinn M. J. Parallel Programming in C with MPI and OpenMP /
distribution of classes in sample / [S. Subbotin A. Oliinyk, M. J. Quinn. — New York, NY : McGraw-Hill, 2004. — 529 p.

V. Levashenko, E. Zaitseva] // Communications. — 2016. — Vol. 3. — P. 4-12. 27. NVIDIA CUDA Compute Unified Device Architecture 5.5. Santa

16. Omiliruk A. O. BunoOyBaHHS NPOTYKLiHHUX NPaBHI HA OCHOBI Clara: NVIDIA Corporation, 2014. — 117 p.

HeraTuBHOrO Bifgoopy / A. O. Oumiiinuk // PanioenexTpoHika, iHdop- Article was submitted 24.02.2017.

After revision 20.03.2017.

Oumiituk A. O.!, Ckpyncekuii C. 10.2, HIkapynuio B. B.2, Cy66orin C. O.3

'Kann. TexH. Hayk, TOLEHT KaeapH MpOrpaMHUX 3aco6iB, 3amopi3bkuii HaliOHANTBHUN TEXHIYHUH yHiBepcuTeT, 3amopixoks, Ykpaina

2KaH/1. TexXH. HayK, JOUECHT KaQeapu KOMI IOTEPHUX CHCTEM i Mepex, 3amopi3bkuil HAiOHATBHUI TEXHIYHUH YHIBEPCHTET, 3amopikiKs,
VYkpaina

3I1-p TexH. HayK, npodecop, 3aBisyBau Kadeapu MPOrpaMHUX 3aco0iB, 3amOpi3bKUil HAIOHAILHUM TEXHIYHUN yHIBEPCHTET, 3anopixKoks, YKpaina

MOJIEJIb OITHIOBAHHSI BUKOPACTOBYBAHUX PECYPCIB KOMII'FOTEPHOI CHCTEMM IPA BUJIOBYBAHHI
NPOAYKIIMHAX IMPABAJ HA OCHOBI ITAPAJIEJIbHUX OBYMCJIEHB

AKTYyalbHicTh. PO3mIsHYTO 33124y BUI0OYBaHHS NMPOAYKIIHHUX MPABHII MPU 00poOIll BEIMKMX MacuBiB JAaHUX. BupimeHo npobinemy oliHO-
BaHHS PECYPCiB KOMIT FOTEPHOI CHCTEMH NP BHI00YBaHHI MPOAYKIIHHUX MPABHI HA OCHOBI MapajieiabHUX o0urcieHb. O0’€KT TOCIiPKEHHS — MPoLec
BUI00YBAaHHS MPOAYKIIHHUX mpaBmil. IIpeaMer MOCIiAKEHHS — METOAM IUIaHyBaHHS PeCypCiB MapaneIbHUX KOMIT IOTEPHHUX CHCTEM.

Merta po6otu nosisrae B nmoOyq0Bi MOJeli OLIHIOBAHHS PECypCiB MapajelbHUX KOMII' IOTEPHUX CHUCTEM IIPH BUIOOYyBaHHI IPOAYKIIHHHX
paBHII.

MeTo/. 3anmporoHOBaHO MOZEIIb OIL[iHIOBAHHS BUKOPHUCTOBYBAHMX PECYPCIB KOMII'IOTEPHOI CHCTEMH IPH BHKOHAHHI I1apasieIbHOTO METOLY
BuA0OyBaHHS NMPOAYKUiHHUX mpaBmil. CHHTE30BaHA MOJAEIb BPAaXOBY€ THII KOMII IOTEPHOI CHCTEMH, YHCIIO HPOLECIB, HAa SKHX BHKOHYETHCS
3ajada, MPOIMYCKHY 3[aTHICTH Mepexi mepemadi JaHUX, HapaMeTPH BUKOPHCTOBYBAHOTO MAaTeMAaTHYHOTO 3a0e3ledeHHs (4acCTKH BY3IiB mapa-
JIENIBHOI CHCTEMH, 10 BUKOPUCTOBYIOTHCS /Ul OTPHMAHHS HPORAYKIIHHUX MpPaBHUJI Ha OCHOBI JepeB pillleHb, aCOMIATHBHUX MPABMIJI TA HEraTHB-
HOTO BigOOpY, BiAMOBIJHO), a TAKOXK MapaMeTpH PO3B’sI3yBaHOI MPHKIaAHOI 3aaa4i (KUIBKICTh CIIOCTEPEKEHB I KUIBKICTh O3HAK B 3aJaHiil
MHOXHHI JaHHX, IO ONHUCYE PE3YJIbTaTH CIIOCTEPEKEHb 3a JOCIIIKYBaHHM 00’€kTOM ab0 mporecom). CuHTe30BaHa HEfpoMepeKeBa MOJEIb €
MOJIIaJITOPITMIYHOKO, JTO3BOJISIE BUKOHYBATH OLIIHIOBAHHS JBOX XapaKTEPUCTHK (Yacy i 00CATy CIOKMBAHOI Mam’sTi) mapajenbHOl CUCTEMH IIpH
BHUKOHAHHI METOy BHAOOYBAaHHS MPOAYKLUIHHUX IPaBHUIL.

PesyabraT. Po3pobiieHo mporpaMue 3a0e3IedeHHs, sIKe peasi3ye 3alIpONOHOBaHY MOJEIHb i JO3BOJISE MIPOTHO3YBATH JUIS MapajelbHOL
CHUCTEeMH BHUTpPAYCHHUI Yac i 00cAT CroXKMBaHOI MaM’sTi NPH BUPIMICHHI NMPAKTUYHUX 3aBAaHb.

BucHoBku. IIpoBe/ieHI eKCIEPUMEHTH MiATBEPAMIN MpPale3AaTHICTh 3aPOIOHOBAHOIO MaTEMAaTHYHOrO 3a0€3MEYEHHS 1 03BOISIOTH pe-
KOMEH/IyBaTH HOTO AJIsi BUKOPHCTAHHS Ha MPAKTUI NPH BUPIMICHHI 3a/a4 0OpPOOKH BEIMKHX MAcHBIB JaHUX. [I1epCIeKTHBH MOZANBIINX TOCIHi-
JKEHb MOXYTh IOJIATaTH B CTBOPECHHI MapasieIbHUX METOJIB BifOOpy iHPOPMAaTUBHHX O3HAK, a TAKOX EKCIIEPUMEHTAIBHOMY NOCIIIKCHHI
3arporOHOBaHOT MO/ENi Ha OUIBIIOMY KOMILUIEKCI MPaKTHYHHUX 3a7ad Pi3HOI HPUPOIH 1 PO3MIpHOCTI.

KurouoBi cioBa: Bubipka JaHuX, mapanenbHi 004HMCICHHS, OI[IHIOBAaHHS PECypciB, NPOAYKIilHI MpaBuia, HEWPOHHA Mepexa.
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'KaHz. TexH. HayK, JOLEHT Kadeapbl IPOrpaMMHBIX CPEJCTB, 3alOPOKCKHI HAUMOHAIBHBIN TEXHUYECKUH YHUBEPCHTET, 3a0pokKbe, YKpanHa

2KaHJ. TexH. HayK, JOLUEHT Kadeapbl KOMIBIOTEPHBIX CHCTEM M CeTel, 3alOpOKCKUI HALIMOHAIBHBIA TEXHUYECKUH YHHBEPCUTET, 3allOPOKbE,
VYkpauHna

3I1-p TexH. HayK, npodeccop, 3aBeayroluil Kadenapoil MporpaMMHBIX CPEACTB, 3alOPOKCKUI HALMOHAIBHBIN TEXHHYECKUH YHUBEPCHUTET,
3anopoxbe, YKpanHa

MOJEJb ONEHWBAHHS HUCIOJB3YEMBIX PECYPCOB KOMIIBIOTEPHON CHUCTEMBI NIPU W3BJIEYEHHU
NPOAYKIIMOHHBIX MPABHJI HA OCHOBE MMAPAJIJIEJIBHBIX BRIYUCJAEHUIA

AKTyanbHOCTB. PaccMOTpeHa 3ajava M3BIEYCHHs IPOAYKUMOHHBIX MPABUII NPpU 06paboTKe GONBIIMX MAacCHMBOB JAaHHBIX. PelieHa mpo-
GieMa OLIEHUBAHUS PECYPCOB KOMIIBIOTEPHOM CHCTEMBI IIPH M3BJICYEHUH MPOAYKIIMOHHBIX MPABHII HA OCHOBE Iapajule]bHbIX BbIYUCICHHI.
OOBEKT UCCIIENOBAHHS — TIPOLECC U3BJICYCHHUs MPOAYKIMOHHBIX TpaBuil. [IpesMer Hccneq0BaHus — METObl [NIAHHPOBAHKS PECYPCOB apa-
JIENIBHBIX KOMITBIOTEPHBIX CHCTEM.

Ieap paGoThl 3aKI0YAETCS B IOCTPOCHUH MOJENU OLECHUBAHUS PECYPCOB MAapalIeNbHBIX KOMIIBIOTEPHBIX CHCTEM IMIPU H3BJICYECHHH
HPOJYKIHOHHBIX MPABHIL.

Mertoa. IpemioxkeHa Moaelb OLEHHBAHUS HCIOIB3YEMBIX PECYPCOB KOMIIBIOTEPHONW CHCTEMBI NP BBIIOJHEHUH [apajlieibHOr0 METoAa
U3BJICYCHUS NPOAYKIUHOHHBIX NpaBui. CHHTE3UPOBAHHAS MOJEIb YYUTHIBAET THII KOMIIBIOTEPHOH CHCTEMBI, YHCIO MPOLECCOB, HA KOTOPBIX
BBIIIOJHSETCS 3a/a4a, MPOIYCKHYI0 CIOCOGHOCTh CETH Mepe]aud JaHHbIX, MapaMeTpbl MCIONb3yeMOro MaTeMaTHYecKoro obecredenus (10au
Y3JI0B [apauIebHON CHCTEMBI, HCIOIB3YEMbIX ISl H3BICYEHHUs MPOAYKUMOHHBIX IPABUJI HA OCHOBE JEPEBbEB PELICHHH, aCCOUMATUBHBIX IPaBUI
U OTPHLATENLHOr0 0TOOpa, COOBETCTBEHHO), @ TAKXKE [apaMeTPhl PelIaeMol NPUKIAAHOM 3a1a4i (4UCiI0 HAGIIOAEHUH W YHCIO MPU3HAKOB B
3aJlaHHOM MHOXKECTBE J@HHBIX, ONMCHIBAIOLIEM PE3YJbTaThl HAONIONEHHUH 3a MCCIeAyeMbIM 00bEKTOM MM mpoueccom). CHHTE3HpOBaHHAS
HeiipoceTeBask MOJENb ABISETCS HOJIHAITOPUTMUYHON, O3BOJISET BHIIOJNHSTH OLEHUBAHHE [IBYX XapaKTEPUCTUK (BpeMeHH M 00beMa MoTpedis-
€MOii TaMATH) MapajuIeNbHOM CHCTEMb PH BBITOIHEHUH METOJA M3BJICYEHUS HPOIYKIHOHHBIX IIPABHIL.

Pesynbrarsl. PazpaGotano nporpaMMHoe o0ecredeHne, KOTOpoe peaan3yer MpelsIoKEHHYI0 MOJeIb U MO3BOJSAET MPOrHO3UPOBATH IS
[apaJuIeNIbHOM CUCTEMBI 3aTPAUEHHOE BpeMs U 00beM MOTPeOIAeMOil aMsITH TIPU PELICHUH TPAKTHIECKHX 3ajad.

BoiBoabl. IIpoBeeHHbIe SKCIEPUMEHTBI TOATBEPANIH PaboTOCIOCOOHOCTD MPEUIOKEHHOI0 MATEMATHYECKOr0 06eCeYeH s | O3B0~
10T PEKOMEHJIOBATh €ro JUIsl UCIOJIB30BAHUS HA IPAKTHKE NpH 00paboTKe GOJBIIMX MAaCCHBOB AaHHBIX. [IepCHEKTUBBI JalbHEHIINX HCCIIEN0Ba-
HHI MOTYT 3aKJII0¥aThCs B CO3JAHHH IapajuIeNbHbIX METOAOB 0TOOpa MH(GOPMATHBHBIX IPH3HAKOB, & TAKKE DKCIIEPHMEHTAIBHOM HCCIEJ0BAHUN
[PEUIOKEHHON MOJENH Ha GONbIIEM KOMIUIEKCE MPAKTHYECKUX 3a/ad Pa3HOM HPUPOIbI H Pa3sMEpPHOCTH.

KuoueBble cl0Ba: BHIOOPKA JAHHBIX, ApajliebHble BHIYMCICHUS, OLCHUBAHUE PECYPCOB, IPOAYKIMOHHbIC [PAaBHIa, HEHPOHHAS CETh.
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