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PARALLEL MULTIAGENT METHOD OF BIG DATA REDUCTION
FOR PATTERN RECOGNITION

Context. The problem of feature selection for big data processing based on the multi-agent approach and parallel computation has been
solved. The object of research is the process of feature selection. The subject of the research are the methods of feature selection.

Objective. The purpose of the work is to create a parallel multi-agent method for reducing of big data sets.

Method. The article deals with the parallel multi-agent method for reducing of big data sets. The developed method involves splitting
multiple agents into several subsets for parallel search of an informative combination of features in different areas of the search space. At
the same time, it is suggested that the parallel nodes of the computer system perform the most resource-intensive operations associated with
estimating the current set of agents, as well as the need to create and modify new sets of solutions based on stochastic computations. This
allows to speed up the process of multi-agent search of informative combination of features, as well as to reduce the practical threshold for
application of the multi-agent method with indirect communication between agents for reducing big data sets.

Results. The software which implements the proposed method and allows to select informative features based on the multi-agent
approach and parallel computation has been developed.

Conclusions. The conducted experiments have confirmed the proposed software operability and allow recommending it for use in
practice for solving the problems of big data processing for pattern recognition. The prospects for further research may include the
modification of the developed parallel method for feature selection by using different criteria for estimation of the group information of
features, as well as an experimental study of proposed method on more complex practical problems of different nature and dimensionality.
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NOMENCLATURE

A — set of agents;

CPU — Central Processing Unit;

GPU — Graphical Processing Unit;

G}, — value of objective function of k-th agent;

J(Xe) — criterion for assessing the significance of a set
of features Xe;

M — number of features in the sample of observations S;

N, — number of incorrectly recognized (classified)

processing [1-6]. Typically, the original samples of data
describing the objects or processes under investigation may
contain redundant and uninformative information [7—13]. The
use of such information in the synthesis of recognition models
leads to an increase of their complexity and redundancy, as
well as a reduction in their generalizing abilities. Therefore,
before synthesis of recognition models, it is relevant to perform
preprocessing of data in order to exclude uninformative and
redundant features from training samples [3, 5, 8].

Typically, well-known methods of feature selection use

observations of the sample S =< P,T > on the synthesized
model;

N pr— number of processes, on which task is performed,

N 5 — total number of agents in set 4;

Pgm — value of m-th feature (attribute) for g-th

observation (m=1,2,... M, ¢=1,2,...,0),

QO — number of observations in the given sample of
observations S;

S — sample of observations (training sample);

tq — value of output parameter of g-th observation;

fgmod — value of output parameter of g-th observation,
calculated from the synthesized model,

T — set of output parameter values;

% — k-th agent in set 4;

XS — set of all possible combinations of features, obtained
from the initial set of characteristics P.

INTRODUCTION

The development of automated systems for pattern
recognition is associated with the need of big data

a greedy search strategy [6, 8], which often doesn‘t allow
choosing the most informative combination of features.
Stochastic methods [6, 12] are highly iterative and require
substantial outlays of computing and time resources, making
them difficult to use in practice. A multiagent method for
feature selection that doesn‘t use greedy search strategy,
based on modeling of agents movement in search space
through stochastic computations, is offered in [14].
However, this method no longer adequate to handle big
data sets due to the high iterative and consistent nature of
the calculations.

It is therefore appropriate to parallelize the most
computationally complex and resource-consuming
operations of the multi-agent method of feature selection
[14], which will reduce the practical threshold for applicability
of such method when big data processing.

The purpose of the work is to create a parallel multi-
agent method for big data sets reducing.

1 PROBLEM STATEMENT

Let there is a set of observations S (1):

S=<P,T>. )
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Then the problem of informative features selection in an
idealized formulation [8, 15—17] can be represented as: find

a combination of features X~ from the original data set
§ =< P,T >, at which the minimum of given criterion (2) for
assessing the quality of feature set is achieved:

J(X*)= min J(Xe). @)
Xee XS
The error of the synthesized model, normally, is used as
an criteria for assessing the significance of features set J(Xe)
[4-6]:
— recognition error (in problems with discrete output 7)
[4-6], calculated according to the formula (3):

g=Ner 3)

0

— standard error (in the case where the output parameter
T can take real values from a certain range 7' € [tmin;tmax])

[6], calculated according to the formula (4):

E :éi(tq _tqmod)z ’ “)
q=1

In calculating criteria values (3) and (4), the model is
synthesized based on the data of the training sample S, using
only the features that correspond to the combination Xe.

2 LITERATURE REVIEW

Currently, there are various methods of reducing the
dimension of the feature space [3—6, 15—17]: brute-force
method, depth-first search, breadth-first search, branch and
bound, group method of data handling, method of sequential
addition of features, method of sequential removal of
features, method of alternately adding and removing of
features, ranking of features, features clustering, method of
random search with adaptation and evolutionary search for
the selection of features [15—17].

Usually, in solving the problems of recognition, there is
a system of statistically dependent features, whose set
informativity isn’t expressed through the informativeness
of individual features. Therefore, in solving practical
problems, it is necessary to evaluate a set of features, rather
than each attribute separately. Thus, the use of ranking
criteria on the computed individual assessment is
unacceptable [6].

The application of brute-force method requires the
evaluation of all possible combinations of features made up
of the original data, which makes it impossible to use this
approach with a large number of features in the source set,
since it requires huge computational costs.

Heuristic search methods [15, 17] are not effective
enough, because of sub-optimal of a greedy search strategy
involving the sequential addition or deletion of one feature
at each iteration, therefore of which the resulting set of
characteristics contains redundant features that correlate
with other features in the set.

It seems expedient to use the methods of stochastic
search (in particular, the multi-agent approach) [13, 14, 18],
to search such combination of informative features under

conditions of mutual dependence on each other. Since such
methods are more suitable for finding new solutions by
combining the best solutions that were obtained at different
iterations and have the opportunity to exit from local optima.

The proposed multi-agent method [14] with an indirect
communication between agents allows to select the most
significant features. However, the method takes considerable
time in processing of big data, because it is highly iterative
and provides for sequential implementation of calculations.
To address these drawbacks it is advisable to parallelize the
multi-agent search of most meaningful combination of
features in the processing of big data sets.

3 MATERIALS AND METHODS

In the developed parallel multi-agent method for big data
reducing, it is proposed to split a set of agents

A :iXIaXL-u,X N, } into several subsets for parallel search

of informative combination of features in different areas of
search space. Meanwhile, to speed up the process of multi-
agent search for informative combination of features in the
developed method, it is suggested to fulfil the most
resource-intensive operations related with evaluation of the
current set of agents, including the need to create and modify
of new sets of solutions based on stochastic computations
on the nodes of the parallel computing system.

As noted previously, in the proposed parallel multi-agent
method for big data reducing after initialization phase, a set

of agents 4 :bClaXb"-’XNX} is split into several subsets

AV 4P 4N (5)

4 _,{A(l), 4D A(Npr)}. (5)
The total number of agents N, in the partition

A— {A(l),A(z),.,,,A(Npr)} remains unchanged (6):

‘A(l)‘ +‘A(2)‘ + ...+‘A(Npr)

=Ny. (6)

The partitioning A4 — {A(l),A(z),_,,,A(Npr)} is done so

that to ensure the separation of groups of agents AU ), over
the search space with view to more detailed investigation of its
various areas. For selected groups of compactly located agents

AY ), it is proposed to apply cluster analysis methods [6, 9, 16].

After that, in each of the received subsets of agents 4(/)
(/=12,..., Np,), it is proposed to conduct a multi-agent
search to select informative features from the given data
samples S =<P,T >, periodically checking the stopping

criteria and, if necessary, combining the subsets 4(/).

In order to increase the efficiency of the multi-agent
search for combination of informative features (reducing
the search time), it is expedient to parallelize the most
resource-intensive operations.

As noted above, the multi-agent method of feature
selection with indirect link between agents, involves the
implementation of initialization, chemotaxis modeling,
reproduction, elimination and dispersion, checking the
stopping criteria, and restarting agents.
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In the initialization phase, the main parameters of method
are defined, and the begin coordinates of agents Y,

k=12,..., NX) are randomly generated, after which values

of the objective function G}, = G(Xk) are calculated. This
stage doesn‘t involve complex iterative computational
procedures, so it is proposed to perform it on the main stream.
Note that with a large number of agents N,, as well as

processing complex samples S=<P T>, you can
parallelize the process of assessing the initial positions of
agents 7 (calculating the values of the objective function

Gy =Glyg). k=1.2,....Ny).

The stage of chemotaxis modeling is connected with
iterative implementation of tumbling, moving and sliding
operators for each agent, assuming the calculation of new

. t+1) .
values of the coordinates of agents ch ) in the search
space. In addition, at this stage, the evaluation of new

agent’s positions G]EH]) :G(Xg“)), suggesting the need

to data sample S=<P,T > for each of the agents. The

complexity of the computational procedures of this stage
necessitates its parallel implementation for the possibility
of performing multi-agent search for informative combination

of features in subset of agents AY) at the Jj-th node of the
parallel system.
At the stage of reproduction, new set of agents

A= {X1,X2,---,XNX} is created by performing stochastic

calculations. At the same time, complex procedures are
performed to select the most suitable agents, select the
parent agent pair, and directly generate new agents (new
coordinate points in the search space).

The stage of exclusion and dispersion also involves the
need to process the entire current set of agents

A={X1,X2,--~,XNX} in order to randomly change the
coordinates of some agents to exit from local extremums.
Therefore, for the possibility of implement multi-agent
optimization, it is suggested that the nodes of parallel
computing system perform the stages of reproduction,
elimination and dispersion, as well as checking the
termination criteria. These stages are associated with the
need to create and modify new sets of solutions based on
stochastic computations and, together with the chemotaxis
simulation stage, make it possible to search for a combination

of informative features in each of the subsets IV, of agents
AD (J=L2,... Npp).

Based on the mentioned above, we present a model of
the multiagent search process for a combination of

informative features in the form of Fig. 1.
One iteration of the multi-agent search of an informative

combination of features AMAS( AU )) among a set of agents

A on the j-th node of a computer system (J =1,2,..., N ;)
is schematically shown in Fig. 2. In so doing, the following

notation is used in the Fig. 2: Chem(A(j )) is a chemotaxis
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modeling operator over multiple agents 4W); Cross(A(j )) isa
reproduction operator; DiSp(A(j)) is an exclusion and

scattering operator; Crit(A(j )) is an operator of checking the

criteria for the completion of multi-agent search MAS (A(J )).
As can be seen from Fig. 1, computationally complex
operations that are decided to parallelize, are related with
operation of chemotaxis simulation, reproduction, exclusion
and dispersion. The choice of these operations for parallel
implementation of calculations is also due to the fact that
information which is easily amenable to parallelization and
associated with the current set of agents (coordinates of

points 7y in the search space and the corresponding values

of the objective function Gy =G(Xk)) is iteratively

processed on them. In addition, on the nodes of the parallel
computer system are also offered to perform a check of the
stopping criteria in order to cessation of the multi-agent
optimization in case an optimal result is obtained (a set of
characteristics that is acceptable for the solution of the
current practical task). Sequences of initialization and restart
of agents are consistently performed.

It is suggested that after performing multi-agent search

at N;, iterations on nodes of parallel computer system, the

information about the current sets of agents AD
(/=12,... N ) and the values of their cost functions GV
on the main process be transmitted. As a result of which,
sets 4 (7) and G (8) are formed:

N[” .

4=J AV = {X19X2,~.-,XNX}’ )
=
N,

G= )G9 ={G,, Gy G, ®)
=

Then, the process of restarting agents is performed on
the main process. In this case, unlike the known multi-agent
method with indirect connection between agents BFO [18],
a new set of agents is proposed to be formed in accordance
with expressions (9) and (10):

A= Agtire U Apng U Aeross » ©
|Aelite| +|Arnd| +|Across| = NX s (10)
where A4, is a set of elite solutions 7 (best agents by the

value of the objective function Gj) in each of the subsets

AW): Aclite = iXeIitel » Lelite2 >+ KeliteN ,, }:
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Initialization

MAS(AD)

MAS(A®) MAS(A"Py

< A4® G(4®)> <A,<Npr)’GA,<Np,>l>

Figure 1 — The model of the multiagent search process for a feature selection

< A(j),G(A(j))>

Chem(AU))

Crit(A(f ))

< A'(j), G(A'(j))>

Figure 2 — One iteration of multi-agent search AfA4S ( A(j )) in a set of agents A(j )
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Arnd = ix.rndl7XVnd2""’Xrnd‘A,.nd‘;, Xrnd j = rand_ (Xk)a
XkeA(j)
|Amd| =0pgNy, O, is a fraction of agents in the new

set A= {XUXzo-"aXNx}, randomly selected from the

previous set of solutions. If |Amd| >N, then random
selection occurs successively among each of N, the
subsets A"/ ), after which the process continues until the

required number of solutions |Amd| is reached, while the

subset 4(/) is randomly selected without repeating;
A

ross 1S @ set of solutions y , generated using a

reproduction operator based on the current set of agents

A= {X1,X2,---,XNX}. It is proposed to use a reproduction

operator similar to that proposed in [14], using the
evolutionary operators of proportional selection, arithmetic
crossing and simple mutation [6, 8, 14];

|Aeh-te|,|Amd|,|Acmss| are the total numbers of agents in

sets Agjie, Apg and A accordingly.

Cross»
Therefore, new set of agents 4 = {X1,X2,---,XNX} in the

proposed method is formed from elite agents A, randomly

elite>
selected agents from the previous set of decisions 4,,;,
and also agents obtained by applying the reproduction

operator A, Such approach allows not only to save the

current best solutions found in the search process, but also
to provide a way out of local optima and the possibility of
exploring different areas of search space.

The proposed parallel multiagent method of big data
reduction involves splitting multiple agents into several
subsets for parallel search of informative combination of
features in different areas of the search space. At the nodes
of parallel computing system, it is suggested to perform the
most resource-intensive operations related to the evaluation
of the current set of agents, as well as the need to create and
modify new sets of solutions based on stochastic
computations. This makes it possible to speed up the
process of multi-agent search for informative combination
of features, as well as to reduce the practical threshold for
using a multi-agent method with indirect communication
between agents to reduce big data sets.

Moreover, the proposed method fits well to SIMD (single
instruction multiple data) architecture, because after the
agent initialization stage the branches of algorithm perform
the same actions on multiple data taking into account the
stochastic component, which is data too. Hence, GPU
implementation of the proposed method will probably
demonstrate good computational process speedup.

4 EXPERIMENTS

The developed parallel multi-agent method of big data
sets reduction has been implemented in C language using
the MPI and CUDA libraries. Besides, the data exchange
between the main core, which performed the initialization
and agent restart stages, and other cores of cluster nodes
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has been performed by multiple exchange functions of MPI
library (Bcast, Gather, Scatter, Reduce). The GPU cores used
the global memory of GPU, in which many agents were
placed. Each core of GPU performed a separate branch of
the algorithm, and since the number of cores in the GPU is
counted as many hundred, as a result, a significant number
of evaluations of feature combinations were performed in
one cycle.

To check the effectiveness of the proposed method with
the help of the developed software, a problem of selecting
informative features for the recognition of vehicles was
solved [19, 20]. The training sample contained information
on 10,000 images obtained from highways, taken in gray.
Using the recognition system [20], images of interest areas
with a vehicle were identified on the images, which were
manually classified by an expert person (recognition was
carried out in the following classes: 0 — not recognized, 1 —
motorcyclist, 2 — car, 3 — truck, 4 — bus, 5 — minivan or
minibus) and were displayed into a matrix 128*128 (16384
points). The resulting images were transformed by
calculating 26 characteristics that generalize graphic
information about object [20]. For each class of vehicle, a
different recognition model has been synthesized, which
makes it possible to determine whether the recognizable
means belong to this type. Thus, five training samples

S =<P,T> of 10,000 instances were obtained, each of
which was characterized by 26 features. The task was to

reduce the number of attributes of training samples to
identify the most informative combinations consisting of
no more than 12 features. In the tables below, the results of
selection of characteristics for the synthesis of recognition
models defining the belonging of a motor vehicle to class 2
“passenger car” are presented.

To provide the experiments the following equipment has
been involved:

— the cluster of Pukhov Institute for Modeling in Energy
Engineering NAS of Ukraine, which involved 16 logical nodes
(cores), each of which performed one process. The cluster
configuration is as follows: processors Intel Xeon 5405, RAM
— 442 GB DDR-2 for each node, communication environment
InfiniBand 20Gb/s, middleware Torque and OMPI;

— NVIDIA GTX 960 with 1024 thread’s processors.

To compare the proposed method with existing
analogues, the separation of combination of features was
performed using various methods: heuristic search, the
method of main components analyzing , the method of group
accounting of arguments, the canonical model of genetic
search, multi-agent methods for selecting informative
features with direct and indirect communication between
agents and using the developed parallel multi-agent method
of informative features selection with indirect
communication between agents. Values of parameters of
the multi-agent method with indirect communication

between the agents were: N, =100; N, =4; N =4;
N =20; Neyg =23 Foq =0,25; datract = 0,15

Wastract = 0525 hrepellant =duitract > Wrepellant = 10 [14,18].

Since the optimization process of most of the listed methods
is of a stochastic nature, the search for optimal solutions
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during experiments was carried out 100 times, after which the
average values of investigated parameters on basis of the obtained
results were calculated. As criteria for assessing effectiveness of
the selection of features followed were used [14, 18]:

— the number of accesses to the objective function N 4

necessary to achieve the result with required accuracy;

— the error of the method E, calculated by the formula (3);

— the operating time of the method T, necessary to
achieve an acceptable solution;

— the number of features of £, selected by the method as
informative.

As the objective function E, the probability of making
erroneous decisions (3) for a neural network of direct
propagation, containing 3 neurons on the first layer and
one neuron on the second layer was used. The neural network
was synthesized on the basis of the appropriate combination

of characteristics of the sample S§S=<P,T>, the

neuroelements had a logistic sigmoid activation function.
As discriminant functions weighted sums were used.

The proposed method was performed on 1, 2, 4, 8, 12, 16
cluster nodes and the time spent on the method was recorded.
In addition, speedup of the computational process and
efficiency of the computer system were calculated. Moreover,
communication overheads (transfers and synchronizations)
were analyzed.

Similar experiments were performed using the GPU.

S RESULTS

Table 1 presents the characteristic values of the
proposed and known methods of informative features
selection in the recognition of vehicles.

Figures 3 and 4 shows dependences between the
proposed method execution time in seconds (Zspent) and
the number of involved cluster nodes (fig. 3), and the number
of GPU threads (fig. 4).

Table 1 — Characteristics of selection features methods for vehicles recognition

Values of comparison criteria
Ne Method of selection of features
E N gt T k
1 |Method of analyzing the main components (MAMC) [6, 15] 0.0412 - 524 12
2 |Method of group accounting of arguments (MGAA) [5, 8, 17] 0.0358 9761 18578 11
3 |Canonical method of evolutionary search (CMES) [6, 19] 0.0219 10000 23171 10
4 |Method of alternately adding and removing of features (MARF) [6, 8] 0.0471 871 2199 12
Multiagent method with indirect connection between agents (MMICA) (Ant
3 Colony Optimization for Feature Selection) [19] 0.0198 4872 10318 10
Multiagent method with direct connection between agents (MMDCA) (Bee
6 Colony Optimization for Feature Selection) [19] 0.0191 4719 10192 1
Parallel multiagent method of big data sets reduction (PMMBDSR), single core
implementation Npr =1 5418 11461
7 |PMMBDSR, implementation in Npr =12 0.0172 65017 1868 10
PMMBDSR, implementation in 60 threads of GPU 48216 7317
.. 12000  11461.00
=
=
x
::" 10 000 -
8000 - P
6873.73
6 000
301737
4 000 -
236240 1268.05
2 000 . T 164293
0 4 : : : : . : l
1 2 4 8 12 16
Nepu

Figure 3 — Dependence between the proposed method execution time and the number of involved cluster nodes
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In Figures 5 and 6 the speedup graphs of the
computational process Speedup,, on the cluster and on the
GPU, respectively, were shown.

Graph of the cluster efficiency Efficiency, when
performing the proposed method is shown in Figure 7.

w 7300 -
< W 7317
:E; 7000 - \
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6500 - \
6000 - N sg1
=
b
5500 - N
5026
5000 - E
™ e 4305
4500 - = __‘:i“ 4710 4237 4.313 4275
4000 ; . ; - - |
60 30 100 120 140 160 180 200 240
Ngpu

Figure 4 — Dependence between the proposed method execution time and the number of involved GPU threads
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Figure 5 — Dependence between the computational speedup and the number of involved cluster nodes
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Figure 6 — Dependence between the computational process speedup and the number of involved GPU threads (in comparis%jr:; to one cluster
node)
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As a result of the analysis of reasons of computer system Graph of execution time Tspent of the proposed method
efficiency decrease the corresponding graphs were formed. from the number of agents, processed on each cluster core
They show percentage of communication overheads (Agents Per cluster Core) ApC is shown in the Figure. 10.
Overhead (transfers and synchronizations) in the  The ApC criterion was calculated by the formula (9):
computational process from the number of involved cluster

nodes (Figure 8) and GPU threads (Figure 9).

—
=
|

Efficierncypr
=
L =]

ApC = NX 9
D

el

=

=
1

Overhead
=
=

0.40

0.20 -

0.00

1 2 4 8 12 16

Figure 7 — Graph of the cluster efficiency when performing the proposed method
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Figure 8 — Graph of communication overhead from the number of cluster nodes involved
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Figure 9 — Graph of communication overhead from the number of GPU threads involved
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Figure 10 — Execution time graph of the proposed method from the number of agents per cluster core

6 DISCUSSION

As shown in Table 1 combinations of features which
obtained using stochastic methods (CMES, MMICA,
MMDCA, PMMBDSR) were characterized by more
acceptable values of the objective function (for example,
E=0.0172 for PMMBDSR method) compared with the
MAMC, MGAA and MARF methods (error value is varied
in the range of £ =0.0358 for MGAA to E =0.0471 for
MARF). Such results are explained by a more effective
analysis of search space using stochastic methods, including
developed PMMBDSR method.

The operating time 7' of the methods varies from 524 s
(for MAMC) to 23171 s (for CMES), which is related to
number of calculations of the values of the objective
function before the search stops. Such large operating time
values of the selecting features methods are associated with
the need to construct a recognition model based on each of
the evaluated combinations of features. Obviously,
sequential implementations of stochastic methods
investigate a larger number of points in the search space,
because of the stochastic nature, which causes large time
consumption for their operation.

The results of Table 1 confirmed advisability of
parallelizing the proposed method PMMBDSR: with number
of parallel processes N . =12, operation time of the method

is 1868 s, that is less than the time of the heuristic method
MARF (T =2199 s)

The use of stochastic (evolutionary and multi-agent)
methods allowed to select combinations that consist of fewer
features (k=10 for CMES, MMICA and PMMBDSR)
compared with the use of other methods (£ =11 and 12 for
other methods). This also indicates a more effective
investigation of the features space using stochastic
methods.

Consequently, the obtained values of the effectiveness
estimation criteria of methods for selection informative features
(E, N firs T k) indicate the advisability of applying the
proposed method for solving practical recognition problems.
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Analysis of Figures 3—6 shows that the proposed method
is well parallelized on a cluster and on a graphics processor.
For instance, on 16 nodes of the cluster speedup of the
computational process was 6.98, that allowed reducing the
execution time of the method in computer system from 11461
s to 1643 s. On GPU, speedup of computational process
compared to one core of the cluster was from 1.57 to 2.68,
depending on the number of involved GPU threads.

Figure 7 shows a significant efficiency decrease of the
computer system that performs the proposed method with
an increase of the number of involved nodes. This is
associated with an increase of overhead portion
(synchronizations and transfers) with each new involved
node of the system. Figure 8 confirms this fact. For example,
when using 4 cluster nodes, the overhead portion in the
general computing process is 0.34 and when using 16 cluster
nodes is 0.88. As a result, growth in the number of involved
nodes by 4 times (from 4 to 16) increases the speedup not
linearly by 4 times, but only by about 2.38 times (Figure 5).
On the GPU, the overheads increase with the number of
involved threads not as significant as on the cluster
(Figure 9). However, the capability of GPU in implementing
of the proposed method is limited by the frequencies of the
stream processors and by the bandwidth of data buses. As
a result, the GPU managed to achieve the execution time of
the proposed method, comparable to the four nodes of
cluster (Figures 3, 4), which is an acceptable result.

The analysis of the runtime graph of the proposed
method from the number of agents to the cluster core (Figure
10) shows that when the system’s load is less than 4 000
agents per cluster core, the system is not fully loaded. For
4000 agents per core, the computer system is used efficiently,
it finds a solution earlier than with a lesser load.

With a rise in the number of agents per core of more than
4 000, the time for finding solutions rises due to an increase
in the overhead percentage. A concrete number of agents
(in this case 4000), by which the system is used effectively
depends on the capability of specific equipment. However,
the form of the graph (as in Figure 10) should be preserved
on other clusters.
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'Kau.TexH.HayK, JAOLUEHT Kadeapu nmporpaMHux 3aco0iB, 3anopisbkuil HaliOHANbHUN TEXHIYHUI yHiBepcHTeT, 3anopixiks, Ykpaina

2KaH/. TexH. HAayK, JOUEHT Kadeapy KOMI IOTEPHUX CHCTEM Ta MEPEXK, 3alopi3bKUil HAlliOHAIBHUN TEXHIYHUN YHIBEPCUTET, 3aMOpiKiKs,
VYkpaina

SKauji. TeXH.HayK, IOLEHT Kadeapu KOMI' IOTEPHUX CHCTEM Ta MEPEX, 3aNopi3bKUil HAl[iOHANbHUN TEXHIUYHUN yHIBepCHTET, 3armopiKiKs,
VYkpaina

“Acnipant kadeapu nporpamHux 3aco0iB, 3anopi3bkuil HalliOHANLHUN TexHiUHMN yHiBepcuTeT, 3anopixoks, Ykpaina

TMAPAJIEJTBbHANA MYJIBTUATEHTHUI METO/I PEAYKIIIi BEJJUKAX MACHUBIB IAHHUX JIJIS1 PO3ITI3HABAHHST OBPA3IB

AKTyaabHicTh. Bupimeno 3anauy Bindopy iHGOpMAaTHBHHX O3HaK IpU 0OpOOIli BEIMKHX MAaCHBIB JaHUX HAa OCHOBI MYJIbTHAareHTHOTO
MiAX0Ay Ta MapajenbHux obuuciaeHb. O0’€KT JOCHiIKeHHsT — mpolec Bindopy iHGopMaTUBHUX O3HAK. IIpeaMeT IOCIHiKEeHHS — METOAU Bibopy
iHpopMaTUBHUX O3HAK.

Meta po6oTH moysirac B CTBOPEHHI MapajelbHOr0 MyJIbTHA€HTHOTO METOAY PEAYKIil BEJMKHX MACHUBIB JaHHX.

MeToa. 3anponoHOBaHO MapalelbHUil MyJIbTHATCHTHUH METOJ] PeAyKIii BEIMKUX MacHBiB JaHuX. Po3pobieHuil Mero mependadae pos-
OUTTS MHOKMHY areHTIB Ha JIeKiJIbKa IMiIMHOXHH JUIs MapajieilbHOro mouryky iHhpopMaTHBHOI KoMOiHAIil O3HAaK B Pi3HHUX 00JACTIX IPOCTOPY
nomyky. [Ipn oMy Ha mapajeIbHHX By3JlaX OOYHCIIOBAJIbHOI CHCTEMH 3alPONOHOBAHO BUKOHYBATH HAi0inbIl pecypcoMicTki omeparii,
MOB’s13aHi 3 OI[IHIOBAaHHSM IOTOYHOI MHOXKMHH areHTiB, a TAaKOX 3 HEOOXiIHICTIO CTBOpPEHHs i Monudikalii HOBUX MHOXHH pillIeHb HAa OCHOBI
CTOXaCTHYHUX 00YMCiIeHb. Lle 103BOIsSE MPUCKOPUTH MPOLEC MYITHATCHTHOTO MONIYKY iH(OpMaTnBHOI KOMOIHAILIl 03HAK, a TAKOXK 3HU3UTH
[PaKTHYHUH HOPIr 3aCTOCYBAaHHS MY/IBTHATEHTHOTO METOAY 3 HENPSMUM 3B’S3KOM MDK areHTaMH Ui PeAyKIil BETHKAX MAcCHBIB TaHHX.

Pesyabraru. Po3pobiieHo nmporpamHe 3a0e3neyeHHs, sKe peaiidye 3alponoOHOBaHUII METOJ i I03BOJIsiE BUKOHYBATH Binbip iH(popmaTus-
HHUX O3HaK Ha OCHOBI MyJITHAar€HTHOTO MiJAXOJLy i mapajenbHUX OOYUCICHB.
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HEMUPOIHOOPMATHUKA TA IHTEJIEKTYAJIbHI CUCTEMU

BucHoBku. [IpoBe/ieHi eKCIEPUMEHTH II1ITBEPAMIIM MPALe3aTHICTh 3alPONIOHOBAHOI0 MAaTEMAaTHYHOrO 3a0€3[EeYCHHS Ta 103BOJISIOTH
PEKOMEH/yBaTH HOro Juisi BUKOPHCTaHHS Ha NPAKTHLI IpU 00poOL[i BENMKHX MACHBIB NaHMX JUIsl po3Ii3HaBaHHs 00pasis. IlepcriekTHBY mojainb-
KX JOCIIPKeHb MOKYTh HOJISIraTH B MOAMdikanii po3poOiIeHoro MeToqy IUISIXOM BHKOPHCTAHHS PI3HHX KPHUTEPIiB OLIHIOBAHHS IPYHOBOI
iHpOpPMAaTHBHOCTI O3HAK, a TAKOX CKCIICPUMEHTAIBHOMY [OCIIIKEHH] 3alPOIIOHOBAHOTO METOLY Ha OLIBLIIOMY KOMIUICKCI NPAKTHYHUX 3aBJIaHb
Pi3HOT IpUPOAH 1 PO3MIPHOCTI.

Kuarwuosi cioBa: areHt, Bubipka JaHuX, Bi0ip O3HaK, mapajieibHi OOYUCIICHHS, MYJIBTHAreHTHHH MiJXiJ, po3Mni3HaBaHHI 00pa3iB.

Oneitnnk A. A.!, Ckpynckuii C. 0.2, Hlkapynuno B. B3, Buaronapes A. 10.*

'KanJ. TexH. HayK, AOLEHT Kadeapbl MPpOrpaMMHBIX CPEICTB, 3alOPOKCKUM HALMOHAIBHBIN TEXHHYSCKHI yHHBEPCUTET, 3alIOpPOXKbE, YKpaHHA

2KaH/. TeXH. HayK, JAOLEHT Kadeapbl KOMIBIOTEPHBIX CHCTEM M ceTed, 3aOpOKCKMH HALMOHAIBHBIH TEXHUYECKUH YHUBEPCHTET, 3a0OPOKbE,
VYkpauHna

SKaHJ. TeXH. HayK, JAOLEHT Kadeapbl KOMIBIOTEPHBIX CHCTEM M ceTed, 3amOopOKCKMH HALMOHAIBHBIH TEXHUYECKUH YHUBEPCHTET, 3aOPOKbE,
VkpauHna

‘AcnupaHT Kadeapsl IPOrpaMMHBIX CPEJCTB, 3alOPOKCKUI HALMOHAIBHBIH TEXHUYECKUH YHHBEPCUTET, 3alOpOKbe, YKpaHHA

TMAPAJIJIEJBHBIN MYJABTAATEHTHBIN METO/ PEJAYKIIAA BOJBIINX MACCUBOB JIAHHBIX JIJISI PACITO3HABA-
HHUSA OBPA3OB

AKTyaJabHOCTB. Pemena 3amada or6opa MHGOPMATHBHEIX IPH3HAKOB IPH 00pabOTKE OONBIIMX MACCHBOB JAaHHBIX Ha OCHOBE MYIBTHATEGHT-
HOTO IOAXOa U NapaulelbHbIX BhYHCIeHHH. OOBEKT HCCIeNoBaHUs — IpoLece oTOopa MHGOPMATUBHBIX MpU3HaKoB. [IpeaMer ucciaemnoBaHus —
MeToIbl 0TO0pa HMHGOPMATHBHBIX IPU3HAKOB.

Hean pa6oThl 3aKiIroyaeTcs B CO3LAHUM IIapajIeNbHOr0 MYIbTHATEHTHOTO METOIA PeIYKIHH OOJBIINX MacCUBOB NAaHHBIX.

Mertoa. [Ipenioxxer napaienbHbIH MyJIbTHATCHTHBIA METOJ PENyKIHH OOJIBIIMX MAacCHBOB NaHHBIX. Pa3pabOTaHHEIM MeTox HpeAroiaraer
pa30HeHHne MHOXKECTBA areHTOB Ha HECKOJIHKO HMOIMHOXKECTB IS HapaJUle]bHOTO ITOMCKA MH(OPMATUBHONW KOMOWHAIIMY IPU3HAKOB B Pa3IMYHBIX
o0JylacTIX mpocTpaHcTBa moucka. [Ipy 9ToM Ha mapauleldbHBIX y3/1aX BBIYUCINTENBHOH CHCTEMBI IIPEJUIOKEHO BBHINMONHATH Hanboiee pecypcoeM-
KHe OIepalllH, CBA3aHHBIC C OLCHHBAHHEM TEKYIer0 MHOXECTBA areHTOB, a TaKKe ¢ HEOOXOMAMMOCTBIO CO3MaHUS M MOAM(UKAUN HOBBIX
MHOXXECTB PEIICHUIl Ha OCHOBE CTOXAaCTHYECKUX BBIYHCICHHH. DTO II03BOISIET YCKOPUTH MPOLECC MYJIBTHATEHTHOrO IIOMCKAa MH()OPMATHBHOU
KOMOHMHAIINU TIPU3HAKOB, a TAKKe CHH3UTH IMPAKTHYECKHH MOPOT MPUMEHEHHs MyIbTHATEHTHOTO METOIa C HeIPSIMOH CBSA3bI0 MEKTY areHTaMH
JUISL peTyKIUH OONBIIMX MacCHBOB JAHHBIX

PesyasTaTel. Pazpaborano mporpaMMHoe oOecliedeHre, KOTOPOe peall3yeT MPENI0KEHHBIH MEeTON H II03BOISAET BBHIIONHITE OTOOD
NH(GOPMATHBHBIX IPU3HAKOB HAa OCHOBE MYJIFTHATEHTHOTO IOJXOJAa H NapalIeNIbHbIX BBHIYUCICHUH.

BriBoasbl. [IpoBeneHHbIE SKCIIEPUMEHTHl MOATBEPAUIN PabOTOCIOCOOHOCTE MPEAIOKEHHOTO MaTeMaTHIeCKOro 00EeCIeUeHNsI U O3B0~
I0T PEKOMEHJIOBATh €ro JUIS HCIIONb30BAHHS Ha IPAKTHKE IPH 00paboTke OONBIIMX MAaCCHBOB JAHHBIX JUI paclo3HaBaHHs oOpa3os. IlepcmexTn-
BBl JAJIbHEHINNX HCCIeJOBAaHHNA MOTYT 3aKIIOYaThCS B MOAU(UKanuu pa3pabOTaHHOIO METOAA IIyTeM HCIONb30BAHUS PA3INYHBIX KPHTEPHEB
OLIEHHBAHHS TPYIIIOBON MH(GOPMATHBHOCTH IIPH3HAKOB, a TAK)KE JKCIEPHMEHTAIBHOM HCCIENOBAHHH IPEJIOKEHHOr0 METOJa Ha OoJbIIeM
KOMIUIEKCEe NMPAKTHYECKHUX 3aJad Pa3HOU HPHPOIBI H Pa3MEPHOCTH.

KnarudeBble ciioBa: arent, BEIOOpKa JaHHBEIX, 0TOOP IPU3HAKOB, MapaJlIeIbHble BBIYHCICHHS, MYJIbTHATEHTHBIA MOAXOM, PACIO3HABaHUE
00pasos.
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