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INFORMATION TECHNOLOGY OF DIAGNOSIS MODELS SYNTHESIS
BASED ON PARALLEL COMPUTING

Context. The problem of diagnosis models synthesis in the big data processing based on parallel computing is solved. The object of the
research is the process of diagnosis models synthesis. The subject of the research are the methods and information technologies for diagnosis
models synthesis.

Objective. The research objective is to develop diagnosis models synthesis information technology.

Method. The paper deals with information technology of diagnosis models synthesis which is a set of diagrams graphically describing
structural elements of the system as well as the behavioral aspects of their interaction at various stages of diagnostics objects models
construction. The developed information technology enables to perform the construction of distributed diagnostics systems where compu-
tationally complex stages of diagnosis models synthesis are performed on high-performance server equipment, which makes it possible to
significantly increase the practical threshold for using diagnostics systems in the processing of big data sets for solving of the tasks of
training sample data reduction, rules extraction, diagnosis models construction and retraining.

Results. The software which implements the proposed information technology and allows to synthesize diagnosis models based on the
given data samples has been developed.

Conclusions. The conducted experiments have confirmed the proposed information technology operability and allow to recommend
it for solving the problems of big data processing for technical and biomedical diagnostics in practice. The prospects for further researches

may include the modification of the developed information technology by introducing of other methods of diagnosis models synthesis.
Keywords: data sample, diagnosis, rule extraction, feature selection, parallel computing, model synthesis.

NOMENCLATURE

CPU — Central Processing Unit;

GPU — Graphical Processing Unit;

IGA — Island Genetic Algorithm;

UML - Unified Modeling Language;

E;4 — efficiency of the computer system in the
implementation of the IGA method,

E, — efficiency of the computer system in the
implementation of the proposed method;

M — number of features in the sample of observations S;

Overhead ;4 — communication and synchronization
costs of the IGA method;

Overhead ,, — communication and synchronization costs
of the proposed method;

P — set of features (attributes) of observations in the
given sample;

QO — number of observations in the given sample of
observations S;

S — sample of observations (training sample);

8164 — speedup of the IGA method;

S p — speedup of the proposed method;

T — set of output parameter values;

TG4 — execution time of the IGA method;

Tp — execution time of the proposed method.
INTRODUCTION

Solving of technical and medical diagnostics tasks, as
well as the task of nondestructive product quality control,
is connected with the task of diagnosis models construction
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[1-6]. Such models enable to classify samples which are
diagnosed with high accuracy, and at that the target classes
are sufficiently convenient for perception and analysis by
experts in the application areas.

Methods which enable to solve training sample data
reduction, rules extraction, diagnosis models detection and
retraining problems are presented in the papers [7-16].
However such methods based on sequential computing
require significant time costs, which makes it difficult to use
such methods for diagnostic decision making process
automation in practice. So it is necessary to develop
information technology which is capable to accelerate
diagnosis models synthesis process based on parallel
computing [17-20].

The research objective is to develop diagnosis models
synthesis information technology which enables to build
distributed diagnostics systems where computationally
complex stages of model synthesis are performed on high-
performance server equipment, which makes it possible to
significantly increase the practical threshold for using
diagnostic systems in big data sets processing.

1 PROBLEM STATEMENT

Suppose we have data sample S =<P,T >, which
consists of Q samples. Every sample is characterized by
values of attributes P41, Pg2, ..., Pqu and output
parameter {4, where Py is a value of the m-th attribute of
the g-th sample, ¢g=1,2,..,0, m=12, ..M ; M —
overall number of attributes in the set §. Then the problem
of diagnosis models synthesis is to define model DM for
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the sample S =< P,T >, which allows to approximate the

set S with acceptable error level E. Error g [2, 21-23] of

recognition using synthesized model DM can be evaluated

as ratio of incorrectly recognized samples number N, to

overall samples number Q in the sample S=<P,T >:
N,

E:l.
o

2 REVIEW OF THE LITERATURE

As stated above, in the papers [7-16] methods, which
enable to solve problems concerning diagnosis models
synthesis, are proposed. However such methods based on
sequential computing require significant time costs which
makes it difficult to use such methods for diagnostic decision
making process automation in practice.

Feature selection methods, which were proposed in the
papers [7-9], enable to select informative feature combinations
based on evolutionary [24-26] and multi-agent technologies
[27] of computational intelligence. The proposed methods
use aprioristic information about individual self-
descriptiveness, reducing search space and decreasing time
of informative feature combination selection. Nevertheless
such methods require significant time costs for implementation
during processing of high dimensionality data.

Productional rules extraction methods [10—12] enable to
find the most significant replications X — Y from the given
data samples S=<P,T >. It provides improvement of
cumulative properties of diagnosis models which are
synthesized, as well as increases interoperability of models,
decreases its dimensionality (structural and parametrical
complexity), utilized storage capacity and response speed.

The method of parametrical identification of neuro-fuzzy
networks based on parallel random search, which was
proposed in [13-16], uses stochastic optimization for
synthesized models parameters setting (parameters of
membership functions and weight coefficients of
neuroelements), forms initial solution set subject to training
sample information (significance of feature terms according
to the compactness of training set samples arrangement in
the corresponding term and the degree of its effect on output
parameter value). It makes it possible to move initial search
points near optimal values and to accelerate optimization
process.

It is necessary to develop information technology which
enables to use the methods proposed in the papers [7-16]
in practice for construction of distributed diagnostics
systems where computationally complex stages of diagnosis
models synthesis are performed on high-performance server
equipment, significantly increasing the practical threshold
for using diagnostic systems.

3 MATERIALS AND METHODS

As it was mentioned above, diagnosis models
construction based on available data sets generally requires
considerable computational resources. Therefore the
developed information technology is implemented based
on «client-server» architecture [28—30]. At that it is proposed
to implement complex computational processes concerning
training sample processing, big data storing, model
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synthesis etc., on server side, organizing client access
according to their access permissions. Clients are
understood as people and computer systems which solve
practical tasks concerning construction and application of
diagnosis models.

The diagram describing main system functions of
information technology front-end and back-end is presented
in Fig. 1.

As it is described in Fig. 1, main functions of information
system are divided between server and client sides. Client
side of information system provides implementation of user
interface, processing of data, entered by user (verification
of data format correctness), and calculation of diagnostics
object output parameter value based on the synthesized
model. Server side of the system should use high-
performance equipment for solving of the tasks concerning
diagnosis models construction. Computationally complex
processes concerning reduction of training sample
dimensionality, rules extraction, synthesis and retraining of
diagnosis models are processed on the server side. Besides
it is proposed to use database for storage and processing
of training samples from different users and also of
synthesized models, extracted rules, reduced samples and
other results of system operation.

For the design and development possibility of diagnosis
models synthesis software system, corresponding
information technology presented as the set of UML-models
[31-33] is proposed. UML-models are represented as
diagrams (Fig. 2—7), graphically describing structural and
behavioral aspects of construction of distributed diagnostics
systems, which enable to solve the tasks of training sample
data reduction, rules extraction, diagnosis models
construction and retraining.

Based on the main functions of the system (Fig. 1) and
also on the chosen architecture of diagnosis models
synthesis information technology, it is possible to define
general configuration and topology of the system as the
model presented in deployment diagram (Fig. 2).

System consists of three nodes: server, client computer
and database server. Software implementation of intellectual
methods which are used at various stages of diagnosis
models synthesis (data reduction, rules extraction, model
construction, model retraining) is contained on the server.
Set of client computers with installed software can interact
with the server. Work of database server is organized through
interaction between database management system and
database. Interaction of user (client computers) with
database is performed indirectly through the server, where
user access permissions for corresponding data sets are
verified.

For representation of different user interactions with the
system the model was figured as use case diagram (Fig. 3).

As can be seen from the Fig. 3, there are two user kinds
which interact with the system: user and administrator.
Interaction between them is realized in the use case
“Registration”, when administrator approves user
permissions for access to the other system functions.

System user is a person which uses information
technology for solving practical diagnostics tasks. User
should be registered in the system to provide access of
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Figure 1 — Main functions of diagnosis models synthesis information technology
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Figure 2 — Deployment diagram of diagnosis models synthesis information technology (UML 2.5 notation)
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Figure 3 — Use case diagram of diagnosis models synthesis information technology



p-ISSN 1607-3274. PanioenexrpoHika, iHpopmaruka, ynpasiinuas. 2017. Ne 3
e-ISSN 2313-688X. Radio Electronics, Computer Science, Control. 2017. Ne 3

different users to the corresponding data samples. User can
interact with the system during registration, input and editing
of training sample, solving of diagnostics tasks (training
sample dimensionality reduction, extraction of new
knowledge about the dependencies which are researched,
synthesis or diagnostics model retraining, diagnostics based
on the synthesized model).

System administrator provides user registration through
input and editing of information about users and user
registration confirmation, and also provides access to the
database for removal or archiving of information which is
not used during long period of time and reduction in such a
way of physical volume of the disk space which is in use.

With the object of modeling of logical operation and
actions performed in the diagnosis models synthesis
information system, the corresponding model was created
and is presented in the Fig. 4 as activity diagram.

As it is presented in the Fig. 4, user enters account data
at the beginning of system usage. After that system
proposes to choose one of the following operating modes:

— diagnosis model synthesis — computationally complex
process, which is realized on server, performing stages of
training sample data reduction, rules extraction, diagnosis
model construction;

— retraining of the synthesized model;

— diagnosing using the synthesized model — calculation
of diagnostics object output parameter value using the model
based on the measured input parameters.

Then user can continue to use the system or can quite.

The model of distribution of interaction between
information system objects and users in time is represented
as sequence diagram (Fig. 5-7). In the diagram the process
of interaction between system components through calls of
procedures, which realize corresponding use cases, is
presented.

In the sequence diagram, presented in the Fig. 5, system
use cases concerning user registration, input, editing of
training sample and removing of irrelevant data (Fig. 3) are
represented. As can be seen, not only users but also system
administrator takes part in these processes.

Processes connected with preliminary processing of
training sample for diagnosis model synthesis (reduction of
data sample and rules extraction) are performed on user
request (through client computer) on the server, and the
results are saved in the database (Fig. 6). Processes,
presented in the sequence diagram (Fig. 6), correspond to
the system use cases “Sample reduction” and “Rules
extraction” (Fig. 3), which are performed by user without
administrator participation.

Login
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necessary to
finish the
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Yes—@

Choose

Diagnosis model synthesis
system mode

Diagnosing using model

Model retraining
A 4

Add new information about diagnosis
object to training sample

Organize training sample
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current diagnosis object state

Gerform training sample data reducu'oD l

Evaluate output parameter of

4
Ge rform model retrainin9 gagnosis object using synthesized mod

)
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Figure 4 — Activity diagram of diagnosis models synthesis information technology

143



[IPOTPECHBHI IHOOPMALIMHI TEXHOJIOI'TE

User Server

Client computer

| Account data input
»l Registration |
|

Saving of account data

Database server Administrator

Motification of new user

‘_ ____________________________
Registration activation M

1
Registration approval E::I

Registration confirmation
——————————— =

|

|

|

|

|

)

== ~
Input and editing of training sample
| i

Training sample

Saving of training sample

Message

Message

Message

TN o, EPIEIPA

search of irrelevant sample data

|
Request

Irrelevant data

Removing of irrelevant data

F

Data removing request

Result

Figure 5 — Sequence diagram of user registration and training sample processing

Computationally complex processes of model synthesis
and retraining are also performed on the server on user
request (Fig. 7) with saving of results to the database. The
result of these processes (synthesized diagnosis model) is
transmitted to client computer. It enables further usage of
the synthesized model for diagnosis object or process
output parameter value calculation. Such approach provides
diagnostics process execution on client computer without
server access.

Thus the developed information technology of diagnosis
models synthesis is represented by the set of diagrams
(Fig. 3-8), which graphically describe structural elements of
the system, and also behavioral aspects of its interaction at
various stages of diagnostics objects models construction.
The proposed information technology allows to construct
distributed diagnostics systems, where computationally
complex stages of diagnosis models synthesis are performed
on the high-performance server equipment, which enables
to significantly increase the practical threshold for using
diagnostic systems which are capable of solving the tasks
of training sample data reduction, rules extraction, diagnosis
models construction and retraining.
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As it was mentioned above, it is supposed to use
database for storage and processing of information about
objects or processes which are researched (training samples)
and also for system operation results (synthesized models,
extracted rules, reduced samples etc.) in the developed
diagnosis models synthesis information technology.
Database contains set of tables, which are connected in
some way and contain information about users and samples
of data representing objects and processes which are
researched [34-36]. ER-model of the developed diagnosis
models synthesis information technology database
supposes availability of the following entities:

— Users — contains information about system users.
Entity fields: id — user number (unique identifier); userLogin
— login of user; userPass — password of user; info —
information about user;

— Groups — reflects user groups and group data. Fields:
id — primary key, name — group name, info — group
description;

— UserGroups — describes correspondence between
users and their groups. At that idGroup, idUser are foreign
keys pointing at the corresponding entities;
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— Samples — contains information about training samples.
Entity fields: id — unique identifier of the corresponding
data sample; ref — reference to the file with the table which

contains training sample S =< P,T > with the identifier id,;
info — description of training sample; idGroups — reference
to the user group which has permissions for access to the
sample id;

— SamplesRed — contains information about the samples
which were reduced using the methods implemented in the
system through the reduction of training samples from the
entity Samples. Fields: id — unique identifier of reduced data
sample; ref — reference to the file with the table which
contains reduced sample, corresponding to the identifier
id; info — description of reduced sample (particularly
reduction method); idSample — identifier (foreign key) of
the training sample which was the base for getting of the
reduced sample;

— Rules — contains information about productional rules,
which were extracted using methods implemented in the
system through the processing of training samples from the
entity Samples. Entity fields: id — unique identifier of rules
set; ref — reference to the file which contains set of rules
P — T, corresponding to the identifier id; info — description
of rules set (particularly rules extraction method); idSample

— identifier (foreign key) of the training sample S =< P, T >,
which was the base for getting of the set of rules p — T;

— Models — contains information about diagnosis models,
which were synthesized based on the given (idSample) or
reduced (idSampleRed) samples, and also on the extracted
rules (idRules) using the methods which were implemented
in the system. Fields: id — unique identifier of diagnosis
model; ref — reference to the file which contains structure
and parameters of the model with identifier id; info —
description of the synthesized model (for example, synthesis
method); idSample, idSampleRed, idRules — identifiers
(foreign keys) of the training sample, reduced sample and
rules set correspondingly, which were the base for the
synthesis of the model id. At the same time if only one data
set is used in the synthesis of the model id, it is necessary
to use reference to the dummy record in the other entities
Samples, SamplesRed, Rules as values of the other foreign
keys; idParentModel — model which was used as the base
for synthesis of the model id (this parameter is not required,
because it is necessary only if synthesized model is
retrained); idGroups — reference to the group of users having
access to the implementation of the synthesized model.

Database scheme is presented in the Fig. 8.

As it is presented in the Fig. 8, connections between
entities are created from foreign to primary key, and integrity
control is provided by database management system tools.

The developed database supports storage and
processing of information about objects and processes
which are researched (training samples) and also system
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Figure 7 — Sequence diagram of synthesis and usage of diagnosis models

operation results (structure and parameters of synthesized
models, extracted rules, reduced samples etc.) in the
developed diagnosis models synthesis information
technology.

4 EXPERIMENTS

For efficiency examination of the proposed information
technology corresponding software system for diagnosis
models synthesis was developed.

The software was developed based on Java
programming language and architecture pattern MVC.
Graphic part (View) was implemented using SWING package.
The application has the following class structure. Class
Model represents classes which describe entities of database
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ER-model (Fig. 8). Fields of these classes are identical with
fields of database tables. It enables to apply modern
programming frameworks, for example, Hibernate. Every row
of database table can be got as one class instance in the
application. At that several table rows form collection.
Classes View are frames (forms, dialog boxes), which contain
graphical user interface and allow user to interact with the
application. Classes Controller connect to the server, realize
event service and handling of user actions. Class
LoginController enables to connect to the server using login
and password or to register (to create user account which is
inserted to the database). MainController enables to handle
user instructions of calling appropriate forms. It sends
instruction to the server and gets permission (according to
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Figure 8 — Diagnosis models synthesis information technology database scheme

user access permissions) to call appropriate function, for
example,  diagnostics or  synthesis. Class
WorkWithSampleController gives methods, which enable
to load sample from the file with the following sending of it
to the server through ConnectionController. Besides it
enables to edit sample and to reduce it. Class
SynthesisController downloads samples and synthesis
methods which are available for user from database and
also performs models synthesis. Class
AdditionalTrainingController gives methods, which get
models and retraining methods available for user from
database, besides it enables to extend sample and to retrain
model. DiagnosisController enables to access diagnosis
models, to input model parameters and to diagnose with the
following saving of the result to the file.

Numerical experiments on the efficiency of the proposed
information technology and the corresponding software
system were performed by solving of different practical
diagnostics problems [37-39], particularly the task of
hypertensive patient health status prediction [37]. Applying

the developed mathematical (methods [7—-16] and the
proposed information technology) and software support
the tasks of learning sample reduction (informative attributes
identification and production rules extraction) and diagnosis
models synthesis were solved sequentially. Numerical
results of the developed information technology application
for neuro-fuzzy diagnosis models definition using the
proposed parallel method based on stochastic computation
[24-27, 40] and island method of evolutional search (Island
Genetic Algorithm, IGA) [24-26] are presented. Experiments
were executed on 1, 2, 4, 8 and 16 cores of CPU cluster [41]
as well as on graphic engine GPU [42].

5 RESULTS

Experimental results using CPU cluster are presented in
the table 1.

The results of experiments using graphic engine GPU
NVIDIA GTX 285+, which was programmed based on CUDA
technology [43], are presented in the table 2. Speedup of
computational process was measured regarding one CPU.

Table 1 — The results of experiments using CPU cluster

CPU number Ty s Tiga, S Sp Sica Overhead,, s Overheadjga, S E, EiGa
1 101.18 128.5 1 1 0 0 1 1
2 57.67 74.53 1.75 1.72 8.07 11.92 0.88 0.86
4 30.61 39.19 3.31 3.28 6.43 8.62 0.83 0.82
8 18.09 23.61 5.59 5.44 7.78 11.1 0.7 0.68
16 11.45 15.34 8.84 8.38 9.27 13.96 0.55 0.52
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Table 2 — The results of experiments realized on GPU

Number of Ty, s TiGa, S Sy Sica Overhead,, s Overheadiga, s
GPU threads
60 39.8 60.22 2.54 2.13 4.46 7.05
80 33.49 50.86 3.02 2.53 4.09 6.41
100 30.33 46.18 3.34 2.78 4.0 6.23
120 28.89 44.25 3.5 29 4.13 6.64
140 28.55 44.7 3.54 2.87 437 6.93
160 29.05 45.72 3.48 2.81 4.74 7.73
180 30.29 47.96 3.34 2.68 5.24 8.63
200 31.0 48.92 3.26 2.63 5.7 9.15
240 31.26 51.37 3.24 2.5 6.56 13.36
6 DISCUSSION tasks of training sample data reduction, rules extraction,

As it is presented in the tables 1 and 2, the proposed
technology of diagnosis models synthesis allows to
synthesize models with productivity similar to the models
described in [3, 10, 13]. Thus, the method proposed in [13]
due to application of new solution search operators
modifications decreases number of processor operations,
including communicatory costs, and so random search is
realized quicker than in the IGA method [24-26] (for example,
time of model synthesis for 16 cores of CPU equaled 11.45 s
for the proposed method and 15.34 s for IGA method). At
that the proposed diagnosis models synthesis technology
provides construction of neuro-fuzzy models with
acceptable accuracy. That is productivity rise is not provided
due to decrease of diagnosis models approximating and
resumptive properties level.

The efficiency of CPU cluster, which was used by the
method proposed in [13] and the IGA method, is acceptable
(particularly parallel system efficiency reaches 0.7 for the
proposed method and 0.68 for the IGA method using 8 cores
of CPU). Application of more than 8 cores of CPU isn’t
justified, because it greatly decreases system efficiency due
to transmission and synchronization. If number of GPU
threads rises above 140, speedup of computing process will
decrease, because overheads considerably rise and at the
same time threads begin to stand.

Thus diagnosis models synthesis technology which was
proposed in the paper allows to efficiently apply modern
parallel computing architectures for getting the result with
appropriate accuracy in acceptable time. Usage of cross-
platform language considerably extends scope of the
proposed technology.

CONCLUSIONS

In this paper actual problem of diagnosis models
synthesis process automation was solved.

Scientific novelty of the paper is in the proposed
information technology of diagnosis models synthesis,
which consists of the set of methods and diagrams which
connect methods with each other, graphically describe
structural elements of diagnostics systems and also
behavioral aspects of its communication at various stages
of diagnostics objects models construction. The proposed
information technology enables to construct distributed
diagnostics systems where computationally complex stages
of diagnosis model synthesis are performed on high-
performance server equipment, which makes it possible to
significantly increase the practical threshold for using
diagnostic systems in big data sets processing, solving the

148

building and retraining of diagnosis models.

Practical significance of the paper consists in the solution
of practical problems. Experimental results showed that the
proposed information technology allowed to significantly
increase the speed of diagnosis models synthesis process
and it could be used in practice for solving of practical tasks
concerning diagnostics and nondestructive product quality
control.
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[IPOTPECHBHI IHOOPMALIMHI TEXHOJIOI'TE

Omiitauk A. O.', Cy66otin C. O.2, Ckpyncekuii C. 0.3, JIboBkin B. M.4, 3aiiko T. A.°

'Kan. TexH.HayK, JOLEHT KadeapH MporpamMHuX 3aco6iB, 3arnopi3bkuil Hal[iOHAIBHUN TEXHIYHUI yHIBepCHTeT, 3anopixoks, Ykpaina

2J1-p TexH. HayK, 3aBixyBad kadeapu mporpaHux 3aco0iB, 3anopi3bKuii HALiOHAIBHUN TEeXHIYHHUI yHIBepCHTET, 3amopixks, Ykpaina

*KaH[. TexH. HayK, HOLEHT KadeIpy KOMII IOTEPHUX CHCTEM Ta MEePex, 3alopi3bKuil HAL[IOHAIBHUN TEXHIYHUI yHIBEpCHTET, 3aophKKs,
Vkpaina

“Kanp. TexH. HayK, JOLEHT KadeapH IporpaHux 3acobis, 3anopi3pkuil HanioHaNIbHUH TeXHIYHUI yHIBepCHTeT, 3amopixoks, Ykpaina

KaH[. TeXH.HayK, CT. BUKJIafa4 KadeapH IporpaHux 3aco0iB, 3anopi3pkuil HaioHaIbHUH TeXHIYHUN yHIBepCHTET, 3anopixoks, YkpaiHa

TH®OPMALIITHA TEXHOJIOT' IS CHHTE3Y JIATHOCTUYHUX MOJIEJIEN HA OCHOBI NAPAJIEJIbHUX OBUYMCJIEHb

AKTyanbHicTb. Bupimeno 3ajauy aBroMaTusalii npouecy CHHTe3y NiarHOCTUYHHMX Mojenei mpu oOpoOLi BEIMKMX MACHBIB JaHUX HA
OCHOBI napainenabHuX obuucieHb. O0’€KT HOCHIMIKEHHS — NPOLEC CUHTE3Y MIarHOCTMYHUX Mojeneld. IIpenmer mocnmikeHHs — METOIH Ta
iHdopMaNiiiHi TEXHOJOrl CHHTE3y NiarHOCTHYHHX MOJENIEH.

Meta po6oTH nousrac B CTBOpeHHi iH(OpMaLiifHO TeXHONOrIl CUHTE3y MiarHOCTHYHUX MOJETIEH.

MeToa. 3anponoHoBaHO iH(pOpMAaLiiiHy TEXHOJOTII0 CHHTE3Y IIarHOCTUYHUX MOJEINEH, 10 NpecTaBisie o000 CYKYIHICTh Jiarpam, siki
OIMCYIOTh y IpaiuHOMY BHUINISIII CTPYKTYpPHI €IEMEHTH CHCTEMH, a TaKOX MOBENIHKOBI acleKTH X B3aeMOJii Ha Pi3HHMX eramnax moOynoBu
Mozenelt 00’€KTIB AiarHOCTyBaHHs. 3alpOIOHOBaHa iH(popMaLiiiHa TEXHOIOTis 103BOJIsIE BUKOHYBATH II00YI0BY PO3IOIUIEHUX CUCTEM JliarHO-
CTYBaHHS, B SKUX OOUYMCIIIOBAIbHO CKJIAJHI €Taly CUHTE3y MIarHOCTMYHHUX MOJeNell BUKOHYIOThCS HAa BHCOKOIPOLYKTHBHOMY CEPBEPHOMY
00J1a1HaHHi, 1110 JI03BOJIS€ ICTOTHO MiABUILUTH IPAKTUYHHI IOPII BUKOPUCTAHHS CUCTEM JIIarHOCTYBAHHsI ITPpU 00OpoOLi BEIMKUX MACUBIB JAHUX,
3[aTHHUX BUPIIIYBAaTH 3aBJAaHHs PEAYKLIi JaHUX HaBYaIbHOI BUOIPKH, BUIOOYBaHHS [IPaBHJI, MOOYIOBH 1 IOHABUAHHS J11arHOCTMYHHX MozeNeii.

Pe3yabTaTn. Po3pobieHo nporpaMue 3a0e3nedeHHs, sKe peaidye 3anponoHoBaHy iH(OpMaLiiHy TEXHOJOTIO 1 J03BOJISE CUHTE3yBaTU
JIIarHOCTHYHI MOJIENi Ha OCHOBI 3aJJaHUX HAOOPIB JaHUX.

BucHoBku. IIpoBezieHi eKCIepUMEHTH MiTBEPANIIH [IPALIE3aTHICTh 3aIPOIIOHOBAHOI iH(OpMaIiiHOT TEXHOIOTI] 1 103BOJIAIOTh PEKOMEH Y-
BaTH i JJIs1 BUKOPUCTAHHS HA NPAKTHLI U 00poOLi BEIMKUX MAcUBIB JaHUX UL TEXHIUYHOro 1 GioMennuHoro AiarHocryBaHHs. [lepcrnektuBu
HOANBUIMX AOCIIIKEHb MOXYTb I0IAraTi B MoAaugikawii po3po0iaeHoi TeXHONOrI IUIIXOM BIIPOBAJPKEHHS B HEl IHIIMX METOJIB CHHTE3Y
JIarHOCTUYHUX MOJIENIEH.

Kuouosi cnoBa: Bubipka naHMX, JiarHOCTyBaHHS, BUI0OyBaHHS paBHJI, BinOip 03HAK, MapaneabHi 00YHCIEeHHs, CHHTE3 MOJENeH.

Oneitauk A. A.', Cy66orun C. A2, Ckpymnckuii C. 103, Jleekun B. H.4, 3aiiko T. A’

'Kanj1.TexH.HayK, TOUCHT Kad)eIphl IIPOrPAMMHBIX CPEJICTB, 3aII0pPOKCKHI HAIIMOHAIBHBINA TEXHUYECKHIA YHUBEPCUTET, 3aI0pOKbe, YKpauHa

2JI-p TeXH. HayK, 3aBeyIONIuUii Kadeapoil MPOrpaMMHBIX CPEICTB, 3AMOPOKCKUIT HAIIMOHABHBIA TEXHUYECKUI YHUBEPCUTET, 3aI0pOKbe,
Vkpauna

SKaHj1. TexH. HayK, TOUEHT Kadeapbl KOMITBIOTEPHBIX CHCTEM U CETei, 3aOpPOKCKII HAIIMOHAJBHBIN TEXHHYECKUI YHUBEPCUTET, 3a110po-
Kbe, YKpanHa

“KaH]. TeXH. HayK, JOLEHT Kadeapbl MPOrPaMMHBIX CPEJICTB, 3aMOpOKCKHI HAIMOHAIBHBIA TEXHUYCCKHN YHHBEPCUTET, 3amopoxbe,
Vkpauna

SKaH1. TeXH. HayK, CT. IIPeroiaBareis Kadeapsl MPOrPaMMHBIX CPEICTB, 3aMOPOKCKUI HAIIMOHAIBHBIN TEXHUYECKUIT YHUBEPCUTET, 3ario-
poXbe, YKpanHa

HHO®OPMALMOHHAS TEXHOJIOIUSI CHHTE3A TUATHOCTUYECKUX MOJEJEN HA OCHOBE ITAPAJLIEJIBHBIX
BBIYHCJIEHUI

AKTYaJIbHOCTD. PellieHa 3a71aua aBTOMAaTH3aIMH [TPOLECCca CHHTE3a JUArHOCTUYECKUX MOJIesIel mpu 00paboTke OOBIINX MACCHBOB JAHHBIX
Ha OCHOBE TapaJUICIbHBIX BerucIeHn . OOBEKT HCCIEI0BaH S — IPOLIECC CHHTE3a UArHOCTUYECKHX Mozieneid. [IpemMeT uceeoBaHmst — METOBI
1 UH(POPMAIMOHHBIE TEXHOJIOIMH CHHTE3a THATHOCTUYIECKUX MOJICIICH.

Lesab paGoThI 3aKI0YaETCS B CO3IaHUU WH(POPMAIMOHHOW TEXHOJIOTHH CHHTE3a AUATHOCTHYECKUX MOJICIICH.

Mertoa. [pemnoxena nuHdpoOpMAaIMOHHAS TEXHOIOTHSI CHHTE3a THATHOCTHYECKUX MOJIENEH, MPEeICTaBIsIoNast cCo00il COBOKYITHOCTh JIHAar-
paMM, OIKCHIBAIOIINX B rPaMUECKOM BUJIE CTPYKTYPHBIE SJIEMEHTBI CUCTEMBI, & TAK)KE IIOBEACHUECKUC aCIIEKThI MX B3aNMOJICHCTBUS Ha Pa3IIiny-
HBIX 3Tanax MOCTPOSHUS Mojieliell 00beKTOB quarHocTupoBanust. [Ipemioxennas HHOOPMAIIMOHHASI TEXHOJIOTHS TI03BOJISIET BBIIOIHSTE TTOCT-
pOeHUE paCIpE/IeIEHHBIX CHCTEM JUAarHOCTHPOBAHUS, B KOTOPBIX BHIUMCIIUTENHHO CIIOKHBIC ITAIbl CHHTE3a IHATHOCTHYECKUX MOZIEIICH BBITIOIN-
HSIFOTCSI HA BBICOKOITPOJIYKTUBHOM CEPBEPHOM 00OPYIOBAHHH, YTO MO3BOJISIET CYIIECTBEHHO MOBBICUTH MPAKTUYECKHUNA MOPOT MCIIOIb30BAHMUS
CHCTEM JAMAarHOCTHPOBAHHUS [TPHU 00pabOTKE OONBIIMX MACCHBOB JAHHBIX, CIIOCOOHBIX PEIATh 33]a4H PEAyKIUH JaHHBIX 00yJaroiieil BRIOOpKH,
W3BJICUCHHUS TIPABUII, TIOCTPOCHUS M TOOOYUCHHUS AUATHOCTHYECKUX MOJIEICH.

PesyabraThl. Paspaborano mporpaMmHoe 00ecCriedeHne, KOTOPOE Pealn3yeT MPEIIoKEeHHYI0 HH()OPMAIIMOHHYIO TEXHOJIOTHIO M T03BO-
JSIET CHHTE3UPOBATh JHATHOCTUYECKHUE MOJICIH HA OCHOBE 33JaHHBIX HA0OPOB JaHHBIX.

BoiBoabl. [IpoBeieHHBIE SKCIIEPUMEHTHI MOATBEPAMIN PabOTOCIIOCOOHOCTD MPEIOKEHHOW HHPOPMAIMOHHON TEXHOIOTUH M MTO3BOJISIFOT
PEKOMEH/IOBATh €€ /Ul MCIOJIb30BaHUsI HA TPAKTUKE TPH 0O0pabOTKe OONBIINX MACCHBOB JAHHBIX Ul TEXHUYECKOTO U OMOMEIUIIMHCKOTO
nuarHoctTupoBanust. [lepcreKTHBBI TaTbHEHIINX HCCIIEIOBAHMN MOTYT 3aKITF0YaThCsl B MOAM(UKAIIMY pa3pabOTaHHOM TEXHOIOIUH ITyTEM BHE-
JIPEHHS B HEe APYTUX METOIOB CHHTE3a AUArHOCTHYECKUX MOJIEICH.

KaroueBble cjioBa: BEIOOPKA JaHHBIX, THATHOCTHPOBAHKE, H3BJICUCHHE IPABUII, OTOOP MPU3HAKOB, MapaUIeibHbIC BHIUNUCICHHS, CHHTE3
MoJeNeH.
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