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THE SYSTEM OF CRITERIA FOR FEATURE INFORMATIVENESS
ESTIMATION IN PATTERN RECOGNITION

Context. The task of automation of feature informativeness estimation process in diagnostics and pattern recognition problems is
solved. The object of the research is the process of informative feature selection. The subject of the research are the criteria of feature
informativeness estimation.

Objective. The research objective is to develop the system of criteria for feature informativeness estimation which enables to compute
informativeness of interdependent feature sets.

Method. The system of criteria for feature informativeness estimation is proposed. The proposed system is based on the idea that
feature significance is computed according to spatial location of observations of different classes (size of changing of output parameter).
The developed criteria system enables to estimate individual and group feature informativeness in classification and regression problems in
situations when initial data samples contain redundant and interdependent features as well as observations with missing values. The proposed
criteria don’t require to construct models based on the estimated feature combinations, in such a way considerably reducing time and
computing costs for informative feature selection. Application of the proposed criteria for estimation and selection of informative features
allows to reduce structural complexity of synthesized diagnosis and recognition models, to raise its interpretability and generalization ability
due to removing of insignificant, interdependent and redundant features in diagnostics and pattern recognition problems.

Results. The software which implements the proposed system of criteria for feature informativeness estimation and allows to select
informative features for synthesis of recognition models based on the given data samples has been developed.

Conclusions. The conducted experiments have confirmed operability of the proposed system of criteria for feature informativeness
estimation and allow to recommend it for processing of data sets for pattern recognition in practice. The prospects for further researches
may include the modification of the known feature selection methods and the development of new ones based on the proposed system of
criteria for individual and group feature informativeness estimation.

Keywords: data sample, pattern recognition, feature selection, informativeness criterion, individual informativeness, group informa-
tiveness.

NOMENCLATURE . - S
P(Pm = Pim |tq) is a probability of the situation when a

Ceil<A) is a function which gives the least integer that is

greater than or equal to the given value 4;

M is a number of features in the sample of observations
S

P is a set of features (attributes) of observations in the
given sample;

P* is a feature set which is estimated;

Pgm 1s a value of the m-th feature (attribute) of the g-th

observation (m=1,2,.., M, qg=1,2,..,0),

Ap,, (Sq;sqoth) is a quantity which computes distance

along axis of feature p,, between an observation §, and

its nearest neighbor observation Sgoth which belongs to
the other class;

Ap,, (sq;sqsame) is a quantity which computes distance

along axis of feature p,, between an observation 4 and its
nearest neighbor observation Sgsame which belongs to the
same class;

p(pqos’m‘tq) is a probability of the situation when a

feature p,, has value Pgosn on condition that output

parameter 7" has value Z4;

feature p,, has value p;, from the /-th range of its values

on condition that output parameter has value Z4;

fqos) is a probability of the situation when a

p( m = Plm
feature p,, has value p;, from the /-th range of its values

on condition that output parameter has value Z4os;

Q is a number of observations in the given sample of
observations S;
S is a sample of observations (training sample);

V( P*) is an informativeness of a feature set P*;

V(pm) is an informativeness of a feature p,, ;

V(pqm ) is a partial individual informativeness of a feature

P towards an observation s, €S
*
V(P ,sq) is a partial group informativeness of a feature

*
set P < P towards an observation S €.
t4 is a value of output parameter of the g-th observation;
T is a set of output parameter values.
INTRODUCTION

Construction of diagnosis and recognition models is
connected with search of the most informative feature
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combination, which characterizes researched objects,
processes or systems [1—4]. The known feature selection
methods [5-7] allow to extract combinations of informative
features from initial data samples, removing insignificant
and redundant characteristics. It simplifies process of
diagnosis and recognition model synthesis and also
improves its generalization and approximating abilities.

Feature selection methods generally use prognostication
or classification error obtained by the model which was
constructed using estimated data set as criterion of feature
set informativeness estimation for searching of the most
informative feature combination [3, 8—16]. Such approach
needs significant computational and time costs of resources,
because it is connected with computationally complex
procedure of model synthesis which should be performed
for every estimated feature set. Besides it feature selection
result, which is a combination of features with the largest
informativeness, depends on the type of model used for
estimation.

Informational criteria (Information Gain, Gini Index,
Entropy etc.) [3—6] don’t require to perform computationally
complex procedure of mathematical model synthesis for
estimation of feature set informativeness. However such
criteria suppose that features of initial data sample are
independent [17, 18]. Therefore it is difficult to use such
criteria in practice and it is unsuitable for situations when
features in initial samples are interdependent and redundant.
The described shortcomings cause actuality of the
development of the criteria system for feature
informativeness estimation, which is free from these
drawbacks.

The research objective is to develop the system of criteria
for feature informativeness estimation which enables to
compute informativeness of interdependent feature sets.

1 PROBLEM STATEMENT

Suppose we have data sample S=<P,T >, which
consists of O observations. Every observation is

characterized by values of attributes P41, Pg2, ..., Pgm

and output parameter /4. Then the problem of informative
feature selection can be ideally [1, 7] stated as searching for
the feature combination P* from the initial data sample

S =< P,T > with minimum value of the given criterion of
* .
feature set quality estimation: V(P )= min V(Xe).
Xee XS

2 REVIEW OF THE LITERATURE

As stated above, different criteria of individual and
group feature significance estimation [1-8, 17-20] are known
at present.

Pair correlation coefficient [7] is widely used for
estimation of individual significance, when investigated
feature and output parameter values are continuous.
However such a criterion allows to estimate availability and
closeness of the connection between two parameters only
when it is linear.

Informational criterion [1, 6, 7] and criterion which is
based on feature entropy computation use informational
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approach for estimation of individual feature significance.
Such criteria in contrast to pair correlation coefficient enable
to estimate also closeness of nonlinear connection between
features [6, 7]. However information theory is based on the
assumption that system state probability values are known.
For practical tasks solving, probabilities should be evaluated
based on statistical data and are stochastic quantities.
Therefore evaluated values can be considered as accurate

only for input data samples S =< P,T > of infinitely large
size [6, 7].
It is significant that criteria based on the informative

approach suppose that features of the sample S=<P,T >

are independent. That is why such criteria are hardly applied
for solution of practical tasks, where training samples
contain interdependent features [1, 6, 7].

In the papers [17, 18] it was proposed to compute feature
significance based on the Relief method, which allows to
estimate informativeness of interdependent features based
on geometrical location of features in the sample

§=<P,T >. But such criteria allowed to estimate only
individual significance of features and could not be used
for estimation of feature set informativeness.

Criteria based on the informative approach (information-
theoretical criterion, feature set entropy etc.) are applicable
for evaluation of group feature informativeness [1, 7, 8].
However such criteria have the same disadvantages as
criteria which are applied for individual informativeness
estimation. Furthermore possibility of usage of such criteria
is based on the assumption that patterns which define

classes of the sample S =< P,T > are normally distributed.
Errors of models, which are synthesized using estimated

feature set P C P, are often used for estimation of group
informativeness in solving of feature selection problem.
Such approach is characterized by significant computational
and time costs of resources during feature selection. It is
caused by high computational complexity of model
synthesis procedure which should be performed for every

estimated feature set P < P and makes it difficult to use
the known feature selection methods in practice [1, 7, 9].

Thus disadvantages of the known criteria of individual
and group significance estimation cause actuality of the
development of criteria system for feature informativeness
estimation which should be free from the discovered
drawbacks.

The described shortcomings cause actuality of the
development of the criteria system for feature
informativeness estimation, which is free from these
drawbacks.

3 MATERIALS AND METHODS

As mentioned above, it is difficult to use informational
criteria [1, 5, 7, 8] in practice for estimation of individual and
group feature informativeness because such criteria suppose
mutual independence of features of initial data sample. At
the same time practicable data samples as a rule contain
interdependent features and if such features are used for
synthesis of diagnosis or recognition model, then model
approximating and generalization properties and its
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interpretability are getting worse and model structural
complexity is increasing. Moreover possibility of usage of
such criteria in practice is based on the assumption that
patterns, which form classes of the sample S =< P,T >, are
normally distributed. In the developed criteria system it is
proposed to estimate feature informativeness according to
spatial location of observations of different classes (size of
changing of output parameter). In contrast to criteria
proposed in the papers [17, 18] and allowing to estimate
individual feature informativeness for classification problem,
the developed criteria system enables to estimate also group
feature informativeness for classification and regression
problems.

Let’s define conceptions of individual and group
informativeness.

Definition 1. Individual informativeness V(pm) of a
feature Pp, is a quantity which characterizes correlation

between feature P, and output parameter T .
Definition 2. Group informativeness V(P*) of a feature

* . . . . .
set P c P is a quantity which characterizes correlation

between feature set P* and output parameter T .

Definition 3. Partial individual informativeness V(pqm)
of a feature Pm towards observation Sq €S is a quantity

which characterizes quality of class separation (or quality
of interval separation of output parameter T for discrete
values of output parameter T) for observations which are
the nearest to Sq along the axis of feature py,.

Definition 4. Partial group informativeness V(P*,Sq) of

* . .
a feature set P < P towards observation Sq €S is a

quantity which characterizes quality of class separation (or
quality of interval separation of output parameter T for
discrete values of output parameter T) for observations

which are the nearest to Sq in feature space p*.
For estimation of individual and group informativeness
the following characteristics of training sample S =< P,T >

should be taken into account: output parameter value type
(discrete with the given number of values, for example, in
the task of two-class or multiclass recognition; real values
of output parameter), presence of missed values (incomplete
or undefined data) in data sample.

Criterion V(pm) should be implemented for estimation

of individual informativeness of features pp, in two-class
recognition tasks. It is computed in the following way. At

the beginning observations set S’ § (|S’| <|S| ) is
randomly selected from the given data sample S =< P,T >.

Then partial individual informativeness V(pqm) is

calculated for each observation Sq from the set S’ and for
each feature Py, using expression (1):

V(pqm): AP (Sq;sqoth)_Apm (Sq;sqsame), 1)

where values of quantities Apm(sq;sqoth) and

Apm(sq;sqsame) are calculated using expressions (2) and
(3) accordingly:

AP (Sq >Sgoth ): | Pgm — Pgmoth |, 2

AP (Sq > quame): | Pgm — pqmsame| . 3)

Characteristics Pgmoth and Pgmsame represent values of
the m-th feature for observations which are the nearest to
Sq and belong to the other or the same class

correspondingly: Sqoth = tqrilt:l;J Pgm — Pgmoth ,
Sqsame T o |pqm B pqmoth|_ At that normalized values

q = ‘gsame

of features Pgm are used for computation of values of
quantities Apm(sq;sqoth) and Apm(Sq;quame), allowing
to reduce values of estimations V(pqm) and V(pp,) to the

range [— 1;1] which is easily interpretive.
Usage of formulas (1)~(3) for estimation of partial individual
informativeness V(pqm ) is based on the assumption that

greater values of feature informativeness correspond to situations
with better sample division into classes. Hence the farther

observation Sq of class Iq is situated on the feature axis P,

from the nearest observation doth = TN [Pgm ~ Pgmoth | of
tq #tth
the other class tgoth # tq, the greater is partial individual

informativeness V(pqm). Analogously, the farther observation

Sq is situated on the feature axis Pm from the nearest observation

Sgsame =, Min |pqm_pqm0th| of the same class

q = ‘gsame

tgsame = Ig, the lower is partial individual informativeness
V(pqm)-
After partial individual informativeness V(pqm) is

estimated, individual informativeness values V(pm) are

calculated for each feature p, of each observation

Sq €S’ =S using expression (4):

>V (pgm)- (4)

’
qu

1
V(pm)=1a7
"l
Thus features with high values (V(pm)—>1) of

individual informativeness V(pm) are considered as

significant and informative towards output parameter | ,
and features with low values (V(pm)—> —1) are considered

as insignificant.
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If input data sample S =< P,T > contains information
about observations S4, which have missed values of some
features Pgm, then three approaches could be used.

Under the first approach observations with missed

values of feature Pgm are not considered in computation of

estimations of feature informativeness V(pm). This

approach has simple realization. However information
presented in training samples is lost under it. Besides it
some data samples S =<P,T > (for example, in medical
diagnostic tasks, where some measured characteristics can
be missed for the majority of patients) can contain vast
majority of observations S, for which values of some features
were not measured because of absence of necessity (for
example, parameters which characterize some specific illness)
or because of difficulties (for example, measurement of some
technical diagnostics object parameters needs special
methods of destructive quality evaluation which result in
changing of the measured product state to «out-of-
specification»). Usage of the first approach, where
observations S, with missed values are not considered, in
such situations can give inadequate estimations of feature
informativeness and as consequence incorrect results of
feature selection procedure.

Under the second approach if there are observations §4

with missed values in the sample S =< P,T >, then quantities
Apy, (Sq;sqoth ) and Apy, (Sq;Sanme), which are used for
evaluation of partial individual informativeness estimations

V(pqm ), should be calculated using formula (5):

1
Nint(pm).

At that Sgos is the nearest observation to observation
S4 with the other or the same output parameter value.
Formula (5) is used instead of formulas (2) and/or (3) in
situations when value Py of feature p,, isn’t defined for

Ap,, (sq;sqos)zl— ®)

one observation from observations Sq, Sgoth , Sgsame-

Nint (pm) is a number of different values (if feature p,, has

the given limited number of discrete values) or number of
intervals into which feature spread was divided (if feature
Pm has real values from the given range).

Under the third approach quantity Ap,, (sq;sqos) is
measured using estimated probability that observations Sq
and Sgos (Sgoth Or Sgsame ) have different values for the given
feature p,, instead of using formula (5):

— if one observation (for example, S;) has undefined

value Pgm, then estimation Ap,, (Sq;Sqos) is calculated

using expression (6):

Apm<sq;sqos):l_p(pqos,m‘tq)s (6)
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where probability p(pqos,m|tq) is calculated based on the

sample data S =< P,T > using formula (7):

q): Nlses:(py, :pqos,m)ﬂ(T:tq»

Neg) ’

where N(S es I(pm = Pgos,m )ﬂ (T =1, » is a number of

observations in data sample S =< P,T > with value of feature

™)

p(pqos,m {

P €qual to Pgos,m and with value of output parameter T

equal to ? PR N (l‘ q) is a number of observations in data sample
S with value of output parameter 7" equal to 7,;

— if both observations S4 and Sgos have undefined value
of feature p,,, then estimation Ap,, (Sq;Sqos) is calculated

using expression (8):

ing ()
f p(pm = plm|tq ) p(pm = Pim

=1

N,

Apm(sq;sqos)zl_ thS).(g)

Formulas (6)—(8) take into account density of distribution
of feature values p, among observations of sample
S=<P,T> and allow to take into account estimated
probability that features p,, have the given values p;,, for

feature informativeness estimation V(pm).
If it is necessary to select informative features for
multiclass recognition tasks (output parameter 7 can have

different values f; from the set 77, |T '| >2), then feature

informativeness estimations V( pm) can be calculated using
formulas (1)—(8). At that observation §,q, is selected as

observation with minimal distance from observation Sy

along axis of the estimated feature p,, and with the other

class value T: Sqoth = min Pgm —quoth|-

Ly goth

Also for multiclass recognition tasks (|T '| >2) average

distance from the set Sc; to the nearest observations

belonging to every possible class #; € T',t; # lq should be
used instead of distance to observation which is the nearest
to the observation S; and has the opposite value of class
T. In that case partial individual informativeness V(pqm)
of feature p,, should be estimated based on the expression
(9), which is average distance between observation S; and
its nearest neighbor observations with the opposite classes,
weighted by class frequency of the sample S=<P,T >:
|

(5035, )= 3000 Apmlsist). ©)
o
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In the expression (9) quantity Ap,, (sq;sl) determines

distance along axis of feature p,, between observation g
and its nearest neighbor observation S; € S('] with output
parameter value 4 € T',t; # lq, p(tl) is a probability that
observations of sample S =< P,T > are characterized by
class f; (is estimated as ratio of number of sample

observations N(tl) with class to overall number of

observations in sample ).
Then partial individual informativeness of feature can
be calculated using formula (10):

V(pqm):Apm(Sq;Sc'] )_Apm(sq;sqsame), (10)
and individual informativeness V(p gm ) of feature p,, is
calculated using formula (4).

It is proposed to use criterion V(P*) for estimation of

group informativeness of feature set p”* c P based on data

sample S =<P,T >. This criterion is computed in the

following way. At the beginning observation set §'— S
(|S '| < |S |) is randomly selected from the given data sample
S§'=<P,T > to reduce number of computing operations.
After that partial group informativeness V(P *,Sq) for the

*
estimated feature set P < P is calculated for each

observation S; €S " using formula (11):
* * *
VP" 5, )= AP (545500 )~ AP (543 5gsame ) (1)

* *
where quantities AP (Sq;sqoth) and AP (sq;sqsame)

determine distance in feature space P" between observation

84 and observations S goth and Sggame Which are the nearest

to S, and have the other and the same class values

*
correspondingly. Distances AP(Sq;quS) between

observations S4 and Sgos (Sqoth Or Sgsame) can be computed
using formulas (12)—(14) which are metrics for evaluation of
Euclidean, Hamming and Minkowski distances
correspondingly [1, 6, 7] (at that ® is a parameter which is
set by user):

AP*(sq;sqos)= > (pqm—qus,m)z, (12)

s

PP

AP (sgisgos)= 2 pgn—Paos| . 3
PmEP

(o)

AP*(Sq;quS): z *|pqm _pqos,m| . (14)
PP

Normalized values of features Pgp are used for
. .. *
evaluation of quantities AP (Sq;sqos). Group

informativeness V(P*) of feature set P = P is calculated
as average value of sum of partial informativenesses

* * 1 * .
V\P sy ): VP =10 ZVP »8q . If some observations
|S | sge8’

S4 have missed values of features Pgm, then quantities

* . . .
AP (Sq ;sqos) can be estimated by analogy with expressions

(5)—(8) used for individual feature informativeness
estimation.
It is proposed to use expressions presented above for

estimation of individual V(pm) and group feature

informativeness V(P*) in selection of informative features
for regression problems (output parameter 7' can have

different values Z; from spread |T '| € [tmin;tmax] ). At that

initial spread |T '| € [tmin;tmax] of output parameter 7 should

be divided into Ny, (T ) intervals. Then estimations V(pm)

or V(P*) should be evaluated using formulas (1)—(14).
It is important to consider how to choose number

Nim(T) of intervals into which initial spread

|T '| € [tmin ;tmax] of output parameter 7 should be divided.

If expert set acceptable level of precision g, for applied
problem with numerical data determined as sample
S§S=<P,T>, then interval number Nim(T) can be

evaluated using formula (15):

Nint (T): ceil( ! J : (15)
2e,

This formula allows to divide spread of output parameter

T in such a way, that normalized width of every interval AT
shouldn’t exceed quantity ¢,: AT <g,. At that value of
output parameter Z; of estimated observation S; is mapped

onto interval Af;: ty € [At, min;Afzmax) for diagnosis and
recognition models construction and also for feature
informativeness estimation.

Thus the developed criteria system for feature
informativeness estimation proposes to evaluate feature
significance according to spatial location of observations
of different classes (size of changing of output parameter).
The proposed criteria system enables to estimate individual
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and group feature informativeness for classification and
regression problems in situations when initial data samples
contain redundant and interdependent features as well as
observations with missing values. The proposed criteria
don’t require to construct models based on the estimated
feature combinations, in such a way considerably reducing
time and computing costs for informative feature selection.
Application of the proposed criteria for estimation and
selection of informative features allows to reduce structural
complexity of synthesized diagnosis and recognition models,
to raise its interpretability and generalization ability due to
removing of insignificant, interdependent and redundant
features for diagnostics and pattern recognition problems.

4 EXPERIMENTS

The proposed system of feature informativeness
estimation for pattern recognition was integrated into the
diagnosis model synthesis software system as
corresponding module [21]. This module is implemented for
informative feature selection in data sample reduction stage.

Numerical experiments for solving of informative feature
selection problem for vehicle recognition [22] were held for
investigation of efficiency of the proposed estimation criteria
system application in practice.

Every vehicle was presented by images which were
gotten from highway video cameras. Every image was in
color mode of shades of gray. Whole training sample
contained 10,000 images. Image areas where vehicle was
situated were identified by recognition system. Areas which
were obtained for every image in such a way were displayed
into a matrix of 128x128. Object graphic information was
encoded using 26 characteristics. Besides that for formation
of training sample image data were classified by experts in
6 classes:

— state «not recognized» (class 0);

— motorcyclist image (class 1);

— passenger car image (class 2);

— truck image (class 3);

— bus image (class 4);

— image of minibus or minivan (class 5).

Software system of diagnosis model synthesis should
perform synthesis of set which consists of 5 models to
recognize vehicles of the given classes. Every model should
recognize vehicles of corresponding type. For each model
training sample was formed. Every training sample contains
10.000 observations which have values of 26 features and 1
output parameter (does observation belong to the
considered class or no?).

It was necessary to estimate group informativeness of
training sample feature subsets at the beginning of
application of the considered mechanism of diagnosis model
synthesis in data reduction process. Feature informativeness
estimation criteria system proposed in the paper was applied
for this purpose. Hamming distance was used for calculation
of group informativeness. After that it was necessary to
select subset of training sample features which were used
by software system for recognition.

Feature selection stage for the other considered methods
(Principal Component Analysis, Group Method of Data
Handling, Canonical Method of Evolutionary Search,
Method of alternately Adding and Removing of Features,
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Multiagent Methods with Indirect and Direct Connection
between Agents) was realized according to its special
mechanism. Maximum power of feature sets obtained by
these methods was limited to 12.

By application of the developed mathematical support
and software the tasks of informative feature selection and
diagnosis model synthesis were sequentially solved.

Recognition was realized using neural network of direct
propagation which contains 3 neurons on the first layer and
1 neuron on the second layer, uses logistic sigmoid
activation function of neuroelements and weighted sums
as discriminant functions.

Numerical study of the developed software system
application based on the proposed estimation criteria system
and the traditional feature selection methods was held. For
comparison of the study results the following comparison
criteria set was developed:

— number k of features which were selected as
informative and are in sample after reduction;

— recognition error £, which is computed as ratio of
incorrectly recognized observations to the total number of
observations in sample;

— operating time 7 which is needed by method to achieve
an acceptable solution.

At that the first criterion is a relevant estimation for each
specific version of informative feature selection problem
(for example, when only passenger cars are recognized).
When recognition results are averaged for several classes
(for example, vehicles of several types), value of this criterion
should be stricken off the results.

In recognition tasks it is important not only to evaluate
overall recognition error level E, but also to evaluate
recognition error levels for observations of corresponding
class. So if there are two classes: 1 — observations belonging
to images of passenger cars, and 2 — correspondingly
observations which don’t belong to images of passenger
cars, then after recognition the following subsets can be
formed: C,, which consists of observations belonging to
the first class and recognized as belonging to the same class,
C,, which consists of observations belonging to the first
class and recognized as belonging to the second class, C,,
which consists of observations belonging to the second
class and recognized as belonging to the first class, C,,
which consists of observations belonging to the second
class and recognized as belonging to the same class. Then
recognition error for observations of the first class £, and
the second class E, can be calculated as following:

|Cia

E =T = 1

U len|+an (16)
|Cal

Ey=—20

] +[Cn) (i

Probabilistic optimization realization of the majority of
the researched methods causes necessity of results
averaging, therefore search was realized 100 times during
numerical research, and then averaged values of comparison
criteria were calculated.
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S RESULTS

Table 1 presents computed values of comparison criteria
for the proposed and known informative feature selection
methods in vehicle recognition task. The results represent
recognition of vehicles of passenger cars class.

Distribution of recognition error, depending on the
number of features (feature subset dimensionality) selected
for recognition, is presented in the Figure 1.

Estimations of group informativeness of subsets with
corresponding numbers of features for the class of passenger
cars are presented in the Figure 2.

Estimations of group informativeness of feature subsets,
selected for recognition by the methods listed in the table 1,
are presented in the Figure 3.

Distribution of recognition error over the classes defined
by formulas (16) and (17) for passenger cars is presented in
the Figure 4.

The recognition results obtained for application of all
investigated methods for recognition of all types of vehicles
are presented in the Figure 5.

Averaged comparison criteria values computed for the
proposed (CSFIEFS) and the known informative feature
selection methods in recognition of all vehicle classes are
presented in the Table 2.

Table 1 — The results of application of informative feature selection methods for passenger cars recognition

Values of comparison criteria
Ne Feature selection method
E T. K
1 |Principal Component Analysis (PCA) 0.0412 524 12
2 |Group Method of Data Handling (GMDH) 0.0358 18578 11
3 |Canonical Method of Evolutionary Search (CMES) 0.0219 23171 10
4 |Method of alternately Adding and Removing of Features (MARF) 0.0471 2199 12
Multiagent Method with Indirect Connection between Agents (MMICA) (Ant
5 L - 0.0198 10318 10
Colony Optimization for Feature Selection)
Multiagent Method with Direct Connection between Agents (MMDCA) (Bee
6 L - 0.0191 10192 11
Colony Optimization for Feature Selection)
Criteria System of Features Informativeness Estimation for Feature Selection
7 (CSFIEFS) 0.0172 712 10
0.1 -

Recognition error
=
=
N
|

1 2 3 4 3 6 28 9 10111213 1415 16 17 1& 19 20021 22 23 24 25 36

Number of features

Figure 1 — Graph of dependence between recognition error and feature number
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Table 2 — The results of application of informative feature
selection methods for vehicle recognition

Values of comparison
Feature selection criteria
Ne method
E T.
1 |PCA 0.0441 618
2 |GMDH 0.0363 18306
3 |CMES 0.0222 23415
4 |MARF 0.0484 2262
5 |[MMICA 0.0203 10549
6 |MMDCA 0.0194 10337
7 |CSFIEFS 0.0181 799
6 DISCUSSION

Comparison results, presented in the Tables 1 and 2,
show that the lowest recognition error value of 0.0181 on
average for all vehicles was obtained by the proposed
method. Diagram, presented in the Figure 4, also shows
acceptable recognition error level when it is divided into
two components which correspond to every output feature
value (0.0176 and 0.017).

At that PCA (618 sec) and MARF (2262 sec) operated
considerably quicker (by a factor of 4.5 and more) than other
traditional researched methods, however, its recognition error
was the largest too. The proposed method showed speed
(799 sec) comparable with these methods. It is caused by the
fact that it didn’t require model synthesis using data sample
which is sufficiently computionally complex and long process.
It allows to use the proposed feature informativeness
estimation criteria system specifically under conditions of
limited time and resources and also when feature selection is
separated to the individual stage of decision making and its
operating time gets additionally importance.

As shown in Table 1, the lowest number of features (10)
for passenger cars recognition was selected by CMES,
MMICA and CSFIEFS proposed in the paper. Every method
reduced the sample by 61.5 %.

But at the same time as shown in Table 1 (recognition
errors of 0.0219, 0.0198 and 0.0172), each method selected
different informative feature subsets from the overall set,
though these subsets had the same power. Data, represented
in the Figure 3, show that estimated group informativeness
of feature subsets selected by each method allowed to get
estimation which correlates with recognition error. So it can
be stated that criteria system proposed in the paper is
informative and can be used for decision making.

CSFIEFS allowed to get the lowest recognition error
(0.0172) among all feature subsets which were proposed by
the researched methods and consist of 10 elements. It
corresponds to effective feature set selection and to effective
recognition problem solution.

Dependence, presented in the Figure 1, is made from
feature subsets of different power. Every subset allowed to
get the lowest recognition error among all subsets of the
same power. This dependence shows that the most optimal
solution is a subset which consists of 10 elements.

Graph, presented in the Figure 2, shows dependence
between group informativeness and size of sets which were
defined in a way described for the previous dependence. At
that this graph shows that the proposed informativeness
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criteria allow to estimate subsets in a way relevant to
recognition error.

Thus the proposed criteria system for feature
informativeness estimation in pattern recognition allows to
efficiently solve the problem of informative feature selection,
leading to effective solution of the pattern recognition task.
At that in comparison with traditional informative feature
selection approaches based on the error criteria this process
has quicker realization, lower recourse requirements and
provides the lowest recognition error.

CONCLUSIONS

In this paper the actual task of automation of feature
informativeness estimation process in diagnostics and
pattern recognition problems was solved.

Scientific novelty of the paper is in the proposed criteria
system of feature informativeness estimation. The proposed
criteria system is based on the idea that feature significance
is computed according to the spatial location of observations
of different classes (size of changing of output parameter).
The developed criteria system enables to estimate individual
and group feature informativeness in classification and
regression problems in situations when input data samples
contain redundant and interdependent features as well as
observations with missing values. The proposed criteria
don’t require to construct models based on the estimated
feature combinations, in such a way considerably reducing
time and computing costs for informative feature selection.
Application of the proposed criteria for estimation and
selection of informative features allows to reduce structural
complexity of synthesized diagnosis and recognition models,
to raise its interpretability and generalization ability due to
removing of insignificant, interdependent and redundant
features for diagnostics and pattern recognition problems.

Practical significance of the paper consists in the solution
of practical problems of pattern recognition. Experimental
results showed that the proposed criteria system allowed to
estimate individual and group informativeness of features
and it could be used in practice for solving of practical tasks
of diagnostics and pattern recognition.
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2JI-p. TexH. HayK, 3aBinyBady Kadeapu MporpaHux 3acobiB, 3anopi3bKuii HALIOHANBHUM TEXHIYHHUIA yHIBEPCHUTET, 3amopixoks, YKpaina

SKanj. TexH.HayK, JOIEHT KaQeapH NporpaHux 3aco0iB, 3anopisbkuil HAllIOHAILHUN TEXHIYHMI yHIBEpCHTET, 3anopioks, YKpaina

4Acmipant kadenpu mporpaHux 3aco6is, 3anopi3bKKil HALlIOHATBHUM TEXHIYHUN yHIBEPCHTET, 3anopiioks, YKpaiHa

SKanj. TexH.HayK, JOIEHT KaQeapy NporpaHux 3aco0iB, 3anopisbkuil HallIOHAILHUM TEXHIYHMI yHIBEpCHTET, 3anopixoks, YKpaina

CHUCTEMA KPUTEPIIB OLIIHIOBAHHSI IHOOPMATUBHOCTI O3HAK JIJIsI PO3MI3HABAHHS OBPA3IB

AKTyaabHicTb. BupimeHo 3aga4y aBroMaTH3aii mporecy OLiHIOBaHHS iHpOPMATUBHOCTI O3HAK MPU PO3B’S3aHHI 3aBJIaHb J[larHOCTYBaH-
Hsl Ta po3Mi3HaBaHHst 00pa3iB. O6’eKT NOCITiMKEeHHs — mpoliec Bindopy iHpopMaTUBHIX 03HAK. [IpeMeTr H0CiIKEeHH S — KpUTEPii OL[iHIOBAHHS
iH(pOPMATHBHOCTI O3HAK.

MeTa poGoTH 1oJsArac B CTBOPEHHI CHCTEMH KPHUTEpIiiB OLIHIOBaHHs iH()OPMAaTHBHOCTI O3HAK, IO J03BOJSIE O0YMCIIOBATH iH(pOpMa-
TUBHICTh HAOOPIB B3a€EMO3ANIGKHHUX O3HAK.

MeToa. 3anpoNOHOBaHO CHCTEMY KPHUTEpIiB OLiHIOBAaHHS iH()OPMATHBHOCTI O3HAK. 3alpOIOHOBaHA CHCTeMa Iepenbayae BU3HAYCHHS
3HAYYIIOCTI 03HAK BHXOASYU 3 MPOCTOPOBOTO PO3TALIYBAHHS CK3EMIULIPIB PI3HUX KJIACIB (Jiana3oHiB 3MiHHM 3HaY€Hb BHXIJHOTO Mapamerpa).
Po3pobinena cucrema KpUTEpiiB A03BOIISE OLIHIOBATH IHAUBIMyaIbHY 1 TPYIOBY iH()OPMATHBHICTH O3HAK [IPU BUPIIICHH] 3a/1a4 Kinacudikarii i
perpecii B yMoBax, KOJIM BUXiIHi BUOIPKH JAaHUX MICTATh HAJUTHIIKOBI | B3a€MO3aJIe)KH] 03HAKH, & TAKOXK SK3EMILISIPH 3 IPOMYIICHUMH 3HAYESHHSI-
MH. 3amnporoHOBaHi KpUTepil He BUMAraroTh MOOYIOBH MOJENel Ha OCHOBI OIIHIOBAHMX KOMOIHAIH O3HAK, MIO iICTOTHO 3HMXKYE YacOBi i
004MCITIOBaIbHI BUTPATH B MpoLeci BitOopy 03HAaK. BHKOpHCTaHHS 3amporOHOBAaHUX KPHUTEPIiB JUIs OLIHIOBAHHS Ta BinOopy iHGOpPMAaTUBHUX
03HaK JI03BOJISIE [P BUPILIICHHI 3aBJIaHb AIarHOCTYBaHHsI Ta PO3Mi3HaBaHHs 00pa3iB 3HWKYBATH CTPYKTYPHY CKJIaIHICTh CHHTE30BaHHX J{iarHO-
CTUYHHMX 1 PO3ITi3HABAILHUX MOJIENICH, MIIBUIIYBATH IX IHTEPETOBHICTS 1 y3araipHIOOU1 BIIACTUBOCTI 32 PaXyHOK BHKJIIOUCHHS MaJIO3HAYYIIUX,
B32€EMO3AJISKHHUX 1 HAUTUIIIKOBHX O3HAK.

Pe3yabraTu. Po3pobieHo mporpamHe 3a0e3nedeHHs], [0 pealti3ye 3alpornoHOBaHYy CHCTEMY KPHTEpiiB OLIHIOBAaHHS iH()OPMATUBHOCTI
O3HaK i ZI03BOJIsSIE BUKOHYBATH BiI0Ip O3HAK /IS CHHTE3Y PO3ITi3HABaJIbHUX MOZIENeil Ha OCHOBI 3aJaHNX HAOOPIB JaHUX.

BucHoBku. [IpoBesieHi eKCIEpUMEHTH MiATBEPANIHN TIPALE3IaTHICTh 3alIPONOHOBAHOI CHCTEMH KPHUTEPIIB OLIHIOBaHHS iH(OPMAaTHBHOCTI
O3HaK i JI03BOJISIIOTH PEKOMEH 1yBaTH 1i sl BAKOPHCTAHHS Ha MPAKTUL Ipu 00po01li MacHBIB JaHUX U1 po3Mi3HaBaHHs 00pa3iB. [lepcrnekTuBu
MOZANBLINX JIOCII/KEHb MOXYTb IOJATaTH B MOAMQIKaMLil iCHYIOYHX 1 po3po0Ii HOBUX METOIB BiIOOpY O3HAaK Ha OCHOBI 3aIPOIOHOBAHOL
CHCTEMH KPHUTEPIiB OLIHIOBAHHSI IHANBIIyalIbHOI 1 TPYIOBOI iHPOPMATHBHOCTI O3HAK.

Kuarouosi cioBa: Bubipka qaHuX, po3mizHaBaHHs 00pa3iB, Binbip 03HAK, KpUTEpiil iHGOPMATHBHOCTI, IHIUBIIyalbHa iH()OPMATHBHICTD,
rpymnoBa iH(GpOpPMAaTHBHICTS.
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Oueiinuk A. A.', Cy66otun C. A2, Jlekun B. H.?, Brnarogapes A. 10.%, 3aiiko T. A.°

'Kaua. TexH. HayK, JOLEHT Kadeapbl IPOrPaMMHBIX CPEACTB, 3alOPOKCKHM HAILMOHAIBHBIN TEXHHYECKHH YHHBEPCHUTET, 3al0pOXbe, YKpa-
uHa

2JI-p. TeXH. HayK, 3aBeAyOUMi Kaeapoil mporpaMMHBIX CPEJICTB, 3aMOPOKCKUI HALMOHAIBHBIH TEXHHYECKUI YHHBEPCHTET, 3al0POKbE,
VYkpauHna

SKaH/.TeXH.HayK, JOLUEHT Kadeapbl IPOrpaMMHBIX CPEJCTB, 3aIlOPOKCKHH HAI[MOHAIBHBIN TEXHHIECKHH yHHBEPCHTET, 3alopoKbe, YKpanHa

‘AcnupaHT Kadeapsl IPOrpaMMHBIX CPEJCTB, 3aIOPOKCKUN HAL[MOHAIBHBIH TEXHHUYECKUH YHHBEPCUTET, 3allOpOKbe, YKpaHHa

SKaHA. TeXH. HayK, JOLEHT Kaeapsl IPOrpaMMHBIX CPEACTB, 3alIOPOKCKHUI HAIMOHATIBHBI TEXHUYECKUIl YHUBEPCUTET, 3a0poXKbe, YKpanHa

CUCTEMA KPUTEPUEB ONEHUBAHUSA WHO®OPMATUBHOCTHU NNPU3HAKOB JJISA PACIIO3HABAHUSA OBPA3OB

AKTyanbHOCTh. Pemena 3ajgada aBTOMaTH3alUH MPOLEcca OLCHUBAHHS HH(GOPMATHBHOCTH IIPU3HAKOB IPU PEHICHHUH 3ajad AUarHOCTHPO-
BaHUS W paclo3HaBaHHs 00pa30B. OOBEKT HCCIENOBAHUS — IIpollecc 0TOOpa MH(GOPMATUBHBIX NpH3HAKOB. [IpeqMeT HccineloBaHUS —KPUTEPHH
OLIEHMBAHUSA MH()OPMATHBHOCTH NPH3HAKOB.

Henp paGoThl 3aKII09aeTCs B CO3JAaHHHM CHCTEMBl KPHTEPUEB OLGHHBAHUS MH(OOPMATUBHOCTH MPH3HAKOB, MO3BOJSIOMEH BBIYHCIATH
nHGPOPMATHBHOCT, HAOOPOB B3aMMO3aBHCHMBIX IPH3HAKOB.

Metoa. IlpennoxeHa cucremMa KpUTepHEB OLlEHHBAHUS MH(OOPMAaTHBHOCTH NPHU3HAKOB. IIpemnoxxeHHas cucreMa IpeAnoiaraeT olpesene-
HHUe 3HAYMMOCTH IIPU3HAKOB HCXOIS U3 IIPOCTPAHCTBEHHOTO PACIIONONKEHHS K3eMIUIIPOB PAa3HBIX KIACCOB (IHANa30HOB U3MEHEHUS 3HAYCHHU
BEIXOJHOTO IapaMeTpa). PaspaboranHas cucreMa KpHTEpHEB I03BOJISIET OLEHUBATH MHIUBUAYAIbHYIO U TPYINIOBYI0 HH(QOPMATHBHOCTH NPU-
3HAKOB IIPU PEIICHUH 3aJad KIacCH(HKAIIMU M PErPECCUH B YCIOBHUSX, KOTJa HCXONHBIE BRIOOPKU NaHHBIX COIEPIKAT HM30BITOUHBIE U B3aHMO3aBH-
CHMBbIe IPHU3HAKH, a TaKXKe dK3eMIULIPHI C IPOIYMIEHHBIMU 3HaYeHHsMU. [IpenioskeHHbIe KPUTEPHH He TpeOyIoT IIOCTPOEHUsI MOJeNel Ha OCHOBE
OLICHUBAEMBIX KOMOMHAIMI NMPU3HAKOB, YTO CYIIECTBEHHO CHIDKAET BPEMEHHBIC M BBHIUHCIHTENBHEIEC 3aTpaThl B IIpolecce oToopa HHPOpMaTuB-
HBIX IIPU3HAKOB. lCIIoNb30BaHNE MPEIOKCHHBIX KPUTEPHEB IS OLCHUBAHHS U 0TOOpa MH(GOPMATHBHBIX IPH3HAKOB IIO3BOJISET IIPH PEIICHHH
3a7a4 JUarHOCTHPOBAHUS M PACcIO3HABaHUS 0OPa30B IMOHMKATH CTPYKTYPHYIO CIOXKHOCTb CHHTE3HUPYEMbBIX THArHOCTHUECKUX M PACIIO3HAIOIIUX
Mojieneil, MOBHIIATh HX HHTENPeTa0elbHOCTh (IOHHMAaeMOCTh YeJIOBEKOM) H 0000MmaloNIie CIOCOOHOCTH 3a CUeT MCKIIOYEHHs MaJlo3HAYUMBIX,
B3aHMO3aBHCUMBIX M H30BITOYHBIX IIPH3HAKOB.

Pesyabrarbl. Pa3zpaborano mporpaMMHOe obecHedeHHe, KOTOpOoe peaTn3yeT MPeJIOKCHHYI0 CUCTeMY KPHUTEPHEB OIeHHBaHHS HH(Op-
MAaTHBHOCTH IPU3HAKOB U II03BOJSIET BBHIIOIHATH OTOOP MH(OPMATHUBHEIX IMPH3HAKOB I CHHTE3a PACIIO3HAIONIMX MOJENeH Ha OCHOBE 3aJaHHBIX
Ha0OpPOB ITaHHBIX.

BriBoabl. [IpoBefeHHbIe SKCIIEPUMEHTHI IIOATBEPAUIH PabOTOCIIOCOOHOCTD MPEIOKEHHON CHCTEMBl KPUTEPHEB OLEHHBaHHS HH(pOpMa-
THBHOCTH IPH3HAKOB H IIO3BOJISIOT PEKOMEHJOBAaTh €€ U HCIIOIb30BAHHS Ha MPaKTHKE IpH 00paboTKe MAacCHBOB JAHHBIX I PaclO3HaBaHUSL
o6pa3oB. [lepcrekTHUBH JalIbHEHIINX UCCISJOBAHUH MOTYT 3aKII0YaThCsA B MOJHM(UKAUU CYIIECTBYIONIMX U Pa3pabOTKH HOBBIX METOJOB
0TOOpa IPH3HAKOB HA OCHOBE Pa3pabOTaHHOH CHCTEMBI KPUTEPHEB OLEHHBAHHS WHIWBHIYalbHOU M I'PYHIIOBOH MH(OPMATHBHOCTH HPH3HAKOB.

KaroueBnble ciioBa: BrIOOpKa JaHHBIX, pacllo3HaBaHHE 00pa3oB, 0TOOp HMPU3HAKOB, KPUTEPUl MHYOPMATHBHOCTH, HHIUBUYaIbHAS HH-
(hOpMaTUBHOCTH, IPYNIIOBast HHPOPMATHBHOCTD.
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