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EFFECTIVE ALGORITHM FOR PARSING SENTENCES USING
SEMANTICALLY ATTRIBUTED WEIGHTED AFFIX CONTEXT FREE

Context. The problem of increasing efficiency of affix grammars over a finite lattice (AGFL) is considered. AGFL is a context-free
grammar with flexible and compact form of productions for parsing texts in natural languages.

Objective. The goal of the work is to increase efficiency of parsing sentences by means of AGFL with a modification that adds
semantical attributes to the productions and introduces a new form of production called the “template production”. This modification helps
to decrease the number of productions that are required to describe a language and lets reduce the computational complexity of the parsing
algorithm.

Method. A mathematical model of the template production is developed and the theorem is proved that claims that the normal form
of the template production exists and the normalization procedure produces an equivalent grammar. The normal form is utilized to increase
efficiency of parsing Ukrainian sentences. The template production helps to represent ontology-based rules in a short and computationally
inexpensive way. The normal form of template production is studied, and an effective algorithm for parsing sentences is proposed. The

3

worst-case complexity of the proposed algorithm is O(n : m% : mr), where n is the length of input string of terminals, My is the

maximum number of combinations of symbol and attributes that can produce the same string of terminals, and My is the maximum number
of productions that have the same starting non-terminal symbol in the right part. The growth of parsing time turned out to be almost linear
function of the number of words in a sentence when parsing of sentences from the test database of Ukrainian fiction literature.

Results. The developed method has been implemented in the UkrParser software that is available open-source on GitHub.

Conclusions. The developed algorithm was tested on the database of Ukrainian sentences and demonstrated ten times faster parsing
speed than Stanford parser. The future research can be focused on the development of grammatically attributed ontologies for wider set of
topics that should improve results of semantical sentence parsing.

Keywords: weighted affix context-free grammar, semantic parsing, ontology-driven sentence parsing, template productions.

NOMENCLATURE The task of semantic parsing is a complex problem of
artificial intelligence because its comprehensive solution

A — a set of all affixes; . .
requires the construction of a complete human knowledge

A(D;) — a set of affixes that constitute domain Dj; model. Although such models are currently under
2A —a power set of A; development [1], no viable solution is available yet.

o ) We propose an approach for partial syntactic and
D - a set of disjoint affix domains D, D={ D, }§ semantic parsing by means of weighted affix grammar over
DGENDER — 2 domain for gender; a finite lattice (WAGFL). WAGFL uses benefits of

probabilistic context-free grammars (PCFG) [2] and affix
grammars over a finite lattice (AGFL) developed by C.H.A.
Dcase — a domain for case; Koster [3]. Weighted and stochastic grammars are known
Dsgy — a domain for semantic affixes; to be equally expressive [4], but the approach based on
weights is less restrictive and thus more flexible.

This article supports an approach where semantic

Dnumger — @ domain for number;

G — a weighted affix grammar over a finite lattice

G:(T,V,S, D, P); analysis is integrated into the syntax parsing algorithm. This
n — a length of input sequence of terminals. It is equal to ~ approach helps to decrease the number of intermediate
the number of words in input sentence; constructions that have to be considered. It is especially
P — a set of template and regular productions; important for flexible word order languages like Ukrainian
S — a starting symbol, S eV \T; and other slavonic languages.
T —a set of all terminal symbols t;; The main contribution of this work is an approach to

effective representation of weighted affix context-free

grammar using a special form of “template productions”. A

small review of the existing methods is given in Section 2,

“template productions” and the algorithm for parsing
INTRODUCTION sentences are introduced in Section 3, experiments are
The problem of natural text parsing arises in such areas ~ Provided in Section 4, parsing results are given in Section 5,

of computer applications as text summarization, machine ~ and the results are discussed in Section 6.

translation, information retrieval, document classification, 1 PROBLEM STATEMENT

human-computer interaction, question answering systems,

social networks monitoring, expert systems, etc.

V — a set of all symbols;

we R* — amultiplicative weight of production. The
weight symbol is omitted where it is equal to 1.

The problem is to develop effective methods for
integrating semantic attributes into productions of weighted
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affix context-free grammar and to develop computationally
effective algorithm for parsing sentences. The sentence is
considered as a list of words w,w, ...w, that is converted to
a sequence of terminal symbols ff,...f, of the WAGFL

grammar. The sentence parsing is formulated as a problem
of finding a sequence of productions that has the maximum
weight and can be applied sequentially to the starting symbol

S to produce the given sequence of terminals #¢,...f,. The
weight of the sequence is calculated as a multiplication of
weights of all contained productions.

2 REVIEW OF THE LITERATURE

The problem of syntactic sentence parsing has been
studied for a long time. Among many methods of parsing
sentences, the approach based on generative grammars
introduced by Noam Chomsky [5] is one of the most studied.
Extended affix grammars (EAG) [6] and probabilistic context-
free grammars (PCFG) [2] are generative grammar fundamental
extensions widely used in linguistic applications nowadays.

Affix grammars, which belong to the family of two-level
grammars, are a subset of augmented grammars. Productions of
affix grammars are the productions that are extended with
attributes. The domain of attributes is defined by a meta-grammar.

Efficient affix grammars over a finite lattice (AGFL)
formalism and its parsing algorithm were developed by C.
H. A. Koster [3]. The formalism imposes restrictions on a set
of productions and attributes to make the parsing
computationally inexpensive. However, it still leaves it
expressive enough to parse most of the natural sentence
structures. AGFL extensions that are based on probabilities
were also studied by T. C. Smith and J. G. Cleary [7].

Our approach is based on weighted affix grammar over a
finite lattice. It is close to the method introduced by C.H.A.
Koster. However, we formulate lattice grammar and productions
in a slightly different way what leads to a shorter form of
productions and a more compact sentence parsing algorithm.

3 MATERIALS AND METHODS

For the purpose of partial semantic-syntactic parsing of
sentences, a new parser was developed. It is based on the
weighted affix grammar over a finite lattice. This grammar
extends symbols of generative grammar with affixes what
can be used to decrease the number of productions required
to describe a language. Our definition of the affix grammar
over a finite lattice is slightly different from the original given
by C.H.A. Koster, but it has the same idea. This new
definition was used to prove that some transformation rules
can be applied to the grammar to speed up the process of
parsing.

The weighted affix grammar over a finite lattice G is

defined as a 5-tuple (T,V,S,D,P).
Regular productions

<(V><2A)»K(VX2A)*>, where A= A(D) =DjLéJDA(Dj)

have the form

and (V x ZA)' represents all non-empty strings of attributed

symbols with k>0, Sj:(vj’Aj)’

S1S2 "'Sk 5

(Vj,Aj)EVXZA.

Terminal symbols ¢, € T do not have attributes. They
usually represent words of parsed sentences. For example,
the word “student” can be a male or female singular noun
until it is known from the context. In terms of generative
grammar, it can be written in the following way:

(’10“”’ {repare  Csivurar - Cstupent # ) g (student,@) >

(nOlm’ {@rare» Asivgurar » Asrupent ) - (Student,@) .

An alternative form is

(”Ou”r {Aremas » Ogare  sivourar » Astupent 1 ) g (S tudent, Q)

It represents both cases given above. Productions that
generate terminal symbols are added by a morphological
parser. If some word is a homograph, the morphological
parser generates one production for every meaning of the
word. The weight of each production represents the
admissibility of this meaning in the parsed context.

IIl the example above, aFEMALE,aMALE,aSINGULAR are
grammatical attributes, and agyypgyr 1S @ semantical
attribute. Semantical attributes are elements of domain Dggy,.

Providing regular productions for all possible
combinations of affixes can be inefficient. Thus, a template
form of production is introduced. This form is tailored for
the needs of computationally efficient language processing.

The template production has the form

w
(Vl’Dinh I’Asell)"<vk’Dinh k’Asetk )9 (V'l ’Dunil’Areq 1)

’
(v m ’Duni m’Areq m ), where Dinhl’Dinh PERE
domains which affixes are inherited by symbols v,,v,, ..., v;;
D,...D

unil? ~uni 27 °*

oDy < D are

»D,i w © D are domains which affixes should

be common for symbols V', v's, .., V' Aser1, Aser 2, ..,

Ager 1 © A are additional affixes for symbols in the left part

of the production, and 4yeq1, 4reg2, ..., Aregm <4 are
required affixes for symbols in the right part of the
production; and w is a multiplicative weight of the
production.

The template form is equivalent to a set of regular
productions by definition. Consider the following template
and regular productions (1) and (2):

q= <(V1 Dinn1, Ager )"(Vk’Dinh ko Aser k )K,

L‘;(V,l’Dum'l’"‘lreql)"(v,m’Dum'm’Areqm)>, (1)

p= <(V1:A1)---(Vk:Ak)LV>(V'1 AV ’A,m)> - O

Let Auni(p,q) denote the intersection of all attributes
that should be uniform in the right part of regular production
p in order to conform to template production g:

m

A, (p’Q) = U(A'i UZ(Dum’i )) M A(Dunil..m) ,

i=1
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A(D,,,)= A\A(D,,,,), Dunir.m = Dy Dy U..UD,,.

We say that regular production p conforms to template

production g if requirements R1-R3 are met:
R (Vjel..n)D; € Dyt = Auni(p.q) " AD; )= D

R2. (Viel...m)4 heqi ©A'i;

R3. (Vi el.. 'k)Ai = Aseti o (Auni(p’q)m A(Dinh 1))

Requirement R1 assures that for each unified domain
there is at least one common affix. Requirement R2 describes
how required attributes are treated, and requirement R3
states how attributes of symbols in the left part of the
production are obtained.

For instance, the Ukrainian equivalent of the English
noun phrase “BEAUTIFUL STREET OF THE CITY” is “TAP-
HA BYJIULIS MICTA”. In this noun phrase, the case,
gender, and number of the adjective (TAPHA) is coordinated
by the case, gender, and number of the first noun (BYJIU-
I151), and the case of the second noun (MICTA) should be
GENITIVE. Semantical attribute for the whole phrase is taken
from the word “STREET”. The template production for this
phrase in Ukrainian is

(NP.{DggnpEr- DNumBER-Dease - Dsem 1) —
— (ADJADGENpER - DyumpEr- Pease D)

(NP.ADGENDER DnumsER Dease Dsev H DNNP.D {agenimive} )
and the English equivalent is

(NP.{DyurisEr Dsen @) — (ADJ. B, D)
{Dyurser-Dser DN prep. D {apr } NP2, D),

where NP stands for noun phrase, ADJ stands for adjective,

DGenpers DNumBER > Pcases Dsgn are domains for
gender, number, case, and semantic affixes, respectively.

The Normal Form of Template Productions. The length
of the right-hand side of a production is called its rank.
Effective parsing of sentences using generative grammars
can be achieved when the grammar is in Chomsky normal
form (CNF) — the form that ensures that all productions of
the grammar have the rank not more than 2. Template
productions can also be converted to a form that has at
most two symbols in the right part. This conversion is
performed by applying simplification steps to all
productions that have the rank greater than 2. Every step
takes one template production with the rank ; >2 and
produces two template productions — one with the rank 2
and one with the rank m —1. The process stops when there
are no more productions with the rank 3 and above.

The simplification step takes one template production ¢
of the form (1) and produces 2 template productions:

q1 = <(V1 Dinn 1 Ager 1 )'-(vk’Dinh ko Aser k )L‘;

w
%(vll ’Dunil’Areql V/2..m ’DuniZ..m’®)>

and
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q2 = <<V'2..m lDuni 2m’®)lﬁ0

1.0
- (V’Z lDuni 2’Areq 2)"(V’m !Dunim’Areqm)> ,

where Duni2..m = Duni2 UDuni3 U'"UDum'm , and V’2__m
is a new non-terminal symbol.

Theorem 1: The grammar obtained from original grammar
G by the replacement of template production g with
template productions ¢q; and g, produces the same
language.

In order to prove this, it is sufficient to show that:

1) all regular productions of form (2), which conform to

template production (1), can be split into 2 productions p;

and p, that conform to template productions ¢; and ¢, ,

respectively;

2) all productions that conform to template productions
q; and ¢, define the same grammar as productions that
conform to template production q.

1) The First Part of the Proof: Given that production p
conforms to template production ¢. It should be proven
that there exists a split of p into 2 productions p; and p,

such that p; conforms to g; and p, conforms to g;.
This split can be found by the assignment

= <(V1:A1)~~(Vk’Ak)LV’(V’1 ANV Ay )>

10
P2 = <(V'2..m Ay ) (0, A% )V ALy )> ,

A2..m = A,2..m =4

conforms to production g, because
Ayni (p’ 6]) = (((A 1 UZ(Duni 1 ))ﬁ (Auni (p2’ q2 )U
UA( um 2. m)))) ( um’l..m)-

unz(p’ ) ( uni2..m)CAuni(p2’q2)

uni (pzyqz). In this case, production p,

Therefore,
what means that if 4,,,; (p q) satisfies requirement R1, then
A, (pz,qz) also satisfies it. Requirement R2 is satisfied

because 4 A and A’ are taken from

req 2’ ** “Treq m

AV
productions g and p, respectively, and p conforms to

q by the assumption of the theorem. Requirement R3 is
satisfied due to the fact that

m= Do (Auni(pZ"D)m A(Duni 2.m )): Auni(p2’q2)-
2) The Second Part of the Proof: Given that p; conforms
to gy and p, conforms to g,, it can be proved that they can
be composed into a single production that conforms to ¢.
First of all, it should be noted that symbol v’ ,, is a
new non-terminal symbol, and thus it can’t be found in any
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other production. Productions p; and p, can be applied

sequentially only when 4, ,, = A" ,,. Due to the fact that
po conforms to ¢, requirement R3 ensures that

AZ..m =gu (Aum' (pZ’qZ )(‘\ A(Dum’ 2.m »: Aun[ (pZ:QZ)-

So, A, ( P19 ) can be calculated using the formula
Aum' (pl »q1 ): (((A ’l UZ(Duni 1 ))ﬁ
N (Aum' (pZ »q2 )U Z(Dum' 2.m ))))ﬂ A(Dum’ 1.m ):

:(A '1 UZ(Dum‘ 1))ﬁ (152 (A ,i UE(Duni 1))) a A(Duni 1.m ): Auni (p)q)'

Therefore, requirements R1 and R3 are satisfied for
productions p and g because they are satisfied for p; and
q; requirement R2 follows from the fact that p; and p,
conform to g; and ¢,, respectively. Thus, production p,
that is obtained from p; and p,, conforms to template
production g. This concludes the proof of Theorem 1.

Algorithm for Parsing Sentences. The problem of
sentence parsing is formulated as a problem of finding a
sequence of productions that has the maximum weight and
can be applied sequentially to some starting attributed
symbol (S, AS) to produce a given sequence of terminals
tit,..t,. The weight of the sequence is calculated as a
multiplication of weights of all contained productions.

If the right part of a production contains only one
symbol, the weight of the production should not exceed
1 in order to avoid cyclic productions that can increase
weight of non-terminal symbols during the bottom-up
parsing procedure.

The developed algorithm for parsing sentences is based
mostly on probabilistic CYK algorithm. The main difference
is that symbols are compared not only by weight but also
by the set of affixes. The algorithm uses the notion of

weighted attributed symbol — a 3-tuple (w,v,Av) that
contains weight w, symbol v, and set of affixes 4, A(D).
We say that weighted attributed symbol (wl,vl,Al)

dominates weighted attributed symbol (wz,vz,Az) if
W ZW2, V1 = Vo, and A2 CAI.

In the worst-case scenario, the computational complexity

of the algorithm is O(n3 -mi -m,.), where p is the length of

input string of terminals, m P is the maximum number of
combinations of symbols and attributes that can produce
the same string of terminals (this value can be treated as the
ambiguity of the language being parsed), and m, is the
maximum number of productions that have the same starting
non-terminal symbol in the right part.

The parsing algorithm can be described by the following
pseudocode:

Algorithm ParseSentense(s).
Input. String of terminals s = #1¢;...f,.

Output. Sequence of productions that produce string s.

'https://github.com/mdavydov/UkrParser
*https://sourceforge.net/projects/ispell-uk/

Let P [1 .nl ..n] = (J be an array, each element of which
is a set of weighted attributed symbols.

Initialize P[i,1]={(1.£,, D)}, i=1,2, ...n.

for j=1,2,..,n do// jisalength of substring of
terminals

for k=1,2,...,n—j+1 do// f is a start of substring
for s=1,2,..,j—1 do// s is asplit of the substring

for all (wy,vy, 4 )e Plks] do

for all productions of type

(V, Dmh A ) dO

» “Iset

A

uni 2

w
)_)<vl’Duni1’Areql VZ’D req 2

for all (w2,v2,A2)e P k+s,j—s] do
if(Areg1 < A A (vD; € D1 )4y 0 A(D;) = D)) then
and ((VDi € (Duni 10 Dy 2))A1 N4y N A(Di)¢ Q)) then

Let

t={w w0, Ao A SAD 1 ) o DAD 2 ) A D)

if ¢ is not dominated by any element of P[k, ],
then add ¢ to P[k, j] and remove elements dominated by ¢
Letlist L= allelementsofP[k,j]

for all (w,,v,,4,) € L do// process productions of rank 1

for all productions of type (v, D;,,, Ao )K (vl,Dum- , Areq)

do

if ( Areq c 4 A ((VDi €Dy, )Al N A(Di) # ®) then

let 1= (W' WLV, Ager (Al A A(Dinh )))

if ¢ isnot dominated by any element of L, then append ¢ to L.

Add elements of L to Pk, j].

If P[l,n] doesn’t contain any triple (w, S, Ag ), where §
is a starting symbol of the grammar, the parsing is impossible.
If it does, select a triple with the maximum weight , among

them and reconstruct all productions that are required to
produce string #t;...t,.

4 EXPERIMENTS

The algorithm for parsing sentences was implemented
in UkrParser' open source software project. This project
contains classes for morphology analysis and sentence
parser. The morphology for Ukrainian language is
implemented in com.langproc. UkrainianISpellMorphology
and com.langproc.UkrainianGrammarlyMorphology clases.
The first class is based on open source project iSpell-uk? by
Andriy Rysin and the second is based on Ukrainian
morphology database gracefully provided by Mariana
Romanyshyn from Grammarly. The algorithm for parsing
sentences is implemented in com.langproc. APCFGParser
class and productions for parsing Ukrainian sentences are
placed in com.langproc. APCFGUkrainian class.
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Computational efficiency of the developed algorithm was
tested on database of 500 sentences from “Fata Morgana”
story by Michael Kotsyubynsky. The average sentence
parsing time depending of the sentence length is depicted
in Fig. 1. These results were obtained on computer with 2.4
GHz Intel Core i5 CPU. The parsing time grows turned out to
be almost linear notwithstanding the worst-case cubic
estimate provided in Section 3.

S RESULTS

The developed approach for mixed semantic and
syntactic sentence parsing was used for parsing and
translation of the annotated Ukrainian Sign language and
the Ukrainian Spoken language [8], where the translation
based on the parser that utilized productions generated from
ontologies outperforms the parser that utilized only syntactic
productions by 25% (90% of correct translations as
compared to 65% correct translations obtained when using
only syntactical productions).

An example of parsing sentence “Mosl TOHBKa XOAUTH y
mutstanid canok” (My daughter attends nursery school) by
means of the developed method is shown in Figure 2.

In this example the following rules were added from
subject area “Education”:

NG(nepcona)[=] -> NG(nonbka)[=];

VP(xomutu-inBinysatu)[=] -> VP(xoqutn)[=];

NG(nomkinpauii-3axnan)[=] 1.1-> adj(aursunii)[=]
AN(canok)[=];

DS(xomutu-Bingigysatn)[=]1.1->

-> NP(mepcona)[=] VP(xonutu-iaBigysatu)[=]
V DNP(nomkinpHuii-3ak1an)[c4];
where NG stands for Noun Group, NP — Noun Phrase, VP —
Verb Phrase, adj — adjective, AN — annotated noun, DS —
Declarative Sentence, V — preposition of place, “=" means
default grammar attributes for current phrase, c4 stands for
“Casus 4”. The weights of ontology-driven rules are

2

—

Average Sentence Parsing Time (ms)

o

intentionally made greater than 1 to supersede default
syntactical rules.

6 DISCUSSION

The experimental results on database of Ukrainian
sentences show significant speed-up in comparison with
well-known context-free grammar parsers. This result was
achieved by using compact form of production with
syntactical and semantical attributes. In comparison with
Stanford Parser’ the average sentence parsing time was
decreased in about 10 times.

CONCLUSIONS

This article demonstrated an efficient algorithm for
parsing sentences by means of weighted affix context-free
grammar with semantical attributes. The developed
algorithm is based on the normal form of “template
productions” that were introduced. The algorithms has
worst-case cubic complexity, that turned out to be almost
linear in real example.

The obtained sentence parsing trees are more
semantically rich than the parsing trees obtained by means
of regular syntactic parser. Additional computational cost
for that is not very high because only hypernyms of words
that are present in the sentence and corresponding
expressions are included into the grammar.

The future research will be focused on optimal weight
assignment and automatic extraction of productions that
are specific for particular subject area.
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Figure 1 — Average sentence parsing time in milliseconds depending of the sentence length
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NP VP v DNP
(nepeona) (xomuTu-Biasigysara)  (y) (momkinbHuii-3aK/1a.1)
| 1.0 1.0 |11
NG VP NG
(nepcona) (xomuTH) (HomKITEHMIT-3aKTa,1)
L.0 ; 1.0
P 1.0 LA e
<10 ‘ 14 "™
adj NG verb adj AN
(most)  (mepcona) (xomnTH) (muraamit)  (cagok)
1.0 1.0
NG noun
(1oHBKA) 1.0 (camok)
1.0
AN
(nonbka)
1.0
noun
(onbka)
Mo= JIOHBKA XOAUTE y JHTAYHi CAI0K

Figure 2 — The result of parsing of the Ukrainian sentence “Most noHbka XoauTh y auTsyuii canok” (My daughter attends nursery school)
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E®EKTUBHUM AJITOPUTM /151 CAHTAKCUYHOI'O AHAJII3Y PEYEHD 3 BAKOPUCTAHHSIM CEMAHTHAYHO I10-
3HAYEHHUX 3BA)KEHUX APIKCHUX KOHTEKCTHO-BIJIBHUX TPAMATHUK

AKTyalbHicTh. Po3misaaeTsest 3aja4a miiBUIeHHsT e()eKTUBHOCTI apikCHUX TpaMaThK Haj cKiHueHHOIo rpartkoro (AGFL). AGFL — ne
KOHTEKCTHO-BLJIbHA TPAaMaTHKA 3 THYYKHUMH 1 KOMIAKTHUMH (pOpMaMH Ui po300py TEKCTiB Ha NPUPOJHUX MOBAX.
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[IPOTPECUBHI IHOGOPMAILIIMHI TEXHOJIOTTI

Meta po6oTu. Meroro po6oTH € migBUIIEHHS eheKTHBHOCTI po36opy pedeHsb 3a gomomoron Moxmbikanii AGFL, sxa nomae ceMaHTHYHI
aTpuOyTH B MPOJIYKIIi TpaMaTHKK i BBOAUTH HOBY (OpMY MPOIYKIIiH IiJ] Ha3BOKW «mabioHHa HpoayKiis». Ls Moxudikalis gonomarae 3MEHIIUTH
KIJIBKiCTh MPOAYKILIN, HEOOXITHUX ISl ONUCY MOBH, i JI03BOJISIE 3MEHIIUTH OOYKMCIIIOBAIBbHY CKIIAJHICTh alrOPUTMY CHHTAKCHYHOTO aHalli3y.

Mertoa. Po3pobieHo MateMaTH4Hy MOJENb IIA0JIOHHOI IPOAYKLIi i JOBEJeHO TeopeMy Ipo Te, L0 iCHye HOopMalbHa (opma mabIoHHUX
HPOAYKII, a IpoLe/ypa HopMalli3anii MOpo/IKye eKBiBaieHTHy rpamarnky. HopmansHa (opMa BHKOPUCTOBYETBCS IS MBUIICHHS e(EeKTHBHOCTI
po36opy ykpaincbkux pedeHb. II1aGmoHHI mMpoAyKuii J0MOMararTh ONMKMCYBAaTH IpaBHiia HA OCHOBI OHTOJIOTII B KOPOTKil i 00YHCIIOBAIBHO
edpextuBHiil Gopmi. BuByaeThcs HOpManbHa (opMa MAOIOHHUX HPOAYKIIN I HPONOHYEThCS e)EeKTHBHHN alrOPUTM Uil po3bopy pedeHb. Y

. . 3 .
HaWripmoMy BHUIIAJAKY 00YKCITIOBaIbHA CKJIQIHICTDH 3aIIPOIIOHOBAHOI'0 aJITOPUTMYy CTaAaHOBUTH O(n N mp N m,, , A€ p — MAOBXHHA BXIIAHOI'O psiKa

Tepminanis, /7, — MakcumanbHe YMCIO KOMOiHAIIM cUMBONIB i aTpubyTiB, sIKi MOXYTh TIOPOJKYBATH OIUH i TOi camuii pAnoK Tepminanis, 71, —
MaKCHMaJIbHE YMCIIO HPOAYKIiH, sSKi MAlOTh TOH cCaMHil CTAPTOBHH HETEPMIHAJIBHUII CHMBOJ B IpaBiil yacTuHi. Yac CHHTaKCHYHOrO aHai3y
BHSIBUBCS Maibke JiHIHHOK (YHKIIi€I0 BiJl KiIBKOCTI CIiB y pedeHHI HpH po30opi TecToBOI 0a3u pedeHb yKpaTHChKOI XYJOKHBOI JITepaTypH.

PesyabTaTu. Po3pobnenuit meron OyB peamizoBaHuil B mporpamHomy 3abesnedenni UkrParser, ske NoCTymHe 3 BIIKPUTHM BUXITHHM
kogoM Ha GitHub.

BucHoBku. Po3poGienuit airoputM OyB mporecToBaHuii Ha 6a3i JaHUX YKpaiHCBKUX PEYEeHb 1 MPOJAEMOHCTPYBAB B JECATH pa3iB Oiiblry
MBUAKICTH po30opy, Hixk anamizatop «Stanford Parser». MaiiOyTHi mocmipkeHHs MOXKYTb OyTH c()OKycoBaHi Ha po3poOLi IpaMaTHYHO JTOHOB-
HEHHX OHTOJOTIH Julsi GLIBII IIKPOKOro HAbOpy HMPEeIMETHHX O0NacTei, M0 Ma€ IOJIMIIMTH Pe3yJIbTaTH CEMaHTHYHOTO aHalli3y PEeYeHb.

KuarwouoBi cioBa: 3BaxkeHa aikcHa KOHTEKCTHO-BiIbHA rpamMarnka, CeMaHTHYHUI po30ip, po30ip pedeHb 3 BHKOPUCTAHHSIM OHTOJOTIH,
mrabIoOHHA MPOYKILis.

JlaBeinoB M. B.!, Jlosunckas O. B.2, Ilaceunnk B. B.?

'Kanx. TexH. Hayk, noueHT Kapenpsl «HPpOpMalMOHHBIE CHCTEMbl U ceTH», HannoHanbHbI yHUBEpCUTET «JIBBOBCKAs IIOJIMTEXHUKA,
JIbBOB, Ykpauna

2KaHa. TexH. HayK, accucTeHT Kadeapsl « MHPOPMALMOHHBIE CHCTEMBI M CeTH», HaluoHanbHblii yHUBEpCHTET «JIbBOBCKAs MOTUTEXHUKAY,
JIbBOB, Ykpauna

3[1-p TexH. Hayk, npodeccop, npodpeccop kadeapsl «HGOpManMOHHBIE CHCTEMBl U ceTH», HannoHanbuslil yHusepcuter «JIbBOBCKas
nojmTexHukay, JIbBoB, Ykpanna

3®P®EKTUBHBIA AJITOPUTM JIJISI CAHTAKCUYECKOTO AHAJIM3A IPEIJIOXEHUN C UCITOJIb3OBAHUEM CE-
MAHTHYECKH OBO3HAYEHHBIX B3BEINEHHBIX A®®HUKCHbBIX KOHTEKCTHO-CBOBOJHBIX T'PAMMATHUK

AxTyanapHOcTh. PaccmarpuBaercs 3ajada moBbimieHUs d(QdekTuBHOCTH adpdHUKCHBIX IpaMMaTHK Haja KOHedHo# pemerxoi (AGFL).
AGFL — 3T0 KOHTEKCTHO-CBOOO/IHAS IPaMMATUKa ¢ TMOKOIM M KOMIIAKTHOM (hOpMOI 3aIIMCH IIPONYKIMIl sl pa360opa TEKCTOB HA €CTECTBEHHBIX SI3bIKAX.

Hean padoTsl. Llensro paGoTh! sABiseTCS NOBHIICHHE dPPEeKTUBHOCTH pazbopa mpenIokeHuid ¢ momombio Moxudukanuun AGFL, koTopas
00aBIIsieT CEMaHTHYECKHE aTPUOYTHl B IMPOJYKIUH I'PAMMATHKU U BBOJUT HOBYIO (hOpMy HPORYKIHMH IIOX Ha3BaHHEM «IIaOJIOHHAS MPOIYK-
sy, OTa MoAM(UKAIU [IOMOraeT yMEHBIIHTh KOJINYECTBO IIPONYKIIHM, HEOOXONMMBIX JUIS OIMCAHUS S3bIKA, U II03BOJIIET YMEHBIIUThH BBIUHC-
JHUTEIbHYIO CIOKHOCTh allOPUTMA CHHTAKCHYECKOTO aHAJIH3a.

MeTtoa. Pa3paborana Matemarudeckas MOJeNb NIAONOHHOH HMPOYKIMHU, H JOKa3aHa TEOpPEMa O TOM, YTO CYIIECTBYeT HOpMaslbHas (opma
MIa0IOHHBIX NPOAYKIHI, W IPOIeaypa HOPMAIU3alluU IIOPOXKJAeT SKBUBAICHTHYIO rpaMMaruky. HopMaibHas ¢popMa HCHONB3yeTCs AN MOBBI-
meHus 3¢ GEeKTHBHOCTH pa30opa yKpamHCKUX HpemnoxeHnii. 11laGioHHbIe IPOXYKINH IOMOTAIOT ONUCHIBATH NIPABIJIA HA OCHOBE OHTOJOTHH B
KpaTKoi M BBMHCIHTENbHO dhdexkTuBHOH dopme. M3ydyaercs HopMmanbHas ¢popMa MaGIIOHHBIX NPONYKIHH, U mpeanaraercs 3(GeKTuBHEIN
aNropHTM I pa3bopa mpemyokeHHH. B Hamxydmem cilydae BBEUHCIHTEIbHAs CIOKHOCTh MPEAJIaraeMOr0 alrOPUTMa COCTaBISET

3 3 . .
O n -m,-m i (S — JUIMHA BXOJHOM CTPOKM TepMHUHAIOB, M — MakCHMaJbHOE YHCI0 KOMOMHAIMIA CHMBOJIOB U aTpuOyTOB, KOTOPHIE
P r/ n 5 p 5

MOTYT IOPOXAAaTh OAHY M TYy K€ CTPOKY TEPMHHAJIOB, U mr — MakKCHMaJIbHOC€ YU CIIO HpOHyKIII/If/,I, KOTOpPBIE UMEIOT TOT XK€ CTapTOBHﬁ HETEpMU-

HaJIbHBIA CHMBOI B IIPaBOil 4acTH. BpeMsi CHHTAKCHYECKOro aHajin3a OKa3aJoCh MOYTH JMHEHHON (yHKIHEd OT KOIMYecTBa CIOB B HPEUIOKEHHN
npu pazbope TecToBOH 0a3bl MPEAIOKEHHH YKPAHHCKOM XyHTOXKECTBEHHOH JIHTEPaTypHI.

Pesyabrarbl. PaspaGoranHblii MeTox ObLT peann3oBaH B mporpaMMHoM obGecnedennu UkrParser, KOTOpOe ZOCTYIHO C OTKPBITBIM HCXOJ-
HBIM KomoM Ha GitHub.

BeiBoabl. PazpaboranHblil aaropuT™ ObLT HPOTECTHPOBAH Ha 0a3e JAaHHBIX YKPAWHCKHX HPEUIOKEHHN M IPOAEMOHCTPHPOBAI B JIECATH pa3
0oJBLIYI0 CKOPOCTh pa3bopa, yeMm ananuzatop “Stanford Parser”. Bynyuue nccienoBaHusi MOTYT ObITh C(OKYyCHPOBaHBI Ha pa3paboTKe rpam-
MaTH4eCKH JOMOIHEHHBIX OHTOJOTHI Uit GoJiee MHMPOKOro Habopa MPeAMETHBIX 00IacTed, YTO MODKHO YIy4LINTh PE3yJIbTAaThl CEMaHTHYECKO-
r0 aHaNIn3a HPEIOKCHHUMH.

KiioueBble ci10Ba: B3BELICHAsS KOHTEKCTHO-CBOOOAHAs aduKCHAs rpaMMaTHKA, CEMAaHTHYECKHH pa30op MpeIoKeHui, pa3bop mpeaso-
KEHMIl HAa OCHOBE OHTOJIOTHUIl, MAGIOHHAS MPOLYKIHS.
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