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OPTIMIZATION OF PARAMETERS OF MACHINE LEARNING OF THE
SYSTEM OF FUNCTIONAL DIAGNOSTICS OF THE ELECTRIC DRIVE
OF A SHAFT LIFTING MACHINE

Relevance. The actual task of increasing the functional efficiency of machine learning of the system of functional diagnosis of the
electric drive of a hoisting mine machine is solved.

The specific objective of this study was to develop a method for the information synthesis of a learning system for the functional
diagnosis of the electric drive of a hoisting mine machine, which allows increasing the reliability and efficiency of diagnostic solutions in
accordance with the decisive rules built in the process of machine learning.

Method. The method of information-extreme machine learning of the system of functional diagnosis of the electric drive of a mine-
hoisting machine is proposed, based on the maximization of the information capacity of the system in the process of its training. Based on
the computer-generated optimal learning parameters of the hyperspherical containers of the recognition classes, within the framework of
the geometric approach, decisive rules that are practically invariant to the spatiality of the space of diagnostic features are constructed. In
addition, increasing the efficiency of machine learning systems is achieved by parallel-sequential optimization of control tolerances for
diagnostic features. In this case, the quasi-optimal control tolerances for diagnostic tests obtained during parallel optimization are used as
start-ups for their sequential optimization. As a criterion for optimizing the parameters of machine learning, the modified information
measure of Kulbak is used, which is a functional of the accuracy characteristics of diagnostic solutions.

Results. The algorithmic and software for machine learning of the system for functional diagnosis of the electric drive of a mine
hoisting machine has been developed, which makes it possible to build decisive rules for the adoption of highly reliable diagnostic solutions
when the system is in operation.

Conclusions. The results of physical modeling confirm the operability of the proposed method of machine learning and the developed
software of the functional diagnosis system of the electric drive of a hoisting mine machine, which allows them to be recommended for
solving practical problems of diagnosing and automatic control of traction machines.

Keywords: informationally-extreme intellectual technology, functional control, learning matrix, machine learning, information
criterion, electric drive, mine hoisting machine.

NOMENCLATURE

IEI — informationally-extreme intellectual technology;

HMM - hoisting mine machine;

M — number of recognition classes;

N — number of diagnostic features;

n — number of vectors-implementation classes
recognition;

X,, — binary averaging vector-implementation, which

S x — quasi-optimal parameter of the control tolerances
for the diagnostic features;

Gs — tolerance range Oy parameter of the control
tolerances for the diagnostic features;

G — working (admissible) function domain of the
information criterion;

{k} — a set of steps in machine learning;

vertex determines the geometric center of the

Gg,,i — tolerance range of the & K,i parameter of the
control tolerances for the i-th diagnostic feature;

L — the number of the sequential optimization procedure
runs for the diagnostic features;

® — character of the repeat operation;

hyperspherical container of the recognition class X9 ;

d, — code distance determines the radius of the

m
hyperspherical container of the recognition class X7 ,

which is restored in the radial basis of the binary space of

the diagnostic features;

SK,,' — parameter, which is equal to half of the
symmetrical tolerances at the i-th diagnostic feature;

d(x,, ®x,) — code distance from the X, class center
to the nearest (adjacent) X class center;

8 p i — normed (working) tolerance at the i-th diagnostic
feature, which defines the parameter 0 x.; domain;

E,(nk ) — information criterion for optimization of machine

learning parameters, which is calculated at the k-th step of
machine learning;

o,,(d) — error of the first kind when making

classification decisions. It is calculated in the process of
restoration of a hyperspherical container of the recognition

class X, with radius d ;

B, (d) — error of the second kind when making
classification decisions. It is calculated in the process of
restoration of a hyperspherical container of the recognition
class X7 with radius {;

10”7 — sufficiently small number, which is entered to
avoid dividing by zero (1<r <3);
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d i — optimal value of the control tolerance parameter;

P, — selection level of the coordinates of the averaged
binary vector-implementation of the recognition class;

Agyy ilk] — lower control tolerance for i-th diagnostic
feature;

Agp ilk] — upper control tolerance for i-th diagnostic
feature;

Y1,i — the selective mean value of the i-th feature of the
averaged vector-implementation of the base class X{;

E;; (d) — the maximum value of the information criterion
for optimizing the parameters of machine learning of the
functional control system to recognize the implementation
of the class X, ;

GE — working (admissible) domain of the function
information criterion of optimization of machine learning
parameters;

G, — tolerance range of geometric parameters of
container classes of recognition;

X{ — the base recognition class, for which a system of
control tolerances for diagnostic features is determined,

d,,
X

X, — binary averaged vector of the nearest neighbor
class X2

— optimal radius of the recognition class container

+(/) — vector-implementation, which can be recognized;
K, — the implementation function that is recognizable
to the hyperspherical container of the recognition X9 class.

INTRODUCTION

The requirements for functional efficiency and safety
of the hoisting mine machine have been significantly
increased with the development of deep deposits of
minerals, which is a modern trend in the mining industry. In
this, the reliability of the HMM considerably depends on
the functionality of its electric drive, the output of which
from a given technological regime leads to material losses
and even man-made accidents. Therefore, organization of
the continuous functional diagnostics of the electric drive
and its units becomes of great importance. At the same
time the use of traditional methods does not provide high
reliability and efficiency of the functional diagnostics
because of the multidimensionality of diagnostic features
and the intersection of functional states of the HMM.

One of the promising ways to increase the functional
efficiency of an automated management system of the HMM
is to provide it with an intelligent component based on
machine learning and image recognition. Thus, the
objective of the study is to develop a computer-aided
learning algorithm for the system of functional diagnostics
of the HMM within the IEI-technology of data analysis,
which is based on maximizing the information capacity of
the system in the process of its learning.

1 PROBLEM STATEMENT

Consider the formalized statement of the information
synthesis of the functional diagnostics system of the HMM
electric drive. Let the fuzzy alphabet of recognition classes

be given in the general case {X, |m=1,M}, and each of

them characterizes the functional state of units of the electric
drive. An educational matrix of the “object-property” type

is formed for the given alphabet || y,(n], 2 |i =1,_N; j =1,_n||
In addition, a structured vector of parameters that

influences the functional efficiency of machine learning of
the system of functional diagnostics is given:

Em :<xm=dm78K,i>, (1)
In addition, the restrictions have been set:
d,, €[0;d(x,, ®x.)-1],
Ok.i€[0;8y ;/2)].

While machine learning it is necessary to:
1) optimize parameters of the vector (1) by the average
information criterion

— 1 M
E=—23" max E,(d). Q)
GrnG,

m=l

2) set decisive rules according to the obtained during
the process of machine learning optimal geometry
parameters of the containers recognition classes that will
guarantee a high probability of making the correct
diagnostic decisions.

During the exam, that is, directly in the operational mode
of the functional diagnostics, it is necessary to make a
classification decision about the affiliation of the current

(/) vector to one of the recognition classes from a given
alphabet.

2 REVIEW OF THE LITERATURE

Modern systems and methods for diagnosing the
electric drive are divided into two groups [1]. The first group
includes methods of test diagnostics, which measure the
insulation resistance, leakage currents, the internal
resistance of the windings, the tangent angle of the dielectric
losses of the windings, etc. Disadvantages of the test
diagnostics are the temporary cessation of the operation
of the electric motor, the lack of the ability to outage the
equipment during operation to prevent its complete failure,
lack of control of equipment operating modes, etc.

The second group includes methods of functional
diagnostics of the electric drive [2, 3]. Functional
diagnostics of the HMM electric drive refers to the so-
called poorly formalized processes. It has to do with reasons
reasons such as arbitrary initial conditions due primarily to
deviations of the lift load from the calculated one, and the
intersection of recognition classes due to the ambiguity of
the diagnostic features to the functional states. The
analysis of modern approaches and methods of functional
diagnostics of electromechanical equipment has shown that
in order to increase the accuracy and reliability of its work,
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it is necessary to use intelligent data analysis technologies
[3, 4]. In this, existing methods of intellectual functional
diagnosis are based mainly on artificial neural networks
[5-7]. The main disadvantage of most known methods of
Data Mining technology, including artificial and immune
networks, is for their sensitivity to the multidimensionality
of the dictionary of diagnostic features and the alphabet of
recognition classes. Solving this problem is especially
important for functional diagnostics, which in practice
needs large volumes of data to be analyzed. In [8] the use
of fuzzy methods of control and control of electric drive is
considered. It should be noted that the use of fuzzy methods
of presentation and withdrawal of new knowledge in the
analysis of data is justified in applying a qualitative
measurement scale.

One of the most promising ways of analysis and
synthesis of the functional diagnostics systems capable
to learn is the use of ideas and methods of the so-called
IEI-technology, which is based on maximizing the
information capability of the system in the process of
machine learning [9, 10]. In [11] within the framework of
IEI-technology the task of functional diagnostics of a spin-
on electric drive was considered. At the same time
information-extreme machine learning was carried out at a
given optimal in the informational sense of the system of
control tolerances for diagnostic features, which did not
allow to obtain high functional efficiency of machine
learning diagnostic system.

The article deals with the informationally extreme
algorithm of machine learning of the functional diagnostic
system of HMM electric drive with parallel-sequential
optimization of control tolerances for diagnostic features.

3 MATERIALS AND METHODS

The idea of machine learning within the IEI-technology
is the transition from the Euclidean to binary space
recognition features, where the adaptation of the working
binary training matrix to the maximum information ability of
the system to recognize the multidimensional vectors of
the images implementation is carried out by admissible
transformations. In this, the main goal of machine learning
to create highly reliable decisive rules is achieved at each
step by restoring the training of optimal classes of
recognition classes upon the information criterion (2). It is
the construction of the decisive rules within the geometric
approach which makes them practically not sensitive to the
multidimensional diagnostic space and allows evaluating the
current functional state of the equipment in real time.

Let’s consider the informationally-extreme algorithm of
machine learning of the system of functional diagnostics
with a hyperspherical classifier, in which reconstruction of
classes recognition containers occurs by the parallel-
sequential optimization of the system of control tolerances
for diagnostic features. In this, the two-cyclic procedure of
the parallel optimization of control tolerances for diagnostic
features, in which control tolerances are changed
simultaneously at each step of machine learning for all
features, is initially implemented:

5y =arg{max{ max E(d)}}- A3)
Gs GpnG,

5 GeNGy
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Quasi-optimal control tolerances for diagnostic features,
which have been obtained based on the results of parallel
optimization, are considered as initial for sequential
optimization. This approach allows increasing both the
reliability of decision-making and the efficiency of the
algorithm of consistent optimization, since the search for
the global maximum of the information criterion does not
go beyond the boundaries of the function domain.
Sequential optimization of the control tolerances for
recognition features in the process of machine learning is
carried out in accordance with the procedure of
approximation of the information optimization criterion
global maximum (2) to the limit value in the interval on which
a function is defined:

. L 1 X —
Oy ; =arg ®<max| — max E(l)d ,i=lLLN.4
K,i gl:l Gy Mmz::lGEmﬁGd m ( m) l B “)

Consider the main stages of implementation ofthe information-
extreme learning algorithm of functional control system of the
hoisting mine machine drive with parallel-sequential optimization
of control tolerances for diagnostic features.

An algorithm (3) for machine learning with parallel
optimization of control tolerances is initially implemented.
The input data is an array of input training matrix for a
given alphabet of recognition classes and a parameter of
normalized tolerances field based on the scale of diagnostic
features. The main stages of implementing the algorithm:

1) zeroing of the recognition class meter: m:=0;

2) increment of the recognition class meter: m:=m+1;

3) resetting of the amend steps counter of the tolerance
field parameter to zero: k :=0.

4) increment of the amend steps counter of the tolerance
field parameter: f =k +1.

5) resetting of the amend steps counter of the container
radius class: d:=0

6) increment of the amend steps counter of the container

radius class: d =d +1;

7) calculation of the lower gy ;[k] and upper Agp ;[k]

control tolerances for all diagnostic features, according to
the formulas

Spii

100 ° ©)

d i
Ay Tk = vy ,5[,{]%; Agp (k1= yy; +8[k]

8) the formation of a binary training matrix x;,{’ 3“ by the

rule

Gy _ )L if Agp Syr(r{,)i < Akp i
i =N (©)
0, if else.

9) calculation of the binary averaged vector x,, for X7,
class by the rule

xm,i -

L1
1, if —Zx,(h/g >Pms
p— nj:1 >

0, if else,
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where the level of selection of the averaged binary vector-

realization coordinates of the X class recognition by

default is equal to p,, =0,5;

10) pairwise partition of the recognition classes
averaged vectors set by the nearest-neighbors method;
11) formation of the training matrix for the pair partition

2l _ :

element R =<x,,, x. >;
12) calculation of the information criterion for
optimization of the functional diagnostics system learning

parameters, for example, in the form of modification of the
information measure of Kulbak [6]

2 (ay(d)+By(@)+107 |
(@) Py e10” | D

Ep(d)={l-[a (d)+Bm(d)]}10gz(

13) if d <d(x,, ®x.), then 6 is fulfilled, otherwise —
pointl4;

14) if k<8 /2, then 4 is fulfilled, otherwise — point
15;

15) if m < M , then 2 is fulfilled, otherwise — point16;

16) calculation of the information optimization criterion

(5) of machine learning parameters that is averaged across
the alphabet of recognition classes;

17) calculation of the quasi-optimal parameter § by the
formula (3);

18) calculation of quasi-optimal lower and upper control
tolerances for diagnostic features by the formulas (5),
respectively:

Sy -

- Oy
* Hi
A 1 =1 —5—2L

HK,i = V1,i 100

*
, Agg =)+t
BK,i = V1,i 100

19) STOP.

The input data for the algorithm (4) of the sequential
optimization of the control tolerances for the diagnostic
features is the binary working training matrix that is formed
according to the rule (6) for quasi-optimal control

tolerances {;11{1(,,- |i=1,N}, {IZBK,I' |i=1,N}, which were
obtained at the parallel optimization stage and the

normalized tolerances {SH,i} for the diagnostic features.
There is a difference between the implementation of the
algorithm (4) and the parallel optimization. It is in sequential
determination of the optimal control tolerances for each
diagnostic feature. But since the optimal control for the
i-th feature is determined by non-optimal control tolerances
for other diagnostic features, then according to the
algorithm (4) several sequences of sequential optimization
are carried out until the maximum averaged value of the
information criterion remains constant. Thus, the process
of learning of the functional diagnostics system is in
implementation of the procedure for finding the global
maximum of the information criterion function in the working
area of its definition and iterative approximation of this
maximum to its maximum limit value to construct highly
reliable rules.

4 EXPERIMENTS

The implementation of the discussed above algorithm
has been carried out on the basis of machine learning of the
HMM electric drive functional diagnostics system. The
training matrix was formed with the help of “ULY'S Systems”,
which is involved in the design, production and maintenance
of products for mine equipment, based on archival data of
DTEK Pavlogradvugillia, mine “Heroes of Space”, town of
Pavlograd. Each line of the training matrix consisted of 51
structured quantitative and categorical diagnostic features
that characterized the electrical and temperature
characteristics of the nodes on the technological cycles of
the HMM. For clarity, diagnostics was carried out for three

classes of recognition: class X[ described the functional

state of the electric drive “Norma” and this class was accepted
as the basic one, in relation to which the system of control

tolerances was determined. Class X3 described high

temperatures of the electric motor bearings, and class X3
described high temperatures of the engine winding.

Initially, algorithm (3) of the informationa-extreme
machine learning for the system of functional diagnostics
of the HMM electric drive with parallel optimization of
diagnostic features was implemented, in which control
tolerances for all features changed simultaneously at each
step of the training. To improve the functional efficiency of
machine learning, the algorithm for the sequential
optimization of control tolerances for diagnostic features
was implemented. In this, the results obtained by parallel
optimization control tolerances for diagnostic features were
considered as the starting point for their consistent
optimization. In this, the results obtained by parallel
optimization control tolerances for diagnostic features were
considered as the starting point for their consistent
optimization. Decisive rules were formulated according to
the optimal geometric parameters of the hyperspherical
containers of recognition classes obtained in the process
of informationally-extreme machine learning. Their
predicative expression is given by

(vxg e "M e My r [, > 0) & (1, =
=max{p,, |m=1,M}] then x'/) e X2} )
{m} ’

In expression (8), for example, the membership function
of the implementation vector to the hyperspherical container
of the recognition class, is determined from the formula

dxYV ex
pyy =1- 20 D) ©)
dm

Thus, the recognized implementation vector refers to
the recognition class from the given alphabet, for which
the membership function (9) is maximum.

5 RESULTS

Fig. 1 shows the graph of the information criterion
averaged in alphabetical order of the recognition classes
(7) versus control tolerances for diagnostic features, which
was obtained in the process of diagnostic optimization of
the HMM electric drive units according to the algorithm of
parallel optimization.

47



HEMPOIHO®OPMATHKA TA IHTEJIEKTVYAJIBHI CUCTEMU

In fig. 1 the shaded area denotes the working
(admissible) domain of the function (7), in which the first
and the second authenticity exceeds the errors of the first
and the second kind respectively.

Figure 2 shows the dynamics of changes in the maximum
values of the information criterion averaged in alphabetical
order of the recognition classes (7) when carrying out the
procedure of the sequential optimization of the control
tolerances for the diagnostic features.

Fig. 3 shows the graphs of the information criterion (7)
versus the containers radii of recognition classes,
constructed based on the results of parallel-sequential
optimization of the optimal control tolerances for diagnostic
features.

On the results of the functional diagnostic in test mode,
that is the actual testing, probability of the right recognition

0.6
0.4
02

Figure 1 — The graph of information optimization criterion versus
parameter of the control tolerances
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Figure 2 — The graph of maximum information criterion changes
from the number of iterations of the sequential optimization of
the control tolerances for the diagnostic features
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Figure 3 — Graphs of the information criterion (7) versus the containers radii of recognition classes:

of the implementation vectors for class X7 equals
F, =0.94, for class Xg equals F; =0.92 and for class
X9 equals B, =0.89.

6 DISCUSSION

Analysis of Fig. 1 shows that optimal control tolerances

parameter is §" = +32 of relative units at the maximum of
the information criterion averaged in alphabetical order of

the recognition classes (7) Emax =1.44, which was
obtained in the working domain of the function.

To improve the functional efficiency of machine learning,
an algorithm for the sequential optimization of control
tolerances for diagnostic features was implemented. In this,
the results obtained by parallel optimization control
tolerances for diagnostic features were considered as the
starting point for their consistent optimization. Sequential
optimization of control tolerances for diagnostic signs was
carried out according to the procedure (4). Since the number
of iterations in a single run of procedure (4) is determined
by the number of diagnostic features, the analysis of Fig. 2
shows that already at the first run, the maximum value of

—k

the information optimization criterion £ =1.96, which is
substantially higher than its value obtained by the parallel
optimization of the control tolerances for the diagnostic
features (Fig. 1), was reached.

In order to construct highly reliable decisive rules of
type (8) in the machine learning process with optimal control
tolerances for diagnostic features, it is necessary to
determine the optimal geometric parameters of the
containers of recognition classes. Analysis of Fig,3 shows

that optimal radius of the X class container equals
dl* =36 (here and after in code units), for class Xg -

d; =137 and for class Xé) - d; =33.

It should be noted that the use of constructed geometric
approaches to geometric decisive rules significantly
reduces the impact of the diagnostic features dictionary
multidimensionality and the alphabet of recognition classes
on the functional efficiency of machine learning. In this
case, there is no need to retrain the system or change its
structure as in the application of artificial neural networks.
In addition, the construction of decisive rules in the
framework of the geometric approach allows to take
diagnostic solutions in real time, which is an important
condition for functional diagnosis.
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CONCLUSION

The important scientific and technical task of increasing
the functional efficiency of machine learning of the
functional diagnostics system of the HMM electric drive is
solved.

The scientific novelty of the results obtained is in the
development of a new informationally-extreme method of
machine learning of the system of the HMM electric drive
functional diagnostics with parallel-sequential optimization
of control tolerances for diagnostic features of recognition,
which allows to formulate high-confidence decisive rules.
In this, unlike artificial neural networks, the use of geometric
decisive rules formulated within the framework of a
geometric approach significantly reduces the influence of
the multidimensional diagnostic features dictionary and the
alphabet of recognition classes on the functional efficiency
of machine learning. In addition, parallel-consecutive
optimization of control tolerances for diagnostic
recognition features can significantly improve the efficiency
of machine learning, since consistent optimization of control
tolerances occurs in the working domain of the function
information criterion for optimization of machine learning
parameters.

Application of the results obtained allows making
decisions on the current technical state of the HMM electric
drive, to provide timely repair and replacement of its
unreliable nodes and to accumulate archival data for
solving the problem of predictive diagnosis for planning
preventive measures to restore the functional efficiency of
the HMM automated control system.

The decisive rules constructed on the results of machine
learning are not accurate according to the training matrix.
Further studies need to be carried out in order to deepen
machine learning by optimizing other spatio-temporal
parameters that affect system functional efficiency of the
functional diagnostics in further research according to the
principle of delayed solutions for making decisive rules
accurate on the training matrix.
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4AcnipanT kadenpu koM roTepHux Hayk CyMchKOro JepxaBHOro yuisepcutery, Cymu, Ykpaina

ONITUMI3BALIA TAPAMETPIB MAIIMHHOI'O HABYAHHSI CUCTEMHU ®YHKIIOHAJIBHOTI'O JIATHOCTYBAHHSA

EJIEKTPOIIPUBOJY IMAXTHOI NIJMOMHOI MAIIVMHU

AKTyalbHicTh. PO3B’s13aHa akTyanbHa 3ajadya MiABUIIEHHS (YHKI[IOHAIBHOI epEeKTHBHOCTI MAIIMHHOTO HaBYAHHS CHCTEMH (YHKIIOHAIIb-

HOTO A1arHOCTYBAHHS €JIEeKTPOIPHBOMY MIAXTHOI MiTHOMHOI MAaIIHHH.

Meta podoTu — po3pobka MeTony iHGOpMaLiHHOTO CHHTE3y 3aTHOI HaBYATUCS CUCTEMH (PYHKIIOHAIBHOTO IiarHOCTYBAaHHS €IEKTPOINPH-
BOJly LIAXTHOI MiJHOMHOI MAIINHH, SIKHil TO3BOJSIE 3a MOOYIOBAaHUMHM B MPOLECI MAIIMHHOrO HABYaHHS BHPIIIAJbHUMH MPABIIAMA MiABUIIATA

JIOCTOBIpHICTh Ta ONEPATHBHICTh JIarHOCTHYHUX PIllICHb.

Mertopa. 3ampornoHOBaHO METOJ iH(pOPMAaNiifHO-eKCTPEMAaIbHOrO0 MAIIMHHOTO HABYaHHS CHCTEMH (YHKI[IOHAJIBbHOTO AIaTHOCTYBAaHHS €JCK-
TPONPHUBOJY IMIAXTHOI MiJHOMHOI MAaIIMHH, IO IPYHTYEThCS HAa MaKcHMizanii iHpOpManiiHOi CIIPOMOKHOCTI CHCTEMH B Tpolieci il HaB4aHHS. 3a
OTPUMaHUMH B pe3yJbTaTi MAIIMHHOTO HABYaHHS ONTHMAJbHUMHU B iH(opMaluiiiHOMy po3yMiHHI mapamerpaMu rinepcepuyHUX KOHTEHHEPIiB
KJIaCiB po3mi3HaBaHHS MOOYIOBAaHO B paMKax F€OMETPUYHOTO MiJXOAY BHpIIIaibHI NMpaBuia, MPAKTUYHO iHBApiaHTHI J0 6araToBUMIpHOCTI
[IPOCTOPY AIarHOCTHYHHX O3HaK. KpiM TOro, MmiJBHINEHHS ONEPaTHBHOCTI MAIIMHHOTO HABYAHHS CHCTEMH JOCSATAETHCS LUISXOM I1apasielIbHO-
MOCTIJOBHOI ONTHMi3allil KOHTPOJBHUX AOMYCKIB Ha JiarHOCTHYHI O3HaKkH. [Ipy IIbOMY OTpHUMaHIi B MpPOLEC] MapajenbHOl ONTHMI3alil KBa3iomn-
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HEMPOIHO®OPMATHKA TA IHTEJIEKTVYAJIBHI CUCTEMU

TUMaJIbHi KOHTPOJIBHI JIOMYCKH Ha JIarHOCTHYHI O3HAKH BHKOPHCTOBYIOTBCS SIK CTApTOBI MPH IX MOCHITOBHINM onTuMizanii. Sk kpuTepiit onTum-
i3amii mapamMerpiB MalIMHHOTO HaBYAaHHS BUKOPHCTOBYETHCS MoIudikoBaHa iHpopMaliiiHa mipa Kyiabbaka, sika € (GyHKIIOHAJIOM BiJ TOUYHICHHX
XapaKTEPUCTUK JIaTHOCTHYHUX DillleHb.

PesyabraTtn. Po3pobieHo anropuTMidHe Ta IporpamHe 3a0e3NedeHHs MAIIMHHOIO HaBYAHHS CHCTeMH (DYyHKI[IOHAJIPHOTO AiarHOCTYBaH-
HS €IeKTPOIPHBONY IIAXTHOI MiTHOMHO! MalIWHH, SIKe JO3BOJIIE MOOYAyBaTH BHUpIIIANbHI IpaBUiIa U MPUHHATTS BHCOKO JOCTOBIPHUX JiarHO-
CTHYHUX pillleHb NPU (YHKLUIOHYBAHHI CHCTEMH B PoO0OYOMY pEXKUMI

BucHoBku. 3a pesynbpraraMy (Hi3sHYHOTO MOJEIIOBAHHS IIiTBEPIKEHO IPaIe3[aTHICTh 3allPOIIOHOBAHOTO METOIY MAIIHMHHOIO HaBYAHHS i
PO3pOOIEHOr0 MPOrpaMHOro 3a0e3IMeYeHHs] CHCTEMHU (YHKI[IOHAIBHOTO JiarHOCTYBAaHHS €IeKTPONPHBOAY INaXTHOI HMiXHOMHOI MaIlUHU, IO
JI03BOJISIE X PEKOMEHIYBAaTU IJIs PO3B’S3aHHS NMPAKTHYHHX 3a]ad JiaTHOCTYBAaHHS i aBTOMAaTUYHOIO KEPYBAHHS TATOBHMH MalIMHAMHU.

KawuoBi cioBa: iHpopMaliiiHoO-eKCcTpeMallbHa 1HTENEKTyalbHa TEXHOJIOTIs, QyHKIIOHAJIbHE A1arHOCTYBaHHS, MallMHHE HaBYaHHs, iHDOP-
MaliiHUI KpUTepiil, eIeKTPONpPUBO/I, IMAaXTHA MiIHOMHA MallWHa.

Jlos6bim A. C.!, Benuxonusiit JI. B.2, Tpouenko E. B.3, 3umosen; B. N.4

!I-p TexH. Hayk, mpodeccop, 3aBeayomuil kKapeapoil KOMITbIOTEPHBIX Hayk CyMCKOTO TocynapCcTBeHHOTo yHuBepcutera, Cymsl, YkpanHa

2Kanj. ¢pu3.-MaT.HAyK, 3aBEAYIOIMA CEKIMH Kapeaphl KOMIBIOTEPHBIX HayK CyMCKOTO TOCYAapCTBEHHOTO yHuBepcutTeta, Cymbl, YKkpauHa

*Kaup. ¢us.-mar.HayK, JOLEHT, IONEHT Kadeaphl KOMIBIOTEPHBIX HayK CyMCKOTO rocylapcrBeHHOroynusepcutera, Cymbl, YKpanHa

‘AcmiupanT Kadeapbl KOMIBIOTEPHBIX Hayk CYyMCKOTO TOCyIapcTBEHHOTo yHuBepcuTeTa, Cymbl, YKkpanHa

ONTUMU3ALUA MAPAMETPOB MAHIMHHOTO OBYYEHUS CUCTEMbI ®YHKIHIUOHAJIBHOT'O JUATHOCTHUPO-
BAHUSI DJIEKTPONIPUBOJA INAXTHOM MOABEMHOM MAIIWHBI

AKTyaJIbHOCTb. PenieHa akTyasbHas 3ajjada MOBBILIEHHUS (GYHKIHOHAIBHONH 3(D(GEKTHBHOCTH MAIIMHHOTO OOYyYEHHUS] CHCTEMBbI (DYHKIIHO-
HaJbHOTO JIMAaTHOCTHPOBAHUS 3JCKTPOIPUBOJIA MIAXTHOH IMOABEMHON MaIIUHBI.

Heas pa6oThl — pa3paboTka MeTona WH(DOPMALMOHHOTO CHHTE3a 00ydaromiencss cCucTeMbl (YHKIMOHAIBHOTO JHAaTHOCTHPOBAHUS DJICKT-
pOIpPUBOJIA MIAXTHOM MOABEMHONW MAIIUHBI, TIO3BOJISIIONIETO MO MOCTPOSHHBIM B MPOIECCe MAIIMHHOTO OOYyYSHHs PEIIalONIMM IMpPaBHUIaM IMOBHI-
CUTh JIOCTOBEPHOCTb M OINEPATHBHOCTh JMATHOCTUYECKUX PEIICHH.

Metoa. IIpeanoxeno MeToa HHGOPMALMOHHO-3KCTPEMAaIbHOT'0 MAIIMHHOTO OOYYEeHHS CHCTEMBbl (D)YHKIIMOHAJIBHOIO JHArHOCTHPOBAHUS
9JIEKTPOIPUBOJA NIAXTHON MOJBEMHON MalIMHBI, OCHOBAaHHBIH Ha MaKCHMH3alUUd HHQOPMaNMOHHONH COCOOHOCTH CHUCTEMBI B IpoIecce ee
o0yuenus. I1o HONyYeHHBIM B pe3ysibTaTe MALIMHHOTO O0Y4YCHHUs ONTHUMAJbHBIM B MH()OPMALIMOHHOM CMBbICIE MapaMerpaM runepchepuyeckux
KOHTEHHEpOB KJIaCCOB PacCHO3HABAHUS MOCTPOCHBI B PaMKaxX I'€OMETPHYECKOro MOJX0Ja pellaloniue MpaBuila, NPaKTHYECKH MHBApHAHTHBIE K
MOTOMEPHOCTH MPOCTPAHCTBA JAMATHOCTHYECKUX NMPH3HAKOB. KpoMe TOro, MOBBINICHHE ONMEPATUBHOCTH MAUIMHHOTO OOy4YEHHUsS CHCTEMBI J0C-
THUTAETCs MyTEM IapajljIeibHO-TI0CIEA0BATEIbHON ONTUMH3AIMH KOHTPOJIBHBIX JOMYCKOB Ha JMArHOCTHYECKHE NMPHU3HAKU. [IpH 3TOM MOJydeH-
HbIe B Ipoliecce MapaulebHOM ONTUMHU3alUU KBAa3HONTHMAJIbHBIC KOHTPOJbHBIC JIONYCKH HAa JMATHOCTHYECKHE MPHU3HAKH HCIOJB3YIOTCS B
Ka4ecTBEe CTAPTOBBIX MPH UX IOCIEIOBATEIbHOW ONTHMHU3ALMK. B KadecTBe KPUTEPUs ONTUMHU3ALUU TaPaMETPOB MALIMHHOTO OOy4YeHHs
Hcronp3yercs MomubuuupoBanHas uHpopMmaiuoHHas Mmepa Kynbbaka, siBisirornasicss GyHKIIMOHAIOM OT TOYHOCTHBIX XapaKTEPUCTUK THATHO-
CTHYECKHX PEUICHHM.

Pesyabrarsl. Pa3paboTaHo anropuTMHYecKoe W MpOrpaMMHOE OOecredeHre MAallMHHOTO OOYYeHHs CHCTEMbl (PYHKI[MOHAJIBHOTO JHar-
HOCTHUPOBAHHS NEKTPONPHUBOJIA NIAXTHOW MOABEMHON MAIIWHBI, MO3BOJISIOIIEE MMOCTPOUTh PEIIAOIKe NMPaBUiia I IPUHATHS BBICOKOJOCTO-
BEPHBIX JUATHOCTHYECKUX PEUICHUU NMpH (yHKIMOHUPOBAHUY CHCTEMBbI B pabO4YeM peKUME.

BuiBoabl. Pe3ynbraTel pU3HUEcKOro MOJICIMPOBAHUS IMOATBEPKAIOT PabOTOCIIOCOOHOCTh MPEIJIOKEHHOTO METO/Ja MAIIMHHOTO O0y4eHUs
U pa3paboTaHHOTO MPOTrPAMMHOTO OOecrneyeHus CHCTeMbl ()yHKIMOHAJIBHOTO JUAaTHOCTHPOBAHUS IJIEKTPONPHBOAA IAXTHOW MOJBEMHOM
MAIlMHbI, YTO TO3BOJSAET UX PEKOMEHIOBATh JJIS PeLICHHs NMPAKTUYECKUX 3aJad JMArHOCTUPOBAHUS M aBTOMATHYECKOTO YIPABICHHUS TATOBBIMH
MalInHAMH.

KiroueBbie cioBa: nHOOPMAIMOHHO-3KCTPEMalbHasi WHTEIUIEKTYalbHAasl TEXHOJIOTHS, (YHKIMOHATIbHOE AMaTHOCTUPOBAHUE, MAIINHHOE
obOyuenue, MHOOPMAIIMOHHBIH KPUTEPHIA, FIEKTPONIPUBOJ, IIAXTHAS MOJbEMHAas MalIMHA.
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