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ABSTRACT

Context. The task of automation of diagnostic models synthesys in diagnostics and pattern recognition problems is solved. The
object of the research are the methods of the neuro-fuzzy diagnostic models synthesys. The subject of the research are the methods of
additional training of neuro-fuzzy networks.

Objective. The research objective is to create a method for additional training of neuro-fuzzy diagnostic models.

Method. The method of additional training of diagnostic neuro-fuzzy models is proposed. It allows to adapt existing models to
the change in the functioning environment by modifying them taking into account the information obtained as a result of new obser-
vations. This method assumes the stages of extraction and grouping the correcting instances, diagnosing them with the help of the
existing model leads to incorrect results, as well as the construction of a correcting block that summarizes the data of the correcting
instances and its implementation into an already existing model. Using the proposed method of learning the diagnostic neural-fuzzy
models allows not to perform the resource-intensive process of re-constructing the diagnostic model on the basis of a complete set of
data, to use the already existing model as the computing unit of the new model. Models synthesized using the proposed method are
highly interpretive, since each block generalizes information about its data set and uses neuro-fuzzy models as a basis.

Results. The software which implements the proposed method of additional training of neuro-fuzzy networks and allows to re-
configure the existing diagnostic models based on new information about the researched objects or processes based on the new data
has been developed.

Conclusions. The conducted experiments have confirmed operability of the proposed method of additional training of neuro-
fuzzy networks and allow to recommend it for processing of data sets for diagnosis and pattern recognition in practice. The prospects
for further researches may include the development of the new methods for the additional training of deep learning neural networks
for the big data processing.

KEYWORDS: data sample, diagnosis, additional training, neuro-fuzzy model, parameter, membership function.

ABBREVIATIONS €3 1s a minimum acceptable change in the value of
BPSad is a back propagation for additional training the criterion J:
based on sample Sy ; M is a number of features in the sample of observa-
BPS is a back propagation for re-training based on tions S;
sample S; Umin 1S @ parameter that determines the minimum ac-

MATDNFM is a method for additional training of the

. . ceptable membership degree of the instance § to the
diagnostic neuro-fuzzy models; p b deg new

NFN is a neuro-fuzzy network. set S'=< P’ T'> of data on the basis of which the cor-
recting block NB was synthesized,;
NOMENCLATURE Npg is a number of model NFN rules;
byj is a parameter of the membership function; P is a set of features (attributes) of observations in the
|CS’| is a number of instances csg of the set CS’; given sample;

. . . is a value of the m-th feature (attribute) of the g-
CSmgq is @ m-th coordinate of the g-th instance Pam ( ) a

th observation;

' r.

Csq €S pm(snew) is a m-th coordinate of the evaluated in-
Cpj is a m-th coordinate of the center of the j-th  stance Spey €S ;

cluster Cj; Q is a number of observations in the given sample of

observations S;
Round(a) is a function that returns the result of
€min 18 @ minimum acceptable difference between the  rounding the number a to the nearest larger integer;

real and model values of the output parameter; S is a sample of observations (training sample);

dmj is a parameter of the membership function;
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1, 1s a value of output parameter of the g-th observa-

tion;
t;[ is a measured value of the output parameter of the

g-th instance sy of sample ' =<P",T">;

tél (NFN ) is a value of the output parameter of the g-th
instance s:] of sample S’ =< P',T' >, calculated by sub-
stituting the measured values of the input attributes py,,

of the g-th instance in the model NFN ;
T is a set of output parameter values;

Igmod 18 @ model value of the output parameter of the

g-th instance cs,, calculated from the synthesized model

YNBj 5

ug; is a value of membership function of the g-th in-

stance csy to the j-th cluster;

Wy, 1s a customizable parameter of the function

YNBj -

INTRODUCTION
During operation of intelligent diagnostic systems,
new information about diagnosed objects arises. In doing
so, the information newly obtained from the measure-
ments of the diagnosed objects can significantly contra-
dict to the existing diagnostic models built on the results
of previous observations. In such cases, it becomes neces-
sary to re-synthesize diagnostic models using the data

from previous and new measurements.

The object of study are the methods of the neuro-
fuzzy diagnostic models synthesys.

However, when working with big data, the time for re-
synthesis of such models can be significant, which in
some cases is unacceptable. Therefore, during the opera-
tion of diagnostic systems, the task of adapting trained
models by modifying them, taking into account the in-
formation obtained as a result of new observations, is
relevant.

The subject of study are the methods of additional
training of neuro-fuzzy networks.

The purpose of the work is to create a method for
additional training of neuro-fuzzy diagnostic models.

1 PROBLEM STATEMENT
Suppose we have:
1) a sample of data S =<P,T >, containing Q in-

stances, each of which is characterized by the values of
the parameters pgi, pgr, ..., pgy and the output pa-
rameter lys

2) a neuro-fuzzy model NFN = NFN! (struct, param)
synthesized from a set of observations S =< P,T > with
a definite structure struct (a set of computational ele-

ments connected in a certain way) and set of parameters
param = param(strucz);

3) adataset S'=< P',T' > obtained as a result of new
Q' measurements of the object being examined (diag-

nosed).
Then it is necessary to synthesize the new model

NFNN = NFNN! (structN, paramN) by modifying the
existing model NFN(struct, param) taking into account
the new data S’ =< P',T'> in such a way that an accept-

able value of the specified quality criterion G of the neu-
romodel NFNN: G(NFNN,SUS')— min is provided.

For example, a minimum of recognition error (in prob-
lems with a digital output 7) or a minimum mean-square
error (in the case where the output parameter 7 can take
real values from a certain range 7 € [tmin;tmax]) can be

used as the target criterion G for additional training neu-
ral-fuzzy models.

2 REVIEW OF THE LITERATURE

The additional training of diagnostic and recognition
models built in the form of neural-fuzzy networks usually
involves the modification of the existing network by in-
cluding (adding) information about new observations to it.
Such information is added to the constructed network in
the form of new rules, represented by so-called singletons.
This approach is simple enough to implement. However,
in the case of a significant number of new observations,
the application of this approach is little effective. The
reason is that in this case the structural and parametric
complexity of the network is significantly increased (each
new observation, in fact, is added to the network in the
form of a new rule), and its generalizing capabilities are
also reduced.

Another approach involves a complete reorganization
of the structure and parameters of the network with the
appearance of new essential information about the objects
under study. Consequently, the already synthesized model
is re-trained on the basis of available S =<P,7 > and

new S'=<P.T'> information. When processing big

data, re-training the model is also undesirable, since this
process takes a lot of time and requires a large amount of
computational resources.

Therefore, it is advisable to develop a new method for
adapting trained neural-fuzzy models to changing the
functioning environment by modifying them, taking into
account the information obtained as a result of new ob-
servations.

3 MATERIALS AND METHODS
In the developed method of training the neuro-fuzzy
models, it is proposed to correct the existing model
NFN! (struct, param) by introducing additional structural
computational elements that take into account the attrib-
utes of the new data set S' =< P',T' > .
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In the proposed method, the first step is to extract the
correcting instances from the sample S’ =< P',T' > . Cor-

rective instances cs/, will be considered those observa-

q
tions of the sample S’ =< P',T' >, diagnosing them using
the existing model NFN (struct, param) leads to incorrect
results. Consequently, the diagnosing model NFN used
needs to be adjusted precisely with the help of instances
cSq -

Therefore, to construct a set of corrective instances

CS', all sample S'=<P',T"> instances s are passed

through the model NFN , as a result of which the value of
the output parameter té/ (NFN ) of each g¢-th instance of

sample S’ =< P',T' > is calculated. Then, the real 1y and
model ¢, (NFN) values of the output parameter are com-
pared:

|t;1 -t (NFNH >E (1)

Condition (1) is used in solving estimation problems
(for continuous values of the output parameter 7). When
solving recognition problems (with discrete values of the
output parameter 7) the following condition is used:
t;, #1,(NFN).

When the above conditions are met, the g-th instance
sy of sample S"=<P",T"> is counted as corrective and

entered into the set CS': CS'= CS'Us;]. Thus, as a re-

sult of the step of extracting the correcting instances,
those instances of sample S’ =< P',T’ > that are similar
to the instances of the original sample S=<P,T > are

excluded from further consideration and, therefore, do not
affect the quality of recognition or estimation by model
NFN .

Later, instances cs'q of set CS’ can be used as single-

tons in constructing a new block
NB(structNB, paramNB), introduced along with the al-
ready existing model NFN(struct, param) in the new
model NFNN = NFNN| (stmctN , paramN )

However, when processing big data, the number of
set's CS’ instances can be significant, which will lead to
a significant increase in the structural and parametric
complexity of the new model NFNN . In addition, many
instances of the set CS’ can be close to each other in the
attribute space and, in fact, be similar. Therefore, includ-
ing all instances cs; € CS" as rules for a new model

block can also lead to a loss of its generalizing abilities.
Accordingly, before building a block NB, it is advis-
able to perform the step of grouping the correcting in-
stances of the set CS” with the selection of the most sig-
nificant of them cslnfq' , concentrating around themselves

a certain number of similar closely located specimens.

To do this, it is suggested to perform cluster analysis
of the CS’set's instances in the attribute space P . The
number of clusters Ny in the developed method is de-

termined in proportion to the number of rules Ny in the
existing model NFN , as well as the proportion of in-
stances |CS '| of the set CS’ in relation to the number of

instances Q intheset S =<P,T > (2):

o)
NC[ = Round ?NR . (2)

After determining the number of clusters Ny, the ini-
tial partitioning of instances cs, € CS" over clusters is

centers
where

performed. For this, a set of cluster
C={C.Cy.....Cnc1} is defined,

C;= {Clj,Czj,...,CW} is the center of the j-th cluster,
Jj=L2,...N¢;. The centers C j can be selected randomly

among instances cs,, of the set CS ". Tt is also possible to

create a set C= {Cl,Cz,...,CNC/} taking into account the
spatial arrangement of the instances csy € CS'. For this,

an instance cs;, is first randomly selected from CS’,

which is considered the center of the first cluster

Cy = {¢s} 3¢Sy nCS)ye - Then, as the center of the sec-
ond cluster C,, the instance cs;, most remote from the
instance cs, is selected. The center of the third cluster C5
is selected in such a way that it is as far away from the
centers of the first and second clusters. This procedure
continues until Ny is formed. With a large value Ny,
this approach will be associated with the need for com-
plex calculations due to the search for instances character-
ized by the greatest distance to the current set of already
defined cluster centers. Therefore, this approach is advis-
able to apply for small values of the number of clusters
N¢y or to combine it with an approach that involves the
random  formation cluster centers
C = {C19C2""’CNCI} .

Then, the generation of elements u,; determining the

of multiple

’

q

C; is performed. In contrast to the method of fuzzy c-

means used as a basis, in the developed method, when
creating the initial division of the instances, the genera-
tion of elements u,; will be performed not randomly, but

membership of the g-th instance cs, to the j-th cluster

taking into account the location of the instances

csy € CS' in attribute space P . For this, the distances

D(cs'q,C j) from the instance cs(']

each cluster j=1,2,...,N¢; are determined. As a metric

to the center C Ji of

for determining the distance D(cs;,C j ), we can use the

Euclidean metric (3):
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%(cs,’nq - Cm~)2 . (3)

m=1

D(cs('],Cj):

The membership u,; of the g-th instance cs; to the j-

th cluster C; is calculated by the formula (4):
-1

Ney D(cs',C~) mp-1
ug =| Y, £ : )
4 ,
JA=1 Dcsq,CJA

In the case where the instance cs;] is the center of the

J-th cluster C; (D(csél,C j):O), then it is established:
Ugj =1, UgjA =0,\V/JA¢j.

Further, according to the formula (5), the value of the
function J (R(i),u(i ),C(i )) determining the quality of the
fuzzy partitioning RY in the i-th iteration of the cluster
analysis is calculated:

CS'INg
i i j 2| o

J(R(’),u(’),C(’))z > Z(quyy’pD (csq,Cj). (5)

g=1 j=1

After that, the criteria (6) and (7) of the completion of
the cluster analysis procedure are checked:

‘ I (R(i),u(i),C(i))— J(R(i),u(i),cml <e; (6

i > maxlterCIA. (7
In this case, inequality (6) reflects a condition, the ful-
fillment of which characterizes too small a change in the
value of the target function J (R(i),u(i),C (i)), and accord-
ingly, the inexpediency of further searching for the opti-
mal partition RY . Condition (7) displays the situation
when the current number of iterations reaches the maxi-
mum allowed value maxlterCIA . 1f both conditions (6)
and (7) are not fulfilled, the new values of the coordinates
of the cluster centers are determined using formula (8):
cs’
Z <qu y"p CSimg
q=1
Coj =g ()

Z::1 (”qi )mp

Then, using the formulas (3)—(5), a new fuzzy parti-

tion RV is searched (allocation of accessories u;).
This procedure is repeated until at least one of the condi-
tions (6) or (7) is satisfied.

Consequently, as a result of the step of grouping the
correcting instances, a plurality of cluster centers

C ={C1,C2,...,CNC/} and a plurality of cs instance at-

tachments u_; are formed to the respective clusters.

9
After grouping the correcting instances, the stage of
construction of the correcting block NB is performed.

In case the modifiable model NFN(slruct, param)
uses as a basis a neuro-fuzzy ANFIS network, then the
structure of the correction block NB will also be based on
the ANFIS network. The graphic representation of the
correcting block NB is shown in Fig. 1.

In this case, the number Nppp of nodes of the second
layer corresponding to fuzzy rules in the correcting block
NB is proposed to be taken equal to the number of clus-
ters (rules) allocated in the previous step: Npyg = N¢y.

Given the nature of calculating parameter N¢; in the
proposed method, the number of NB-block rules Npyp
will be proportional to the number of rules Ny in the

existing model NFN , as well as the proportion of in-
stances |CS’| of the set CS’ in relation to the number of

instances Q in the set S =< P,T >. Therefore, the struc-

tural complexity of the correcting block Npzyg will be

proportional to the analogous value of the original model
NFN and the proportion of new instances of the CS’ set.

Neural elements of the first layer that determine the
membership degree of the value of the input parameter
Pm to the corresponding fuzzy term  fi,,;

(j=L2,...,Ngyp) are connected with the corresponding
nodes of the second layer. Thus, in aggregate, the nodes
of the first and second layers form antecedents of fuzzy
rules NR;.

The information obtained at the previous stages of the
developed method of additional training the neural-fuzzy
models (a multiplicity of correcting instances CS’, a mul-
tiplicity of cluster centers C = {Cl,Cz,...,C NCI} and a

r

q
sponding clusters) will be used to determine the configur-
able parameters of  membership functions

p_g\%mj (m=12,.,.M, j=12,.,Ngyg). As functions

multiplicity of instance cs; accessories uy; to the corre-

u%;mj that determine the membership degree of the val-

ue of the m-th input parameter p,, to the j-th fuzzy

term fi,,; in the correcting block NB, we use the mem-

bership functions (9):
(pm - bmj)2

2d,,;*

Mg&’}?m]( m): eXp| —

®

As a parameter b,

m,

(m=1,2,..M,

j=L2,...Ngyp), that determines the shift of the center
of the function relative to the center of coordinates of the
characteristic axis p,,, we will use the m -th coordinate

of the j-th center C; from the set

J
C= {Cl,Cz,...,CNC/} formed in the previous step.

cluster
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Figure 1 — Graphical interpretation of the correcting block NB when modifying models NFN using as a basis a neural-
fuzzy ANFIS network

As a parameter d, ;, we will use the standard devia-

mj >
tion of the correcting instances cs, € CS’ relative to j -th
center of the cluster C; along the m-th characteristic
axis. It also takes into account the membership u,; of g-

th correcting instance cs; € CS' to j-th cluster C;:

| oS '
dyj = W(El”qj(csmq_cmi)z : (10)

Using formulas (10) and (11) to define custom pa-
rameters b, and d,; membership functions pg%mj, in

the process of evaluating new instances S,,,, €S using
the correcting block NB, activate those fuzzy terms fi,;

that together (m =1,2,..., M ) correspond to certain clus-
ters C; (NR; fuzzy rules).

. . 1 .
Having determined Mgvgimj with account of the calcu-
d
values of the outputs of the second layer of the network

p(]\%}gj that determine the degree of fulfillment of the j-th

lated estimates b, it is possible to calculate the

mj > “mj >

rule NR;, according to the formula:

an

The nodes of the third layer determine the relative de-
gree of fulfillment of the j-th rule NR; :

M
“S\%t)?j (Snew) = ﬂ H%mj (pm (Snew )) :
m=1

(2)_(S )
3) (S ): KU NB; \Snew
HNBj new Neng ' (12)
2 (Spen)
2 Mgss Snew
JB=1
Neural elements of the fourth layer u%gj

(j=L2,..,Ngyp) correspond to functions yyp; that
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determine the value of the network output in the case of
the operation of the corresponding rule NR; . Thus, each

j-th node of the network determines the contribution of
the fuzzy rule NR; to the common output of the network

Yng- Functions yyp;, as a rule, are represented in the

form of a linear regression, therefore, the values of the
outputs of the nodes of the fourth layer p(4) can be cal-

culated from the formula (13):

ug\é}i)?j( new) “Ssz?j(slzew)yNBj(Slzew) =

8] St

It is assumed that po(snew)zl, and wp; coefficient

(13)

corresponds to the value of the free linear regression term
(13). The function yyp; can be simplified as follows:

M
YNBj = ZW mjPm - More complex nonlinear dependen-
m=0

cies can also be used as a basis of functions yyp; .
Therefore, in order to synthesize a correcting block

NB, it is necessary to restore the functions yp; , having

determined the values w,,; of the adjustable parameters

for this.

To determine the values of parameters w,,; in the de-

veloped method, it is proposed to use 1nformat10n not
only about the values of the coordinates of the correcting
instances cs,'] e CS', but also information on their mem-
bership degree u,; to each of the clusters C/; (in fact, the
NR;) the
C= {CI,CZ,...,C NCI}' This will take into account the im-
e CS' for restoring the

fuzzy rule determined by centers

portance of the instances csy

functions yyp; corresponding to clusters Cl;, and in

determining the w,;

increase the contribution of those specimens that are char-
acterized by high estimates of the membership degree of
ug; to the cluster C/;.

parameters of the function yyp;,

There are two approaches to determine the parameter

Wij values.

The first approach involves building models yyp; on

the basis of corrective instances cs/ with the maximum

q

estimates u,; of membership to the corresponding clus-

9

ters Cl;. For each cluster Cl/; (NR; rule), the instances

cs’q are selected. So, it is

considered that the instance csél

Clj(csy €Cl;) when the condition uqi:max(uq]«) is

with the largest values of u;

belongs to the cluster

met. If this condition is met, then the instance cs is add-
ed to the set Set J
Set j = Set ; chq.

Set ; , the function yyp; is restored using the known pa-

of instances related to the cluster CI IE

Further, using instances of the set

rametric synthesis of models.
The second approach involves the use of all instances

csy of the set CS’ to construct all models yyg; . When
restoring the function yyp; that determines the output of

Jj-th node of the fourth layer of the correcting block NB,
all instances cs; € CS" are used, and also the membership

ug; of each of them to j-th cluster CI; (rule NR)) is tak-

en into account.
In the process of restoring the function yyp; as the

objective function E, we will use the function (14),
which is a modified mean-square error function:

> uq/-(tq —lqmod)z .
q=1
The model value 7,44 of the output parameter of the

J :W (14)

g-th instance cs;, is calculated from the synthesized mod-

q
el yNB] :

fgmod :yNBj(CS/) Z m/(pm(cséz))‘ (15)

This function, in addltlon to the deviation between the
actual 7, and model value 7, ,,q of the output parameter

e also uses information about the

¢ of this instance to j-th cluster C/; as an

of the instances cs,
membership u
estimate of the importance of the instance cs(’I for restor-
ing the function yyp; .

Substituting (15) into (14), reducing obtained ex-

. . 1 L
pression by a multiplier |— and taking into account

Cs'|
that p,, (cs ) Pgm » We obtain the objective function of
the form (16):

cs| M 2
E; zuq/[q ZWMJpqm} =
q=1

(16)

\CS\

M 2
( )2 2u Zwmqum+u [Zwmqumj

m=0
To determine the values of adjustable parameters w,,; ,

find their values at which optimum target criterion
E; —opt is reached. To do this, define the partial deriva-

tives by the parameters w,

mj Of the target criterion E; as

functions of several variables: E; = E; (wo oW wMj), then

solve the system of equations (17):

© Oliinyk A., Subbotin S., Leoshchenko S., Ilyashenko M., Myronova N., Mastinovsky Y., 2018

DOI 10.15588/1607-3274-2018-3-12

111



e-ISSN 1607-3274 Papioenexrponika, inpopmaruka, ynpasainsas. 2018. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018. Ne 3

aE]. Performing further transformations, obtain that the m-
8w. _ =0, m=0,12,..M. (17)  th equation of system (17) can be written in the form (19):
mj
Expression (17) is a system consisting of (M +1) lin- (&Y s’
ear equa‘tior‘ls of the form (18) Wo Z(qupqmpq0)+ Wi Z(qupqmpql )+
OF: CS'| M q= q9=
J , , (19)
v = Z [—Zqutqpqm +2qupqm{ ZwmqumB =0 (18) lcs lcs
mj  g=1 m=0 F Wy zl(“qipqmqu): zl(qutqpqm)
cs’ 9= 9=
Z(qupqm(WijqO'FW]qul +""+WA/(quM)): ) ] )
or g=1 Substituting the values m=0,1,2,..,M in (19), we
|cs’ ( l obtain a system of linear algebraic equations (20):
:Zu-tp m=0,1,2,..,.M.
q] q qm b 9 b
q=1
cs' cs’ cs’ cs'
w0 2 (ugipgopgo 1w Xt pgopg ot wiy 3 lugipgopaar )= Xty pgo):
gq=1 g=1 g=1 gq=1
|cs’ cs’ |cs’ |cs’
Yo Z(”qipqlpqo)+ M Z(”quqlpql)+""+wﬁffj' Z(”qipqlqu): Z(”qitqpql); 20)
g=1 q=1 g=1 g=1
‘CS" ‘CS" ‘CS" ‘CS'
o gyt Pgo 1w g grs P Vet wagy X lugipgnt paar )= 2t pone )
g=1 g=1 g=1 g=1

Further, solving the system (20) by the known meth-  correcting block NB can be calculated from formula (13).
ods of linear algebra, the required values w,,; are found. Then, the total output of the block NB (21) is calculated:

As noted above, not only linear functions of the form Nryp (4) ( )
Snew *

yNB(Snew): z “NBj (21)
j=1

M
(ynpj = Zij Pm ), but also more and more complex
=0 Then, the stage of combining the existing model

nonlinear dependencies can be used as functions yyp; . In ~ NFN and the correcting block NB is performed. At this
stage, the information about the data sets S =<P,T >
and S'=<P',T">, approximated by the model NFN
. . _ _ and the correcting block NB, is generalized, respectively.
functional (14) using known gradient (in the case of func-  The modified model NENN by adding the correcting
tions yyp; that are differentiable) or stochastic methods. block NB to the existing model NFN(stru ct, p amm) is
After determining the values of the adjustable parame-  shown in Fig. 2.
ters w,,; of the functions y,p; , the values of the outputs

m

such cases, the search for configurable parameters w,,; of

ynp; function is performed by optimizing the target

”%l)?i of the neural elements of the fourth layer of the

Pr— Existing model Ynen
) NFN (struct, param)
y
Correcting block -
NB H(Ai;j
Puy—

Figure 2 — Graphical interpretation of the modified model NFNN

© Oliinyk A., Subbotin S., Leoshchenko S., Ilyashenko M., Myronova N., Mastinovsky Y., 2018
DOI 10.15588/1607-3274-2018-3-12

112



e-ISSN 1607-3274 PagioenekrpoHika, inpopmaTuka, ynpasminas. 2018. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018. Ne 3

To evaluate the value of the output parameter t(snew)
of a new instance s, € S using the model NFNN mod-

ified (adapted to the new conditions) based on the new
data S'=<P',T'>, it is proposed to use the formula
(22):

NRNB

Yy NB(S}’IEW)’ U “5\211)3/ > Umins
=1

t (snew) =) NFNN(Snew) = (22)

Nrng
Y NFN(Snew)’ U HS\%%] < Hmin-
=1

As can be seen, if the new instance s,,,, €S is char-
acterized by a sufficiently large degree of belonging

NRNB
( U pg\% > Wmin) to the rules NR; of the correcting
j=1
block NB (accordingly, to clusters CI; synthesized on
the basis of a new data set S'=< P',T' >), the final value
ynENN 1s calculated using the correcting block NB.

Otherwise, it is considered that the instance s,,,,, is more
relevant to the source set S =<P,T >, and the value

yNENN 1s taken equal to the output value yypy by the

model NFN base.

It is important to note that the proposed approach to
the construction of correcting blocks NB allows to syn-
thesize and introduce into existing models new blocks
with the appearance of new information S'=<P',T' >,

the diagnosis of which leads to incorrect results of the
model NFNN . Thus, the model shown in Fig. 2, can be
consistently expanded by adding new blocks NB that
generalize information about new observations of the in-
vestigated objects.

Consequently, the proposed method of additional
training the neuro-fuzzy diagnostic models allows to
adapt existing models to the change in the functioning
environment by modifying them taking into account the
information obtained as a result of new observations. The
proposed method assumes the stages of extraction and
grouping of correcting specimens, diagnosing with the
help of the existing model leads to incorrect results, as
well as the construction of a correcting block that summa-
rizes the data of the correcting instances and its introduc-
tion into an already existing model. When determining the
adjustable parameters of the correction block in the de-
veloped method, it is proposed to use information about
the values of the coordinates of the correcting instances,
as well as information on the degree of their membership
to clusters in the feature space (and, accordingly, to the
fuzzy rules presented in the correcting block). This allows
one to take into account the importance of corrective in-
stances for restoring the functions of the fourth layer of
the correcting block and, when determining custom pa-
rameters, to increase the contribution of those specimens

that are characterized by high estimates of membership
degree to a particular cluster.

Using the proposed method of additional training the
neural-fuzzy diagnostic models allows not to perform the
resource-intensive process of re-constructing the diagnos-
tic model on the basis of a complete set of data, to use the
already existing model as the computing unit of the new
model. In addition, models synthesized using the pro-
posed method are highly interpretive, since each block
generalizes information about its data set and uses neuro-
fuzzy models as a basis.

4 EXPERIMENTS

For testing the effectiveness of the developed method
training of neuro-fuzzy models training, the problem of
constructing diagnostic models for predicting the health
status of patients with hypertension was solved [30].

Hypertension is a widespread disease that can threaten
the life and health of the patient [30]. The nature of the
course of hypertension is influenced by various factors
(weather and climatic conditions, concomitant diseases, as
well as the state of health in previous moments) [30]. In
order to prevent significant pressure surges that can cause
deterioration of the patient’s condition, and possibly lead
to death, it is necessary to predict the development of hy-
pertension in the short term (for the next half of the day or
day). This will allow timely implementation of preventive
measures related to the intake of necessary medicines to
prevent the expected negative consequences.

For prediction the health of a patient with hyperten-
sion, it is necessary to have a model that will be unique
for each individual patient. Building such a model re-
quires processing a large array of observations distributed
over time.

Thus, since such a disease is of an individual nature
[30] (the features of the disease are different for each pa-
tient as a result of which for each patient it is necessary to
synthesize its own unique diagnostic model) and in con-
nection with obtaining new information about the course
of the disease over time, there is a need for periodic ad-
justment (additional training) of existing models for indi-
vidual prediction of the patient’s condition on the basis of
constantly growing arrays of observations.

The initial sample of data on the state of health of a
patient with hypertension was obtained in Zaporizhzhia
(Ukraine). The sample S =< P,T > included observa-

tions from 2004 to 2014, where each sample was a set of
data characterizing the patient’s condition at a certain part of
the day.

As objective clinical and laboratory features were
used: p; is observed blood pressure (systolic and dia-
stolic, mmHg); p, is a pulse (beats per minute (BPM));
data on medication ( p; is an Amlo (0 is for patient that
do not take medicines, 1 is for patient take medicines),
p4 1is an Egilok (0 is for patient that do not take medi-
cines, 1 is for patient take medicines); ps is a Berlipril (0
is for patient that do not take medicines, 1 is for patient
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take medicines)). As subjective features used characteris-
tics of health ( pg is the presence of premature heart beat

(0 is present, 1 is absent), p; is the presence of headache
(0 is present, 1 is absent), pg is the presence of neck pain
(0 is present, 1 is absent), pg is the presence of pulsation
(0 is present, 1 is absent), p;q is the presence of pain in
the left side (0 is present, 1 is absent), p;; is presence of
pain in the heart (0 is present, 1 is absent), p;, is lack of
air (0 is present, 1 is absent), p;3 is presence of stomach-
ache (0 is present, 1 is absent), p;4 is general weakness

(0 is present, 1 is absent)). As meteorological characteris-
tics used [30] ( py5 is an air temperature (°C )), pj¢ 1S an

atmospheric pressure (mmHg), p;; is type of cloud cover

(0 is not cloudy, 1 is small cloudy, 2 is cloudy, 3 is over-
cast), pg is the presence of thunderstorms (0 is present,

1 is absent), pjo is wind direction (0 is a windless, 1 is a

northern wind, 2 is a northeasterly wind, 3 is a easterly
wind, 4 is a southeasterly wind, 5 is a southern wind, 6 is
a southwesterly wind, 7 is a westerly wind, 8 is a north-
westerly wind), p,( is a wind speed (m/s), p,; is a solar

phenomena data (Mg II index). As characteristics of time
were used: date (year, month, day), identification of the
day of week ( py,), time (hour) of observation ( py3),
identification of the part of day (0 is a morning, 1 is an

evening) ( py4 ).

The observations obtained by the method of “Short-
time transform” were used to form a sample to solve the
problem of qualitative forecasting of the patient’s condi-
tion for the next second half of the day according to the
previous observations: as input features were used data
for the previous (morning and evening) and the current
day (morning), and as an output — the patient’s condition
in the evening in the current day (0 — normal, 1 — aggrava-
tion of symptoms, accompanied by an increase in blood
pressure).

To carry out experiments on the researching of the de-
veloped method additional training of neuro-fuzzy diag-
nostic models the training sample S=<P,7 > was di-

vided into two parts, the first S;,. of which was used for
training (synthesis) of the
NFN = NFN(struct, param), and the second S,

additional training of the already synthesized model
NFN in order to obtain a new model

model
— for

NFNN = NFNN (structN, paramN). 1t is worth noting
that the following conditions were met when splitting the
sample S=<P,T>: S5, US,;=S and S,, NS,y =9

Let the variable ® represents a relationship (23) of the
cardinality of the sets S,; and §,,.:

o= . (23)

The higher the value of the variable ®, the more new
observations appeared after the previous construction
(reconstruction) of the model NFN .

In the process of experimental studies will be applying
different methods and approaches to the training of the
constructed models at different values of the variable o :

— additional training of the synthesized neuro-fuzzy
model NFN using sample S,; by the Backpropagation
method (BPSad) [1, 2]. In this case, the parameters of the
existing model NFN , pre-synthesized by sampling S,
were used as the initial parameters of the new model
NFNN ;

— re-training of the neuro-fuzzy model using the data
of the combined sets S,. US,; =S (BPS);

— using the developed method for additional training
for finishing the diagnostic neuro-fuzzy models
(MATDNFM). Herewith, the finish of the model was
performed on a sample S,;, base model NFN was syn-

thesized based on a sample S, .

As criteria for comparison the methods additional
training of the neuro-fuzzy models shall be using:
— training time ¢,; is an amount of time that was

spent on building the model NFNN (without taking into

account the time that was used to synthesize the base
model NFN );

—error Eg of the model NFNN on the sample data
S=<P,T>;

—error Eg,. of the model on the sample data ;

—error Eg,,; of the model on the sample data ;

—model error E; on test data (observation data not re-
flected in the sample S =< P,T >).

5 RESULTS
The results of the experiments are given in table 1.

Table 1 — The results of experiments on the study of methods of neural-fuzzy networks training

. % Laq ES EStr ESad Et
| BPSad | BPS M’;IADN BPSad | BPS M?I/IDN BPSad | BPS MAI‘:I/IDN BPSad | BPS M?—I{/IDN BPSad | BPS M?:"Il\“/[DN
1 0.8139 | 82.632 | 0.6918 | 0.0936 | 0.0296 | 0.0296 | 0.0945 | 0.0299 | 0.0299 0 0 0 0.1756 | 0.0572 | 0.0555
10 7.4727 | 82.632 | 6.7255 | 0.0591 | 0.0296 | 0.0296 | 0.0649 | 0.0270 | 0.0324 0 0.0556 0 0.1109 | 0.0572 | 0.0555
20 13.7 | 82.632 | 11.645 | 0.0542 | 0.0296 | 0.0296 | 0.0592 | 0.0237 | 0.0237 | 0.0294 | 0.0588 | 0.0588 | 0.0637 | 0.0572 | 0.0555
50 27.4 | 82.632 | 20.824 | 0.0443 | 0.0296 | 0.0345 | 0.0519 | 0.0296 | 0.0296 | 0.0294 | 0.0294 | 0.0441 | 0.0521 | 0.0572 | 0.0647
100 41.1 | 82.632 | 25.893 | 0.0345 | 0.0296 | 0.0345 | 0.0294 | 0.0294 | 0.0294 | 0.0396 | 0.0297 | 0.0396 | 0.0406 | 0.0572 | 0.0647
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6 DISCUSSION
Table 1 shows that the additional training time ¢, ,
that was spent on the construction of the model NFNN
using the method of BPS is constant (¢,; =82.632 sec.)

and does not depend on the value of the variable @, be-
cause before training the neuro-fuzzy network with this
approach is performed by using the entire data sample
S =< P,T > and does not depend on its division into the
sample S,., which was used to train the basic model
NFN , and the sample S,; for the additional training of
the already synthesized model NFN (building a new
model NFNN . It should be noted that for small amounts
of data (a low number of instances of the training sample
S =< P,T >), the synthesis time of the model is accept-
able. However, the use of this approach in the processing
of BPS large data sets for the restructuring of the already
synthesized models is undesirable, and in some cases im-
possible, because the process of learning (re-training) will
require significant time and hardware resources of the
computer.

The additional training time ¢,; in the case using the

method BPSad depends on the value of the variable ®
(changes from 0.8139 sec. with @ =1% to 41.1 sec. with
®=100% ) due to the fact that a reduced sample S,; is
used as the sample for which the neuro-fuzzy model is
being trained. Similar results shows the proposed method
MATDNFM. However, the additional training time a few
below (changes from 0.6918 c. with ®=1% to 25.893 c.
with ©®=100%) compared to additional training time
with using BPSad. This is conditioned by the fact that the
proposed method is pre-grouping of new instances, there-
by significantly reducing the number of new rules that are
introduced in the neuro-fuzzy diagnostic model, and this,
in turn, reduces the number of configurable parameters
and, accordingly, the time of model learning.

The error Eg on the sample S =< P,T > for the BPS

method is constant ( E¢ =0.0296) and such, which does
not depend on the value of the variable ®, because the
additional training (re-synthesis of the model) is per-
formed throughout the data sample S=S,.US,;. The
error Eg for the BPSad method is slightly worse in com-
parison with the BPS (especially at low values of ®:
E¢=0.0936 with ©=1%, Eg¢=0.0345 with
®=100% ), because a reduced sample S,; is used for
additional training , which is only a certain part of the
sample S=<P,T >. As can be seen from the table, the
error Eg for the BPSad method decreases with increasing
value of . This is conditioned by the increase in the
sample §,; share relative to S=<P,T > the increase
. It is worth noting that in solving practical problems
the number of new data (value of ®) is usually signifi-

cantly lower than the amount of initial information (sam-
ple S=<P,T >). This confirms the expediency of using

the proposed method, in which the error Eg on the sam-
ple S=<P,T> is almost unchanged (does not signifi-
cantly depend) when the value of the variable » change
and is commensurate with the magnitude of the error Eg
using the BPS approach. This is due to the use of formu-
las (22) to calculate the values of the output parameter 7,
which takes into account both the preliminary compilation
of data samples S;,. in the form of the underlying model
NFN (output parameter value #(s) is calculated according
to the basic model NFN in the case that the instance s has

NRNB
low degree of belonging [ J “S\%l)?j < Umin to the rules of

Jj=1
the new structural element of the model in the form of the
correction unit) and a new data sample S,;, summarized
in a correcting block NB (the value of the output parame-
ter #(s) is calculated by correcting block NB in the case, if
the s instance is characterized by a high degree of belong-
NRNB

ing U HS\%};j >Wmin to the rules of the new structural
j=1
element).

The error Eg, value on the sample S,. for the BPS
method (ranges from 0.0237 to 0.0299) is similar to the
error value Eg . The error Eg, calculated on the basis of
the sample S;. using the model built using BPSad me-
thod is high enough for small values of the variable ®
(Egy =0.0945 with ©=1%, Eg, =0.0649 with
0=10%, Eg, =0.0592 with ®=20%). This is an un-
acceptable result, which is justified by the using of sample
S,q instances when building a new model NFNN. Error
Eg, when using the method MATDNFM is quite low,
including at small values of the index o ( Eg, =0.0299
with  ©=1%, Eg. =00324 with ©=10%,
Eg, =0.0294 with ®=100% ). Such values Eg; con-

firm that the proposed method is appropriate to use at low
values of ®, that is, in cases where the volume of new

information S,; about the objects or processes is signifi-
cantly lower than the amount of available information S,
that was used to build the basic model of NFN.

The table shows that the value of the error Eg,; cal-
culated on the basis of the sample S,; at small values of
the variable ® (1% and 10%) is zero for all methods (ex-
cept for the value Eg,; =0.0556 for the BPS method

with © =10% ), what indicates their ability to implement
new data into the existing model. However, comparing
the values of the values Eg,;, Eg, and Eg, we can
conclude that the method BPSad, in contrast to the pro-
posed method MATDNFM, loses its ability to approxi-
mate the model (the value Eg increases to an unaccept-

able value at low levels of value of ®). The BPS method

© Oliinyk A., Subbotin S., Leoshchenko S., Ilyashenko M., Myronova N., Mastinovsky Y., 2018

DOI 10.15588/1607-3274-2018-3-12

115



e-ISSN 1607-3274 PapioenexrpoHika, inpopmatuka, ynpasminas. 2018. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018. Ne 3

is similar to the proposed method and provides synthesis
(training) of neuro-fuzzy models with acceptable ap-
proximating properties ( Eg =0.0296), but the time be-

fore additional training (re-synthesis) of the model using
the BPS method is high enough (#,; =82.632 sec.) and

commensurate with the training time of the basic model
that, unlike the proposed method MATDNFM
(t;g =0.6918sec. with w=1% and ¢,; =25.893 sec.

with ©®=100% , what is significantly less than when us-
ing the method BPS), significantly limits its use in prac-
tice, especially when processing big data.

Low values of the error £, of model NFNN on test

data (with the exception of the method BPSad at low val-
ues of the variable ), calculated for the test sample data
(data about observations, which are not reflected in the
sample S =< P,T >) confirm the ability to the generali-

zation data by neuro-fuzzy diagnosis models which
passed the additional training process .

Thus, the proposed method of MATDNFM is advis-
able to use at low values of ®, that is, in cases where the

volume of new information S,; about the objects or

processes is significantly lower than the amount of avail-
able information S, that was used to build the basic

model of NFN.

Given that the number of new data (variable ®) is
usually significantly lower than the amount of initial in-
formation when solving practical problems, the use of the
proposed method is appropriate, since the model NFNN
error Eg on the sample S=<P,T > does not change

almost when the values of the variable ® change, and the
additional training time is much less than when using the
BPS method.

CONCLUSIONS

The urgent problem of automation of the process of
assessing the informativeness of features in solving prob-
lems of diagnosing and pattern recognition has been
solved.

The scientific novelty of obtained results is that the
method has been developed for additional training of di-
agnostic neuro-fuzzy models, which allows to adapt exist-
ing models to the change in the functioning environment
by modifying them taking into account the information
obtained as a result of new observations. The proposed
method assumes the stages of extraction and grouping of
correcting specimens, diagnosing with the help of the
existing model leads to incorrect results, as well as the
construction of a correcting block that summarizes the
data of the correcting instances and its introduction into
an already existing model. When determining the adjust-
able parameters of the correction block in the developed
method, it is proposed to use information about the values
of the coordinates of the correcting instances, as well as
information on the degree of their belonging to clusters in
the feature space (and, accordingly, to the fuzzy rules
presented in the correcting block). This allows one to take

into account the importance of corrective copies for re-
storing the functions of the fourth layer of the correcting
block and, when determining custom parameters, to in-
crease the contribution of those specimens that are charac-
terized by high estimates of the degree of belonging to a
particular cluster. Using the proposed method of learning
the diagnostic neural-fuzzy models allows not to perform
the resource-intensive process of re-constructing the diag-
nostic model on the basis of a complete set of data, to use
the already existing model as the computing unit of the
new model. In addition, models synthesized using the
proposed method are highly interpretive, since each block
generalizes information about its data set and uses neuro-
fuzzy models as a basis.

The practical significance of obtained results is that
the practical tasks of diagnosing and recognizing images
are solved. The results of the experiments showed that the
proposed method makes it possible to carry out additional
training of diagnostic neuro-fuzzy models on the basis of
new information and can be used in practice for solving
practical problems of diagnosing and pattern recognition.

Prospects for further research are to develop the
new methods for the additional training of deep learning
neural networks for the big data processing
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AHOTAIIA

AKTyanbHicTh. BupimeHo 3agady aBroMaru3anii CHHTE3y JIarHOCTMYHUX MOJIEJIeH NpH AiarHOCTyBaHHI Ta po3Ii3HaBaHHI 00-
paziB. O0’€KT DOCIIPKEHHS] — METOJM CHHTE3y HeHpO-HEeUITKUX JIarHOCTHYHUX Mozeneil. [Ipeamer nociikeHHs] — METON JIOHaB-
YaHHs HeHpO-HediTKUX Mepex.. Mera poOOTH — CTBOPEHHSI METO/ly AOHABYAHHS HEWPO-HEUITKUX IIarHOCTHYHUX MOJEIICH.

MeTopa. 3aporOHOBaHO METO/ AOHABYAHHS JIarHOCTHYHUX HEHPO-HEUITKUX MOAENeH, IK1ii 103BOJIsIE alalTyBaTH 10 3MiHH ce-
penoBunia GYHKLIIOHYBaHHS iCHYIOUI MOJENi NUIAXOM iX Moaudikamii 3 ypaxyBaHHAM iH(OpMaLii, OTPIMAaHOI B pe3yIbTaTi HOBUX
crocTepekeHb. Jlanuit MmeTos nependadae BUKOHAHHS €TaliB BUIOOYBaHHS Ta YTPyIlyBaHHS KOPUTYBAIBHHUX CK3EMIULIPIB, AiarHOC-
TYBAHHS 3a SIKIMH 3a JIOIOMOTOI0 iCHYIOYOI MO IPU3BOAUTE JI0 HEKOPEKTHHUX PE3yJIBTATIB, a TAKOXK IOOYOBY KOPHI'YBaJILHOTO
OJI0KY, SIKHI y3arajbHIOE JJaHI KOPUTYBaJBHUX €K3eMIUIIPIB, I BIPOBA/LKEHHS HOTO Y BXKe iCHyI0ouy Mojeib. Bukopucranns 3ampo-
IIOHOBAHOTO METOJY MOHABYaHHS JIarHOCTMYHUX HEHPO-HEUiTKHX MOAENeil N03BOJSE HE BUKOHYBAaTH PECYPCHOMICTKHMH IIPOILEC
MOBTOPHOI MOOYJOBH iarHOCTMYHOI MOJEJi Ha OCHOBI NOBHOro HabOpy JaHHMX, BUKOPUCTOBYBAaTH BXKE HAsBHY MOJENb B SKOCTI
00UMCITIOBAJILHOTO OJIOKY HOBOI MoJeri. Mojeni, CHHTe30BaHi 3a JONOMOTOI0 3alPOIIOHOBAHOTO METO/Y, XapaKTEePU3YIOThCS BUCO-
KOO IHTEPIIPETOBHICTIO, OCKIIBKH KOKeH OJIOK y3aranbHioe iH(opMallito npo cBii Habip mAaHMX i B SIKOCTI 6a3uCy BHKOPHCTOBYE
HEeHpo-HEeUiTKI Moeri.

PesyabTaTu. Po3pobneHo nporpamue 3abe3neucHHs, SKe pealizye 3aIpolOHOBaHUI METOA JOHABUAHHS HEMPO-HEWITKUX MEPExX
1 103BOJIsIE BUKOHYBATH NepeOyoBy iCHYIOUMX AIarHOCTUYHHMX MOJIeled Ha OCHOBI HOBOI iHQopMarii mpo JoCIiKyBaHi 00’ €KTH
a0bo mporiecy.

BucnoBkn. [IpoBeneHi ekcriepuMeHTH HiITBEPMIN IPaLe31aTHICT 3aIIPOIIOHOBAHOTO METO] TOHABYAHHS HEHPO-HEUiTKIX Me-
PEX 1 JO3BOJIIOTH PEKOMEH/TyBaTH HOT0 JUIs BUKOPHCTaHHs Ha IPAKTHUI IpH 00poOIli MaCHBIB TaHUX JUIsl 1iarHOCTYBAHHS Ta PO3Ii-
3HaBaHHA 00pa3iB. [lepcreKkTHBH MOJANBIIMX AOCHIKEHb MOXYTh IOJAraTH B PO3pPOOL HOBUX METOAIB JOHABYAHHS INIMOOKHX
HelipoMepex A7t 00poOIeHHS BEIUKHUX JaHUX.

KJIFOYOBI CJIOBA: Bubipka 1aHHX, JiarHOCTyBaHHS, JOHABYaHHS, HEHPO-HEUiTKa MOJEIb, MapaMeTp, PyHKIis HAJICKHOCTI.
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AHHOTALUA

AKTyanbHOCTB. Peniena 3agaua aBToMaTH3aiK CHHTE3a JUArHOCTHIECKUX MOJIeel IpU THarHOCTHPOBAHUN M PACIIO3HABAHUH
00pa3oB. OOBEKT HCCIIEIOBaHMSI — METOIbI CHHTE3a HEeHPO-HeUeTKNX UarHOCTHIeCKHX Mojesel. [IpenmeT nceiaenoBanus — METOMBI
Jnoo0yueHus Helipo-HedeTKux cereil. Llens paboTel — coznanne MeTona 1000yYeHUs HeHPO-HEYeTKUX AUAarHOCTHYECKUX MOJIEIICH.

Metoa. [Ipeanoxen metoa 1000yyeHUsI TUArHOCTUUECKUX HEHPO-HEUETKUX MOJENEH, KOTOPBIH MO3BOJISET aJalTHPOBATh K H3-
MEHEHHMIO cpezibl (PyHKIMOHUPOBAHHS CYIIECTBYIOIINE MOJCIM IIyTeM MX MOAMGMKALMU C y4eToM HH(OPMAIMH, MONY4YEHHOH B
pe3ynbTaTe HOBBIX HaOMroAeHUH. JlaHHBIA METOJ NMPEeoyCMAaTPHUBAET BBHIMOIHEHHE JTAllOB M3BICUYEHMS U TPYNIUPOBKH KOPPEKTH-
PYIOIUX 3K3EMIUISIPOB, TUATHOCTUPOBAHUE IO KOTOPHIM C ITOMOINBIO CYIIECTBYIOIEH MOJETH MPUBOANUT K HEKOPPEKTHBIM PE3yiTh-
TaTaMm, a TaKKe IIOCTPOCHUE KOPPEKTHPYIOMIEro 0JI0Ka, KOTOPHIi 000011aeT JaHHbIe KOPPEKTUPYIOIINX SK3EMILIIPOB, U €T0 BHEAPE-
HHE B YK€ CYIIECTBYIOLIYI0O MOZEIb. VICIonbp30Banue MPeaioKeHHOTO MeTOAa O00OyYeHNs TUArHOCTHIECKUX HEeHpO-HEeUeTKUX MO-
JieNiel TO3BOJISIET HE BBINOJHATH PECYPCOEMKHII MPOIECC OBTOPHOIO IIOCTPOCHMS JUArHOCTHYECKOH MOJIENU Ha OCHOBE IIOJHOTO
Habopa aHHBIX, UCIIOIB30BaTh YK€ MMEIOIIYIOCS MOZENb B KaUeCTBE BHIYUCIUTEIBHOrO OJI0Ka HOBOM Mozaenu. Monenu, CHHTe3H-
POBaHHBIE C MOMOILBIO MPEUIOKEHHOTO METO/A, XapaKTePU3YIOTCsA BBICOKOH HMHTEPNPeTabeIbHOCTBIO, MOCKONBKY KaXKAbIH OJIOK
00001maeT nHGpOpMaNKIo 0 CBOeM Habope TaHHBIX U B KayecTBe 0a3uca HCIOIb3yeT HeHpOo-HeUeTKUe MOJIEIH.

PesyabTathl. Pa3paborano mporpammHoe oOeclieueHre, peaqus3yrolee MpeIoKEHHbIH METOA A000Yy4EHHS HEHpO-HEYETKUX
ceTell M MO3BOJISIONIEE BHINOIHATH IEPEHACTPOHKY CYIIECTBYIOIINX AMAarHOCTHYECKUX MOJETel Ha OCHOBE HOBOU mH(opManmu 00
HCCIEIyEeMBIX 00BEKTaxX MM IIPOLeccax.

BruiBoasl. IIpoBeneHHBIE HKCIIEPHMEHTHI MOATBEPAWIN PadOTOCHOCOOHOCTH IPEATIOKEHHOTO MeToAa J000ydeHHs HeHpo-
HEYETKHUX CEeTeH M MO3BOJISIOT PEKOMEHI0BATh €ro JJIsl HCIIOJIb30BaHUs Ha MPAKTHKE IPH 00paboTKe MAaCCUBOB JTAaHHBIX AJIs JUArHO-
CTUPOBaHMS U pacrio3HaBaHus o0pa3oB. [lepcrekTHBEI JadbHEHIINX UCCIIET0BaHUH MOTYT 3aK/II0YAThCS B pa3pabOTKe HOBBIX METO-
JI0B 1000y4eHus ITyOoKuX Helipocereil 11 00paboTky OOIBIINX JaHHBIX.

KJUIIOYEBBIE CJIOBA: BbiGopKka AaHHBIX, AMAarHOCTUPOBAHUE, NOOOyUYeHHE, HeWpo-HedeTKas MOJesb, mapaMerp, QyHKIHs
MIPUHAATIEKHOCTH.

© Oliinyk A., Subbotin S., Leoshchenko S., Ilyashenko M., Myronova N., Mastinovsky Y., 2018
DOI 10.15588/1607-3274-2018-3-12

118



e-ISSN 1607-3274 PapioenexrpoHika, inpopmatuka, ynpasminas. 2018. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018. Ne 3

JITEPATYPA / IUTEPATYPA 17. Bishop C. Neural Networks for pattern recognition / C. Bi-

1. Suzuki K. Artificial Neural Networks: Architectures and Ap- shop. — New York : Oxford University Press, 1995. — 482 p.
plications / K. Suzuki. — New York : InTech, 2013. — 264 p.  18. Diagnosis and fault-tolerant control / [M. Blanke, M. Kin-
DOI: 10.5772/34009. naert, J. Lunze, M. Staroswiecki]. — Berlin: Springer, 2006.

2. Hanrahan G. Artificial Neural Networks in Biological and - 672 p. DOL: 10.1007/978-3-662-47943-8.

Environmental Analysis / G. Hanrahan. — Boca Raton, Flor-  19. Information Technology of Diagnosis Model Synthesis
ida : CRC Press, 2011. — 214 p. DOI: 10.1201/b10515. Based on Parallel Computing / [A. A. Oliinyk, S. A. Sub-

3. Price C. Computer based diagnostic systems / C. Price. — botin, S. Yu. Skrupsky et al.] // Radio Electronics, Computer
London: Springer, 1999. — 136 p. DOI: 10.1007/978-1-4471- Science, Control. — 2017. — Ne3. — P. 139-151. DOL
0535-0. 10.15588/1607-3274-2017-3-16.

4. Nauck D. Foundations of neuro-fuzzy systems / D. Nauck,  20. Intelligent fault diagnosis and prognosis for engineering
F. Klawonn, R. Kruse. — Chichester : John Wiley & Sons, systems / [G. Vachtsevanos, F. Lewis, M. Roemer et al.]. —
1997.-305 p. New Jersey: John Wiley & Sons, 2006. — 434 p. DOI:

5. Oliinyk A. Parallel computing system resources planning for 10.1002/9780470117842.
neuro-fuzzy models synthesis and big data processing /  21.Jang J. R. Neuro-fuzzy and soft computing: a computational
[A. Oliinyk, S. Skrupsky, S. Subbotin, O. Blagodariov] // Ra- approach to learning and machine intelligence / J. R. Jang,
dio Electronics, Computer Science, Control. — 2016. — Ne 4. — C.-T. Sun, E. Mizutani. — Upple Saddle River: Prentice-Hall,
P. 61-69. DOI: 10.15588/1607-3274-2016-4-8. 1997. - 614 p. DOI: 10.1109/TAC.1997.633847.

6. Bow S. Pattern recognition and image preprocessing / S.  22. Parallel method of big data reduction based on stochastic
Bow. — New York : Marcel Dekker Inc., 2002. — 698 p. DOI: programming approach / [A.Oliinyk, S. Subbotin,
10.1201/9780203903896. V. Lovkin et al.] / Radio Electronics, Computer Science,

7. Encyclopedia of machine learning / [eds. C. Sammut, Control. —2018. — Ne 2. — P. 60-72.

G. 1. Webb]. — New York : Springer, 2011. — 1031 p. DOI:  23. Shitikova O. V. Method of Managing Uncertainty in Re-
10.1007/978-0-387-30164-8. source-Limited Settings / O. V. Shitikova, G. V. Tabunsh-

8. Computational intelligence: collaboration, fusion and emer- chyk // Radio Electronics Computer Science Control. —
gence / [ed. Ch. L. Mumford]. — New York : Springer, 2009. 2015. — Ne 2. — P. 87-95. DOI: 10.15588/1607-3274-2015-
— 752 p. DOI: 10.1007/978-3-642-01799-5. 2-11.

9. Ding S. X. Model-based fault diagnosis techniques: design ~ 24. Rutkowski L. Flexible neuro-fuzzy systems : structures,
schemes, algorithms, and tools / S. X. Ding. — Berlin : Sprin- learning and performance evaluation / L. Rutkowski. — Bos-
ger, 2008. — 473 p. DOI: 10.1007/978-1-4471-4799-2. ton: Kluwer, 2004. - 276 p. DOL:

10. Shin Y.C. Intelligent systems : modeling, optimization, and 10.1109/TNN.2003.811698.
control / C. Y. Shin, C. Xu. — Boca Raton: CRC Press, 25.Jensen R. Computational intelligence and feature selection:
2009. — 456 p. DOL: 10.1201/9781420051773. rough and fuzzy approaches / R. Jensen, Q. Shen. — Hobo-

11. Oliinyk A. Production rules extraction based on negative ken: John Wiley & Sons, 2008. — 339 p. DOL
selection / A. Oliinyk // Radio Electronics, Computer Sci- 10.1002/9780470377888.
ence, Control. — 2016. — Ne 1. — P. 40-49. DOIL:  26.Oliinyk A. A The System of Criteria for Feature Informa-

10.15588/1607-3274-2016-1-5. tiveness Estimation in Pattern Recognition / [A. Oliinyk, S.

12. Kolpakova T. Integrated method of extraction, formalization Subbotin, V. Lovkin et al] // Radio Electronics, Computer
and aggregation of competitive agents expert evaluations in Science, Control. — 2017. — Ne4. — P. 85-96. DOL
group / T. Kolpakova A. Oliinyk, V. Lovkin // Radio Elec- 10.15588/1607-3274-2017-4-10.
tronics, Computer Science, Control. —2017. -Ne 2. — P. 100—  27. Mulaik S. A. Foundations of Factor Analysis / S. A. Mulaik.

108. DOI: 10.15588/1607-3274-2017-2-11. — Boca Raton, Florida: CRC Press. — 2009. — 548 p.

13. Intelligent data analysis: an introduction / [eds. M. Berthold, ~ 28. Sobhani-Tehrani E. Fault diagnosis of nonlinear systems
D. J. Hand]. — New York: Springer Verlag, 2007. — 525 p. using a hybrid approach / E. Sobhani-Tehrani, K. Khorasani.
DOI: 10.1007/978-3-540-48625-1. — New York: Springer, 2009. — 265 p. — (Lecture notes in

14. Tenne Y. Computational Intelligence in Expensive Optimi- control and information sciences ; Ne 383). DOL
zation Problems / Y. Tenne, C.-K. Goh. — Berlin : Springer: 10.1007/978-0-387-92907-1.

2010. — 800 p. DOI: 10.1007/978-3-642-10701-6. 29. Salfner F. A survey of online failure prediction methods /

15. The model for estimation of computer system used resources F. Salfner, M. Lenk, M. Malek / ACM computing sur-
while extracting production rules based on parallel computa- veys.— 2010. — Vol. 42, Issue 3. — P. 1-42. DOL
tions / [A. A. Oliinyk, S. Yu. Skrupsky, V. V. Shkarupylo, 10.1145/1670679.1670680.

S. A. Subbotin] // Radio Electronics, Computer Science, 30. Subbotin S. Individual prediction of the hypertensive patient
Control. —2017. — Ne 1. — C. 142-152. DOI: 10.15588/1607- condition based on computational intelligence / S. Subbotin,
3274-2017-1-16. A. Oliinyk, S. Skrupsky // Information and Digital Tech-

16. Parallel multiagent method of big data reduction for pattern nologies : International Conference IDT 2015, Zilina, 7-9

recognition / [A. A. Oliinyk, S. Yu. Skrupsky,
V. V. Shkarupylo, O. Blagodariov] // Radio Electronics,
Computer Science, Control. — 2017. — Ne2. — C. 82-92.
DOI: 10.15588/1607-3274-2017-2-9.

July 2015 : proceedings of the conference. — Zilina : Insti-
tute of Electrical and Electronics Engineers, 2015. — P. 336—
344.DOI: 10.1109/DT.2015.7222996.

© Oliinyk A., Subbotin S., Leoshchenko S., Ilyashenko M., Myronova N., Mastinovsky Y., 2018
DOI 10.15588/1607-3274-2018-3-12

119





