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ABSTRACT

Context. The problem of justifying methods for constructing models of optimization procedures as dynamic objects, taking into
account the features of the training procedures, is considered. The object of the study were models of the dynamics of training
procedures.

Obijective. The goal of the work is to solve the tasks of formalizing the training procedures, developing methods for constructing
mathematical models of the learning processes, the processes of searching for the optimum of the learning tasks, and for evaluating
dynamic training procedures.

Method. The learning process is a totality of sequential and interrelated actions of a teacher and learners, aimed at providing a
conscious and durable assimilation of knowledge, abilities, and skills. As a result of systematic analysis, main, basic patterns of
training procedures are defined. The notion of “information flow” is justified as the sequence of messages carrying information for
building models of interactions in information systems. The important property of the information flow is determined — the direction
from the source to the receiver. Two possible variants of information interaction of objects are singled out — information transfer and
information compensation. The use of optimality principle for information processes of learning is offered. It is shown that the
dynamics of learning processes is determined by the characteristics of the used optimization procedure. The gradient procedure for
finding the extremum of the goal function is described by the autonomous motion of the dynamic system. For a strictly convex goal
function, according to sufficient optimality conditions, the optimization procedure is described by the dynamics of the autonomous
motion of a stationary linear unbound dynamic object. The choice of the multiplier for the gradient significantly affects the dynamics
of the process, and for a strictly convex goal function the multiplier is equal to the increment vector. The use of a dynamic model
determines the number of steps required to achieve the given accuracy.

Results. The created models received software implementation and were investigated in practice when solving the tasks of
modeling the dynamics of training procedures in the teaching process of the Information Technologies Department of Kherson
National Technical University.

Conclusions. The carried out experimental researches have allowed to confirm practically operability of the created
mathematical apparatus and to consider it expedient for application with the purpose of increase of efficiency of modeling and
realization of training procedures. Further perspectives of the research are seen in the coverage of more types of dynamic training
procedures, optimizing approaches to their software implementations, and increasing the scale of their coverage with confirmatory
experiments.

KEYWORDS: training, formalization of training procedures, teacher, student, information flow, optimization procedures.

ABBREVIATIONS
GDP is a gross domestic product;
IT are information technologies;
KhNTU is Kherson National Technical University.

NOMENCLATURE

A is a matrix of the partial differentials dfy/dy;|y;

B is a control matrix that leads to correction of the
optimization procedure;

C is some object of the information interaction;

D is another object of the information interaction;

dW is a differential for the resulting learning
effectiveness;

dX is a differential for the variable X of the function

SfO;

dy is a differential for the variable y of the function
JO;

de is a differential for the costs of training;

fO) is an integrated function associated with the
dynamic learning procedure;

/s a specified value of the goal function;

fo 1s an initial value of the goal function;

gradf() is a gradient calculation function associated
with the function f{);
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I is an information flow of the object C;

Ip is an information flow of the object D;

Izis a difference of the information flows;

[n is a mathematical calculation of the natural
logarithm;

min is an operation for determining the minimum of
the goal function;

R is a remainder of the power series representing the
function f);

t, 1s a time for finding the optimal solution for the
number of steps m;

u is a control leading to correction of the optimization
procedure;

W is a resulting effectiveness of training;

W, is a initial learning effectiveness;

x is an integrated input variable of function f{);

v is an integrated output variable of function f{);

y" is the specified value of the variable y of the
function f);

v, 1s a n-th unordered value of the variable y*;

Vn+1 18 @ (n + 1)-th increment value of the variable y*.

of/dyly” is a partial differential of the function f{) with
respect to the variable y at the local point y*;
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of/oyly” is a partial differential of the i-th local
function f{() on the i-th variable y; at the local point y*;

AX is an increment of the variable X of the function f{);

Ay is an increment of the variable y of the function f);

Ag is an increment of training costs;

o is an integrated speed for the dynamic training
procedure;

o; is a local speed associated with the f{) function of
the dynamic training procedure;

€ is a training costs;

n is a sensitivity of the effectiveness of education to
the costs of'it;

A is a specified accuracy of determining the minimum
value of the target function;

% 1s an other costs.

INTRODUCTION
Knowledge is the basis of modern technologies
including teaching ones.
Preservation and accumulation of knowledge is an
indispensable element of the development of society.
A reliable way to save and gain knowledge is the
learning process.

Training is a kind of educational activity in which the
quantity and quality of the elements of knowledge and
skills of a trainee are brought to the proper level (average,
standard, possible) by a teacher that makes up the learning
goal.

The activity of training is considered complete, and its
goal is achieved if quantity and quality of the educational
material in the re-manufactured product of a trainee will
correspond to the objectives of the training or form the
proper level (average, standard, possible) presented for
the training purpose.

The learning process is a set of sequential and
interrelated actions of an instructor and learner aimed at
providing a conscious and lasting assimilation of the
system of scientific knowledge, skills, the ability to use
them in life, to develop independent thinking, observation
and other cognitive abilities of trainees, mastering the
elements of culture and mental work as well as formation
of the worldview foundations.

The object of study is a set of the models for the
dynamics of the training procedures.

The subject of study is a set of the conceptual
approaches and ways for modeling dynamic learning
procedures.

The purpose of the work is to solve the tasks of
formalizing the training procedures, developing methods
for constructing mathematical models of the learning
processes, the processes of searching for the optimum of
the learning tasks, and for evaluating dynamic training
procedures.

1 PROBLEM STATEMENT
Despite the existence of certain results of studies of
convergence rates of search procedures of optimal [22],
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the question of justifying the methods for constructing
models of optimization procedures as dynamic objects at
the moment has not been sufficiently developed.

In accordance with the above, the main problematic
issue of this work is the solution of the problems of
formalization of training procedures, the development of
methods for constructing mathematical models of
learning processes, the processes of searching for optimal
learning tasks and evaluating dynamic training
procedures.

2 REVIEW OF THE LITERATURE

Let’s start with the question of tasks
characteristics of education.

Considering education as a holistic, purposeful
process it is possible to distinguish four stages of
formation and implementation of the learning objectives:

a) study of objective factors and definition of the
general goal of education (requirements of the society to
education, the level of development of fundamental
sciences, etc.);

b) embodiment of the general goal of education in
curricula, textbooks, technical means of teaching,
methodological aids;

c) implementation of the goals and objectives of
training in the actions of teachers while training students;

d) awareness of the goals and objectives of education
and self-training of the students and their conscious
desire to adjust their education accordingly.

In the specific cycle of the educational process the
goals and objectives of the training are determined on the
basis of the requirements of the curriculum taking into
account the characteristics of the given class (group), the
level of its preliminary preparation, education, upbringing
and development as well as considering the possibilities
of a teacher, a classroom equipment, didactic teaching
aids.

Teaching methods use information and
communication technologies [1-3] the essence of which
is to use modern high-tech means of information transfer
such as computers, laptops, digital projectors, simulators.
Information is presented in the form of a visual-shaped
series to students, and the phenomenon or process can be
detailed and presented in dynamics.

A significant difference of modern computer learning
technologies is their interactivity achieved by simulating
situations and feedback of a learner with the information
support system of a teacher.

The principle of feedback in pedagogy and of
scientific teaching methods is presented in [4-6] which
emphasizes that learning is the process of transferring
knowledge and skills from a teacher to a student until the
student acquires the ability to independently reproduce
the teacher’s activity.

Negative feedback is emphasized in the training
system.

Next we consider the question about characteristics of
teaching technologies.

and
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Generalized modern teaching technologies are based
on advances in information technology [7, 8].

To build models we use the concept of information
flow.

As the information flow we will understand the
sequence of messages carrying information.

Actually, this is the simplest definition, and in this
case the information stream has only one property which
is directed from the source to the receiver.

We denote the information flow by an arrow
indicating the flow direction, emphasizing the flow
belonging to a particular source.

With this approach we get only four possible cases for
two objects C and D, namely: C — source, D — receiver;
C —receiver, D — source; C — source and D — source; and,
in the latter case, C is the receiver and D is the receiver.

It is obvious that only case C is a source, D is a
receiver where information is transmitted from source C
to receiver D, and the case when C and D are sources is
the case of compensation or comparison of information
flows when a “difference” information stream carrying
information about the difference of information in streams
Cand D.

To denote the operation of comparing flows we use
the symbol of algebraic summation and in this case we
can obtain two elements for constructing the scheme
which we call the conditional model depicting interaction
of information flows (Fig. 1, Fig. 2):

CAD

Figure 1 — The transmission of information by /. stream from
source C to receiver D

L' 11‘)

D

Figure 2 — Compensation of information flow /by information
flow Ip and formation of information difference flow in /- and
Ip streams or “difference of the flows” I

Actually, these are two “bricks” from which the
description of information flows can be constructed.

The processes in the source or the receiver can be
complex but within the accepted definition of the
information flow the information interaction is limited
only by these two processes.

The model is important in the training system as a
means of describing the outside world.

But when constructing a model the most important is
the notion of an adequate model — its correspondence to
an object.

The model constructed with the smallest possible error
is optimal in the sense of its construction based on the
implementation of the procedure for finding conditions
for which a minimal estimate of the deviation in the
model from the object is characteristic.
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To describe the learning processes it is advisable to
use the principle of optimality — the processes of
information processing while training are described by
optimization procedures.

Proceeding from the above we have a simple scheme
of the system structure — the conditional structural model

(Fig. 3).

Estimation of eviation

Algo-
rithm

Transfor-
mation

Optunization
Procedure

Figure 3 — Enlarged system structure

The above enlarged structure (Fig. 3) takes into
account the compensation of the information flow created
by the object from the information flow side in
accordance with the created modelling algorithm which is
determined by the procedure for minimizing the
“difference” information flow.

Thus, we have the ability to represent information
flows in the system.

Let’s call it the structural modelling of information
systems — learning systems.

For all its simplicity, the proposed method allows to
obtain an algorithm for processing information in the
learning system on the basis of a “structural” model.

For various objects and transformations of algorithm
steps into a model compared to an object, the general
requirement is the requirement of optimality to achieve a
minimum deviation of the model from the object.

Transferring the principle of optimality to the training
system, we can evaluate the dynamics of the training
procedure.

Modern information technology is largely based on
the use of optimization procedures that ensure high
efficiency of their implementation [9].

At the same time the complexity and coherence of the
tasks being solved causes the appearance of significant
time-consuming optimization which is manifested as the
effect of the dynamics in optimization procedures [10].

It should be borne in mind that with the development
and improvement of information technology the task to
find the best solutions takes an increasing share among all
processes.

The desire to increase the productivity and accuracy of
information processing processes led to a revision of the
approach in determining the amount of information and
the transition to the analysis and synthesis of information
systems in the information space [11].

The dynamic properties of the optimization procedure
are manifested with decreasing step of the procedure.
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It is obvious that with the development of information
technology optimization procedures will acquire the
properties of an independent dynamic object.

As a consequence it becomes necessary to build
mathematical models of the dynamics for the optimization
procedure.

We conclude with the question of the research
purpose.

Nowadays there is the number of studies on the rate of
convergence of a procedure for finding an optimum [22],
but the question of justifying the methods for constructing
an optimization procedure model as a dynamic object is
poorly illuminated.

Thus, the goal of the study is to solve the problems of
formalizing the training procedures, developing methods
for constructing mathematical models of the learning
processes, the processes of searching for the optimum of
the learning tasks, and for evaluating dynamic training
procedures.

3 MATERIALS AND METHODS
To construct a model for the time behavior of the
gradient procedure, let us consider an autonomous
stationary nonlinear dynamical object of the first order
[13] by the formula (1):

dy

oAty ()

We perform the linearization of the right-hand side of
the equation (1). To do this we assume that the function
on the right-hand side of the equation (1) can be

represented by a power series [13] around point y* by the
formula (2):

1=yt d

Ay +...+R.
1!6y‘y*

2

After transferring the origin to point y* we obtain in
(2) the first approximation of the right-hand side function
in (2) by the formula (3):

=i ay,

1 dy |- 3)

Using the linear approximation (3), we obtain the
formula (4):

LA
ax oy

Taking into account (4) and returning to increments,
we have the formula (5):

y+Ay-y zi
AX dy

A )
y

LAY (5)
y
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Moving the origin to the point y* and going to
increments in (5), we obtain the formula (6):
d
dy )

Denoting Y =Y, and Y +Ay =y, in (6), we obtain the
model of the Runge-Kutta method of the first order [14]
by the formula (7):

Yoe1 = Yn t (7)

Linearization is performed at each point of the
trajectory.

We have the case of transition to new variables and
the product AXy, = a determines the speed of movement
for the procedure.

Introducing o into (7), we obtain the expression (7) in
the form of the formula (8):

af
Ynt1=YptOo——
Vs

Replacing the derivative in gradf(y) in (8), which is
true for (1), we obtain (7) as a gradient procedure [14] by
the formula (9):

®

Yne1 = Yn t (x-gradf‘yn . (9)
Therefore, the dynamics in the free movement of an
object described by the linear differential equation (1)
corresponds to the motion of the gradient optimization
procedure with a correction factor before the gradient o =
= AXY,.
Similarly, as for a one-dimensional object (1) a

multidimensional linear dynamic object can be
represented by the formula (10):
dy
— = Ay. 10
Vil (10)

Matrix A in (10) can be regarded as the matrix of a
linearized object by the formula (11), consisting of the
functions gradients in the right-hand side:

9ho N .
%Y, Y gradj,
A=| oo o -l
(11
U U
51 ay—” . g}"adfn y*

y

The Runge-Kutta method of the first order gives the
procedure in the form of the formula (12):

Cr o (ALY
Yi+1 Ye | | oy oy, Yk
= |+ - .. 10 AX
gl Ll 12 |
k+1 k||~ -~ k
' ayl ayn *
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In the vector notation procedure (12) has the form of
the formula (13):

Vi1 = Vi + Ay YiAX. (13)

On the other hand, in the problem of finding the
minimum of a target function that depends on the vector
of the formula (14):

y" —min £(y), (14)

the gradient procedure (9) takes the form of the formula

(15):

Vi1 = Yi +o-gradfy, . (15)

In componentwise recording, the gradient procedure
(15) has the form of the formula (16):

1 1 i 0
Yi+1 Yk oy, o
Sol=l [+ O 0
16)
P (
Via| |vi| | o 5{1 La

y

Thus, first-order Runge-Kutta procedure for system
(12) differs from the gradient procedure for problem (16),
first, in that matrix A for the gradient procedure is
diagonal and, secondly, by the fact that the factor a in the
gradient procedure is chosen from considerations of
convergence, and in (12) the factor is defined.

Proceeding from this, it can be asserted that the model
for the dynamics of the gradient procedure is the model of
free motion of a disconnected linear object if the
following condition in the formula (17) is true:

o y}ch

: 17)
o, Y AX

In the general case, taking into account (17) the model
for the dynamics of the gradient procedure (16) is
described by the Runge-Kutta procedure of first order,
and correction of the optimization procedure is described

as the control u with the matrix B by the formula (18):

Vel = Vi + Ay ViAX + BUgAX. (18)

For the identity control matrix procedure (18) takes
the form of the formula (19):

o

Vea| W] {3 O W] (1o o)

F e T TR O A e e e tAX

1 n (/y‘ 1 " 7 (19)
Y | | 6| | O - il Vi 0 L)y | Y
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Consequently the dynamics of a simple gradient
procedure with a factor o satisfying condition (17) is
described by the system with a next structure (Fig. 4).

uy N
i | 3\
o
n ¥’
........................ be
u, - Vn
— X I
FJ’}F |_1“

Figure 4 — Model for the dynamics of the gradient procedure

In this case, the sequence of transitions in the gradient
procedure that determines the motion of the system is
associated with transitions in the space of variables and
the change of state — the value of the goal function.

Actually, the change of the value in the target function
determines the transient process in the model (Fig. 5, 6):

Figure 5 — The process of minimizing the function

5« 0.00343537
1= 0.33330175

fin)

82 1.0

Figure 6 — The transient process of the dynamic model
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As it can be seen from Fig. 5, 6 the transient process
in the dynamic system coincides with the process of
changing the value of the objective function in the
gradient procedure.

We can perform an analysis of the assumptions made
using the standard quadratic goal function.

Thus, for the processes shown in Fig. 3, 4 the
objective function f{(X,y) is chosen to be convex by the
formula (20):

fx,y)=x*+y% (20)

The gradient procedure was used with the formula
(21):

o
yllc+1 yllc o 0
: =+ |+| - e - AX.
Ve | |YE| | O 4 o
+
Ny

\v"

For the chosen target function (20) and constant step
AX we obtain the formula (22):

In this case it gives the model for the dynamics of the
gradient procedure in the form of a discrete Runge-Kutta
model of the first order for the autonomous motion of an
object by the formula (23):

X4l = X —2Xp - AX

22
Vi1 = Yi —2Yj - Ay (22)

2 — _2y
dt

The solution of the disconnected system (23) gives a
combination of exponentials by the formula (24):

}.

After substituting the coordinates in (20) we obtain the
trajectory of the objective function by the formula (25):

FOy) = X0 +y@) =2-¢7,

Thus, taking into account the sufficient conditions of
the optimum [10] around the optimum point the dynamics
of the gradient procedure is described by the free motion
of the linear dynamical system.

For the factor a containing the coordinate, we obtain a
procedure with nonlinearity and, as a consequence, the
transient process loses exponentiality.

Let’s consider the procedure with the formula (26):

X(t)=1-¢

y(o=1.¢ 4

(25)

Xg+1 = Xk - Xy - AX
aX‘xk
o (26)
Yir1 = Yo == — Vi - &Y
ay\)’k
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We obtain a transient process with the approximation
of the transient process by the fractional function a) and
the exponent function b) by the formula (27):

Q) x=i, f9=— 20
1+0.5x+0.05x 27
by x=i f(x)=2¢ %X,

The graphs of the transient process are shown in
Fig. 7, 8.

5 = OLOOZOZEN
o = [ 4FRU9S0

fin)

n
Figure 7 — Approximations of the transient process by the power
function

5 = 00821566
o 0L I

fin)

200

Figure 8 — Approximations of the transient process by the
exponent function

As it can be seen from these graphs, the transient
process is described by a fractional-rational function for
the procedure (26).

An essential advantage of this approach is the ability
to determine the required number of steps to achieve
specified accuracy in determining the minimum value of
the goal function. Indeed, it follows from (25) that for the
initial value of the target function f = f; and the given
value f=f* for a given A we obtain the formula (28):

£
li,[= ——lnf—.
Ao fo

The obtained expression allows us to estimate the time
of finding the optimal solution.

Thus, it is possible to estimate the time of “learning”
which is essential in planning the learning process.

(28)
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The second essential point in the learning task is the
concept of effective learning.

There are methods for evaluating learning outcomes,
from simple assessments based on desirability scales to
elaborate calculations, e.g., the ratio of the average score
of trainees.

To have a true assessment, we use the following:
suppose that the gross domestic product (GDP) depends
on many factors, including the costs of education.

Then, having designated GDP as W and education
costs as g, we can determine the efficiency of education as
a component of the series taking into account other costs
by the formula (29):

W = WO +d—W
de ‘X=const

Ae+...+ R.

(29)

Thus, we have the current value of GDP and the GDP
derivative for educational expenditures, while other
expenditures are constant, in fact, the assessment of the
effectiveness of education is determined by the sensitivity
of GDP to the costs of education by the formula (30):

_aw

de ‘chonst' (30)

4 EXPERIMENTS

To carry out experimental studies, computer software
was created, supplementing existing standard software,
which allowed to implement the developed models of
training procedures in practice and perform their expert
evaluation.

The proposed software was applied consistently to all
developed key models of training procedures.

The output test data for each key model of training
procedures contained 100 data sets, as well as the values
of the allowable number of steps and errors.

On the basis of the output test data, validity estimates
of the models of the training procedures were obtained.

It was found that the real and reference values of the
validity estimates for the developed models of dynamic
training procedures coincide, taking into account the
permissible errors.

5 RESULTS

After having completed the studies the following
results were obtained.

1. The notion of “information flow” is justified as the
sequence of messages carrying information, for building
models of interactions in information systems.

2. The important property of the information flow is
determined — the direction from the source to the receiver.

3. There are two possible options for information
interaction of objects — the transfer and compensation of
information.

4. The use of the principle of optimality for
information learning processes is proposed.

5. It is shown that the dynamics of learning processes
is determined by the -characteristics of the used
optimization procedure.

© Khodakov V. Ye., Sokolov A. Ye., Veselovskaya G. V., 2018
DOI 10.15588/1607-3274-2018-4-5

6. The gradient procedure for finding the extremum of
the goal function is described by the autonomous motion
of the dynamic system.

7. For a strictly convex goal function, according to
sufficient optimality conditions, the optimization
procedure is described by the dynamics of the
autonomous motion of a stationary linear disconnected
dynamic object.

8. The choice of the multiplier for the gradient
significantly affects the dynamics of the process, and for a
strictly convex target function the factor is equal to the
increment vector.

9. The use of a dynamic model determines the number
of steps required to achieve the given accuracy.

The created models received software implementation
and were investigated in practice when solving the tasks
of modeling the dynamics of training procedures in the
teaching process of the Information Technologies
Department of Kherson National Technical University.

Let’s analyze the obtained demonstrative experimental
data presented in Table 1, where the following types of
trainees target categories are considered, depending on
their academic performance: category A — “very strong”;
category B — “strong”; category C — “medium”; category
D — “weak”; category E — “very weak”; category F —
“unsuccessful (receiving positive assessments only after
retake)”.

As results, in Table 1 are presented: increment 1 —
increment of saving time for passing training procedures
by trainees; increment 2 — increment in the amount of
learning by the trainee learning information; increment
3— improving the quality of learners’ learning
information; increment 4 — increment of the integral
indicator of the training procedures effectiveness (in
scoring points).

Table 1 — Indicative fragment of the summary experimental
data on the results of the research and development performed
(with a sample size of 100)

Trends
e |3 in the success
£ %D of training
8 E after applying
,Qg) e the proposed modeling
Type g 8 _ methods:
No of target S 5 2
trainees g w S
=) — ~ ) <
category § £ = = = =
= <] 5] 3) 3] 3]
o k) = £ £ =]
& = = 2 2 =
'S S 5] o 5] o
o] = .8 g g g
a | £
1 Category A 10 92 3 5 4 4
2 Category B 20 86 4 6 5 5
3 Category C 20 78 6 8 7 7
4 Category D 20 69 11 | 11 8 10
5 Category E 20 62 16 14 ] 12 14
6 Category F 10 40 20 | 16 | 24 | 20
Average 16,6 | 8.5 | 10 [ 10 | 10 | 10
for all
categories
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As can be seen from Table 1, the tendencies of the
training success after applying the proposed modeling
methods progress in a positive direction for all trainees
target categories, while the improvement of the learning
success is most pronounced for the more “weak” trainees.

6 DISCUSSION
It is important to note that the modeling methods
proposed by the authors and the corresponding

mathematical apparatus on the basis of information theory
should be considered as complementary to existing ones,
which we combine into an integral system for
optimization modeling methodology of the activities
procedures dynamics related to educational processes and
training, in particular.

Questions on optimization modeling for the activity
procedures dynamics in educational processes were
considered by a number of other authors from the point of
view of separately singled out aspects, such as: didactic
and psychological-pedagogical, connected with the
processes for feeding portions of teaching material and
controlling the results of their assimilation; cognitive-
communicative, using modern network computer
technologies; socio-economic, etc.

Let’s characterize some of the most revealing works
that can be classified as research on optimization of
activity procedures in the educational sphere, taking into
account the dynamics factor.

The paper [15] raises the questions on dynamic
modeling for the controlled process of competences
acquisition by trainees on the basis of the cognitive
modeling methodology, based on a valid assessment for
the level of formation in the trainees competence.

In [16], carried out research and development in the
field of mathematical modeling on professional
orientation and knowledge control, taking into account the
dynamics factor, based on the mathematical apparatus of
deductive logical conclusion, fuzzy estimation methods,
boundary-value problems for second-order differential
equations such as Kolmogorov equations, probability
theory, self-organization theory.

A complex of economic and mathematical models for
mapping the demand dynamics on higher education
institutions services based on logistic approaches,
forecasting models, closed-loop control methodology,
nonlinear dynamic modeling using iterative equations,
reflexive control modeling using graph theory, is
described in [17].

The peculiarity and uniqueness of this work is as
follows.

The basis of the methods and mathematical models
proposed by the authors is the concept of a
comprehensive study of the learning process as an
integral, purposeful dynamic information process that
encompasses the entire spectrum for classes of
interconnected activity procedures that form the given
level of trainees knowledge, skills and habits as their
“information richness” level.
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Proceeding from the revealed specific features of the
subject area corresponding to the chosen conceptual
approach, the authors step-by-step selected and formed
the mathematical modeling apparatus.

Thus, there is a situation where:

— in the works of several authors, the set of local
aspects and aspects tied to individual parties of the
education sector, for the general problem on modeling
educational processes and procedures, taking into account
the dynamics factor, is studied;

— a similar consideration for certain partial criteria at
the moment does not give a sufficiently complete
approximation to the general model;

— the methods and models proposed by the authors
supplement the existing approaches, contributing a certain
significant part, and, accordingly, contribute to a
significant increase in the effectiveness of the educational
process in accordance with Table 1, the integral indicator
of the learning processes effectiveness increases by 10%.

As evidenced by the results of the experiments, with the
increase in the dynamics of the training procedures within
the  established (allowed) situations of  their
implementation, the validity estimates of the proposed
models remain within the established interval reference
values (taking into account the permissible errors).

Along with the above, non-standard (force majeure)
situations of learning processes and their dynamics require
additional research and refinement of models.

CONCLUSIONS

The carried out experimental researches have allowed
to confirm practically operability of the created
mathematical apparatus and to consider it expedient for
application with the purpose of increase of efficiency of
modeling and realization of procedures of training.

The scientific novelty of the results is that for the first
time the method in optimization modeling of the activity-
based learning procedures dynamics on the basis of the
information theory is proposed, which is based on the
conceptual model of the learning process as an integral,
purposeful dynamic information process represented by a
full-scale complex of interrelated activity information
procedures that form, on the whole, at a given level, the
information base of knowledge, abilities and skills of
trainees. The method makes it possible to obtain optimal,
in accordance with a given accuracy, models for the
behavior over time of gradient training procedures; in this
case, it is possible to determine the number of steps
necessary to achieve a given accuracy in obtaining the
minimum for the objective function, as well as the time to
find the optimal solution. This makes it possible: to
shorten the time for students to undergo training
procedures; increase the volume and improve the quality
of assimilation by the trainee learning information. In
turn, this allows students to receive higher scores.

Within the framework of the proposed method, basic
principles and main mathematical models of dynamic
training procedures are defined.
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VK 510.6
MOJEJII MIPOLUEAYP HABUYAHHS

XonakoB B. €. — 1-p TexH. Hayk, mpodecop, 3aBimyBad Kadeapu iHPOpMaLiHHUX TEXHOJOTIH XEepCOHCHKOrO HAaI[iOHAIBLHOTO
TEXHIYHOTO YHIBEpCHUTETY, XepcoH, YkpaiHa.

CoxonoB A. €. — KaH]. TeXH. HayK, JIOLEHT, JOUCHT Kadeapu iHGopmaiiitHux TexHomorii XepcoHChKOro HAI[IOHATBHOTO TEXHIYHOTO
YHIBEpCUTETY, XepCcoH, YKpaiHa.

BecenoBebka I'. B. — kaHi. TexH. Hayk, JOLEHT, JOLEHT Kadeapu iHGopMaliiHUX TEXHOJIOTiH XEepCOHCHKOro HalliOHAIBLHOIO
TEXHIYHOTO YHIBEpPCHUTETY, XepcoH, YkpaiHa.

AHOTALIA

AKTyaJbHicTh. Po3risiHyTO 337124y 0OIpYHTYBaHHS METO/IB OOYIOBU MOJEIel ONTHMI3AIlifHUX NPOLEAyp, SIK AUHAMIYHUX 00’ €KTIB,
i3 ypaxyBaHHSIM OCOOJIMBOCTEH Ipoueayp HaB4aHHA. OO0 €KTOM JOCITIIDKEHHS € MOJENi JAWHAMIKK Npoueayp HaBuaHHsA. Merta podotn —
po3B’s3yBaHHA 3a4a4 QopManmizanii Iponeqyp HaBYaHHS, PO3POOKH METONIB IOOYJOBM MaTeMAaTHYHHMX Mojeleil IpoleciB HaBYaHHS,
MIPOLECIB MOIIYKY ONTUMYMY 3a/1ad HaBYaHHS, VISl OLIHKU JUHAMIYHMX TPOLIEAYP HABYAHHSI.

Merton. Ilporec HaByaHHS — 1€ CYKYNHICTh MOCIHIZOBHHMX 1 B3a€EMOIIOB’S3aHHMX Jiif TOrO, XTO HaBYa€, Ta THUX, KOIO HABYAIOTh,
CIIPSMOBAaHUX Ha 3a0e3MEYeHHS CBIOMOTO Ta MIIIHOTO 3aCBOEHHS 3HaHb, YMiHb, HABUYOK. Y pe3yJbTaTi CHCTEMAaTHYHOTO aHAIIi3y,
BHU3HAYCHI OCHOBHI, 0a30Bi 3aKOHOMIpHOCTI mpouexyp HaBuaHHsi. OOIpyHTOBaHE MOHATTS «iH(GOPMAIIWHHUIA MOTIK», SK MOCHTIJOBHICTH
MOBiIOMJICHB, 1[0 HECYTh iH(opMaLiro, Ui MoOYyA0BH Mojenel B3aeMoiil B iHQopMalliiiHnX cuctemMax. Bu3HaueHO BaKIMBY BIACTUBICTH
iH(opManiifHOro MOTOKY — HaNpsIMOK BiJ Jxepena a0 npuilMada. Bupineni aBa MoxJIMBHUX BapiaHTH iH(pOpMaLiiHOi B3aeMoii 00’ €KTiB —
nepezada Ta KOMIeHcanis iHpopMarii. 3armpornoHoBaHe BUKOPUCTAHHS MIPUHIUITY ONTHMATBHOCTI A1 iH(OpMaNiifHUX MPOIeCiB HABYaHHS.
TTokasaHo, 1110 JUHAMIKA MTPOIIECIB HABYAHHS BU3HAYAETHCS XapaKTEPUCTUKAMH BUKOPHCTOBYBAHOI ONTHMI3alliiHOI mpoueaypu. ['pagienTHa
MpoIeypa MOUIYKY eKCTpeMyMy (YHKIIT METH OMHCY€EThCS aBTOHOMHHMM PYXOM JHHAMIYHOI cucteMu. J{ist ctporo omykinoi GyHKII MeTH,
3riHO JOCTaTHIX YMOB ONTHMAJBHOCTI, MPOLEAypa ONTHUMI3allii OMUCYETHCS IMHAMIKOIO aBTOHOMHOI'O PYyXy CTal[iOHApHOrO JIiHIHHOro
HE3B’A3aHOTO JMHAMIYHOTO 00’€KTy. BHOip MHOXHMKa JIf Ipaji€eHTy iCTOTHO BILUIMBA€ Ha JUHAMIKY IIPOIECY, Ta I CTPOrO OIyKIOL
(byHKIIT METH MHOXHHUK [OPIBHIOE BEKTOpY 30inbllieHb. BukopHcTaHHS QUHAMIYHOT MOJeNi BHU3HA4Yae HEOOXIAHY KUIBKICTh KPOKIB
JOCSTHEHHS 3a[]aHOi TOYHOCTI.

PesyabTaTtn. CTBOpeHI MOJeNi OTPHMAaNd IPOTpaMHy peali3amilo Ta OylId NOCHIIKEHI Ha IPaKTHII IPU pO3B’A3yBaHHI 3amad
MO/ICITIOBaHHS ANHAMIKH TPOLEYP HaBUYAHHS B HABYAJILHOMY Tpolieci Kadeapu iHGopMaIiitHuX TeXHOIOTi# XepCOHCHKOTr0 HAI[lOHATBHOTO
TEXHIYHOTO YHIBEPCUTETY.

BucnoBkH. BuKOHaHI eKCIIEpUMEHTANBHI MOCHIIDKCHHS JO3BOJNIUIM HPAKTHYHO MIiATBEPOUTH HPAE3NaTHICTE CTBOPEHOTO
MaTeMaTHYHOT0 anapaTy Ta BBa)KaTH HOTo NOLIJIBHUM JUIs 32CTOCYBaHHS 3 METOIO ITiIBHIICHHS e()EKTHBHOCTI MOJICIIOBAHHS Ta peaizalii
nporenyp HaB4yaHHs. [lomanmblii MEpCHEKTHBH MPOBEACHUX MOCHIIKCHb 0auaThCsi B OXOIUICHHI OINMBINOI KiTBKOCTI BHAIB JAWHAMIYHUX
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IpoleAyp HaBUaHHS, ONTHMIi3amii MigXoAiB mo IiXHIX HporpaMHUX peali3amiff, 30UIBIIEHHIO MAcCIITAOHOCTI IXHBOTO OXOIUICHHS
MiITBEPIKYBAIbHUMH EKCIIEPHIMEHTaMH.

KJIIOYOBI CJIOBA: HaBuaHHs, (opMaiizailis Npoleayp HaBYaHHs, BYMTEb, TOM, XTO HABYAETHCS, 1H(OpPMALIHUI TOTIK,
OINITHUMI3aLi}HI IpoLeaypH.

YK 510.6
MOJEJIM TPOLUENYP OBYUEHMUS

Xonakos B. E. — 1-p TexH. Hayk, npodeccop, 3aBeayrouuii kadeapoir nHPOPMAaLMOHHBIX TEXHOJIOTHH XEepPCOHCKOr0 HAlMOHAIBLHOTO
TEXHHUYECKOTO YHUBEPCHUTETA, XEPCOH, YKpanHa.

Coko0B A. E. — KkaHI. TexH. HayK, JIOLCHT, JOLUCHT Kadeapsl HHPOPMAMOHHBIX TEXHOJIOTHH XEpPCOHCKOTO HAIMOHAIBHOTO
TEXHUUYECKOI0 YHUBEPCUTETa, XEepCOH, YKpauHa.

BecennoBckasi I'. B. — kanza. TexH. Hayk, JOLEHT, JOLUEHT Kadenpbl MHGOPMALMOHHBIX TEXHOJIOrHH XepCOHCKOro HalMOHAIBHOIO
TEXHHYECKOTO YHUBEPCHUTETA, XEPCOH, YKpauHa.

AHHOTADUA

AKTyalIbHOCTB. PaccMoTpeHa 3a1aua 000CHOBAaHUS METOJOB MOCTPOSHHSI MOZENIEH ONTHMHU3ALMOHHBIX NPOLENYp, KaK AMHAMHYECKUX
00BEKTOB, C y4eTOM 0cOOEHHOCTEH Iporeryp o0yueHns. OOBEKTOM HCCIeIOBAaHUS SBISINCH MOJICIN TUHAMUKH Ipoueayp ooyuenus. Lens
paboThl — perieHre 3ana4d GopManu3anUy Opoleayp 00ydeHus, pa3paboTKH METOHOB MMOCTPOCHHS MAaTEeMaTHUSCKUX MOJeel MPOIeCCOB
00y4eHus, TPOLIECCOB TIOMCKA ONTUMYMA 3a1a4 00y4YeHHMs, ISl OLEHKH AUHAMUYECKHX TPOLEAYp O0yUeHUsL.

Merton. IIpouecc oOydeHHss — 3TO COBOKYIHOCTb MOCIICIOBATENBHBIX M B3aMMOCBS3aHHBIX JCHCTBUI 0Oydaromero u o0ydaeMsblx,
HAIPaBJICHHbIX Ha OOECIIEeUeHUE CO3HATENBbHOrO0 M IIPOYHOrO YCBOEHMs 3HAHUH, yMEHHMH, HaBBIKOB. B pesyibrare cHCTEMaTH4eCKOro
aHaNn3a, ONpeleeHbl OCHOBHBIE, 0a30BbIe 3aKOHOMEPHOCTH Mpouenyp o0y4yeHus. OOOCHOBAHO MOHATHE «MH(OPMAIIMOHHBINH MOTOKY, KaK
MOCJIeIOBATENILHOCTE COOOIIEHUH, HecylMX MHGOPMAIHIO, ISl MOCTPOEHHsT Mojeneil B3auMozaeicTBUil B MH(MOPMAIMOHHBIX CHUCTEMaXx.
OmnpezieneHo Ba)KHOE CBOWCTBO MH(OPMAIMOHHOIO IIOTOKA — HAIpaBJICHWE OT HWCTOYHHMKA K NPUEMHUKY. BBIIEICHBI J1Ba BO3MOXKHBIX
BapuaHTa HMH(OPMALMOHHOTO B3aMMOJACHCTBUS OOBEKTOB — Mepeqada U KoOMIeHcanus HHpopMmanud. [IpemiokeHO HCIoIb30BaHue
MPUHLMIIA ONTUMAJIBHOCTH ISl MH(POPMAIIMOHHBIX TpoueccoB o0ydeHus. [lokazaHo, 4To IMHAMHMKA MPOLECCOB OOYYEHHsS ONpEeAelsieTcs
XapaKTepUCTUKAMH HCIOJIb3yeMOH ONTHMHU3ALMOHHON mpouenypsl. I'paaneHTHas npoleaypa MHOMCKa SKCTpeMyMa (YHKIMH LEIH
OIHCHIBACTCS] aBTOHOMHBIM JIBHXKCHUEM JMHAMUYECKOHN cUCTeMBI. [JIs CTpOro BBIMYKIOH (DyHKIIMH LEITH, COTTIaCHO JI0CTATOYHBIM yCIOBHSIM
OINITUMAJBFHOCTH, MPOLEIypa ONTUMHU3ALIN OIICHIBACTCS AMHAMHKONW aBTOHOMHOTO IBH)KCHHUS CTALMOHAPHOTO JMHEHHOTO HECBSI3aHHOTO
JMHAMHYECKOTO 00BbeKTa. BbIOOp MHOXHUTENs Ul IpajJueHTa CYIIECTBEHHO BIIMSET Ha JAMHAMHKY IIpOIecca, M ISl CTPOTO BBITYKIOH
(YHKUMM LeJTM MHOXKHTEIIb PaBeH BEKTOPY MpUpaleHuid. Mcnonbp3oBanue IMHAMUYECKOH MOJENHN olpeiessieT He0OX0AUMOe YHCIIO IAaroB
JIOCTHKCHUS 3aJaHHOM TOYHOCTH.

Pesyabratbl. Co31aHHbIe MOJENH TOMYYMJIM HPOrPaMMHYIO PEATH3alMI0 M OBUIM HCCIIENOBaHbI HA MPAKTHKE MPU PELICHUH 3a/1ad
MOJICJINPOBAHUS JUHAMUKH mporenyp oOydeHus B yueOHOM mponecce Kadeapsl HHOOPMALMOHHBIX TEXHOJIOIHH XepcOHCKOro
HALMOHAIBLHOIO TEXHUYECKOTO YHUBEPCUTETA.

BrbiBoabI. BrimomHeHHBIE SKCTIEPUMEHTATIBHBIE HCCIIEIOBAHNS TTO3BOIMIN NMPAKTHYECKH ITOATBEPANTH PAbOTOCIIOCOOHOCTH CO3/ITaHHOTO
MaTeMaTUYeCKOro anmnapaTa U CYMTATh €ro 1eNecOO0pasHbIM Ul NPUMEHEHHUS C LeJbl0 MOBBILECHHUS YP(OEKTHBHOCTH MOACIUPOBAHUSI U
peanu3anuu npouenyp odyuenus. JlanpHeime nepcrekTUBbI MPOBEICHHbBIX UCCISA0BAaHUI BUAATCS B OXBATe OOJIBIIEr0 KOJIMYECTBA BUIOB
JUHAMHYECKUX MpOLEAyp OOyYeHHs, ONTHMH3ALUH MOJXO00B K MX IPOrPaMMHBIM PEaN3alysM, YBEIMYCHUIO MAacIITA0HOCTH MX OXBaTa
MOATBEPIKAAIOLUIMMHU SKCIIEPUMEHTAMH.

KJIOYEBBIE CJIOBA: o60yuenue, ¢opManusanus OpoueaAyp OOyYeHHs, Y4YHTENlb, YdYalliuiics, WH()OPMALMOHHBIA IOTOK,
OINTHMM3AIIMOHHBIE TPOLIEYPHI.
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