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ABSTRACT

Context. The article summarizes the statistical learning theory to evaluate the long-term operation results of the automated
speaker recognition system of critical use (ASRSCU) taking into account the features of the system’s operation object and the
structural specificity of such a class of recognition systems.

Objective. The goal of the represented work is the development of a complex set of methods for the ASRSCU’s quality
parameters stabilization during its long-term operation.

Method. The article formulated set of methods for the ASRSCU’s operational risks estimation of its long-term operation. In
particular, the dependence of the risk of an incorrect speaker recognition on the features space dimension is described. Based on the
formulated measure of informativity, obtained a set of methods to analyze the training sample to identify examples that lead to
increased risk. The influence of the phenomenon of the drift of the speech signal parameters on the quality indicators of the ASRSCU
is described analytically. An estimation of the operation duration of the ASRSCU, during which it is impractical to re-train its the
classifier, is carried out. Recommendations for choosing an optimal ASRSCU’s classifier are formulated from the position of its
complexity minimization, taking into account the risks of the ASRSCU’s long-term operation and the possibility of re-training.

Results. Represented in the article theoretical results are verified by the DET-curves experiments data, which summarize the
information from long-term experiments with the ASRSCU, in which, during the features space configuration were taken into
account the features based on the power normalized cepstral coefficients based and the features based on the spectral-temporal
receptive fields theory. Within the framework of the created theoretical concept, an estimation of the influence of the features space
configuration and the type and complexity of the classifier on the stability of the ASRSCU’s quality parameters during its long-term
operation has been carried out.

Conclusions. For the first time the theoretically analyzed the problem of average risk minimization by empirical operation results
of a ASRSCU, where, unlike existing approaches, non-stationary input data with the drift of individual speech signals features and
the characteristic parameters of the recognition system classifier were taken into account, which allowed to estimate the risk’s
confidence interval for conditions for re-training sessions.

KEYWORDS: automated speaker recognition system of critical use, experiment planning theory, factor analysis, statistical
learning theory.

ABBREVIATIONS NOMENCLATURE
ASRSCU is automated speaker recognition system of A is a impulsive variable;
critical use; Q is a parameter of temporal impulse filter
CNN is a convolution neural network; responses;
STREF is a spectral-temporal receptive fields; o is a set of parameters of the classifier;
VAD is a voice activity detection; € is a accuracy of classifier training;
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0 is a phase of spectral impulse filter feedback;
K; is a weight constant;

K, is a time constant;

K3 is a constant, which set the CNN parameters;

K4 is a constant, which set the CNN parameters;

K5 is a constant, which set the CNN parameters;

K¢ 1S a constant, which set the CNN parameters;

K7 1S a training rank;

&, 1s a set of n independent, equally distributed
random variables;

p is a probability that, at least in one of the N
functions Q(z,ak), k=1,...,N, the upper limit of the
risk R

T is a mathematical expectation of the interval

between sequences of re-training;
¢ is a phase of spectral impulse filter feedback;

max €xceeds R, ;

¢(...) is a function of estimation of the drift degree of

the input data;

o is a density parameter of the spectral impulse
response filters;

{(xl-, Vi )} is a the element of the training sample, X

and Y are the set of empirical input and output data of the
system,;
1-3 is areliability of the classifier’s training;

b, is a offset for n -i source map,

d is a degree of complexity of the training algorithm;
H (t,(n) is a SNRF-individual feature;

F,(t,®) is a SNRF-individual feature;

F (t,k) is a SNRF-individual feature;

f is a frequency;

G(l ) is a measure of the learning process complexity;
g(x) is a classification function;

h is a measure of Vapnik-Chervonenkis;

h is a Gilbert transformation;

hg is a spectral impulse response;

hSC
hy temporal impulse response;

is a spectral scale factor;

h,; is a temporal scale factor;

h(t, f ) is a impulse response of each filter in bank;

H is a class of hypotheses of indicator functions g ;

i is a iterator;

I(...) is a informative measure of rejection of

empirical data from educational,
j 1is a iterator;

L, (1) is a loss function, which describes the average
difference between a random variable ¥ and 4(X);

A

L, (h) is a empirical risk;
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[ is a basic length of the training sample;
[, is a expected average durability of the recognition

system exploitation term without re-training;
m 1s a iterator;

M*"" is a number of entrance maps;
n is a iterator;

N, is a number of elements #_, ;

N, dimension of the feature F; (z,k);

k is a iterator;

O is a degree of sufficiency of the training sample;

P, is a probability of the first kind errors of
ASRSCU;

By is a probability of the second kind errors of

ASRSCU;

P is a unknown probabilities distribution;

B, is a empirical risks by sampling S, subset 4 ;

P, is a empirical risk by sampling S, subset A4 ;

P'(-+) is a function of estimating the marginal size of
the initial sample;

P is a probability of a situation, when testing the
system on a plurality m of elements, the empirical risk
R, will exceed the threshold value of risk R _;

Q(. . ) is a set of corresponding indicator functions;

R assessment of empirical risk R, ;

R(O.) is a functional risk;

R, (o) is a functional of empirical risk;

R, is arisk of incorrect classification when training a

classifier on a sample from which elements were removed
at the initial sample length, estimated by the error rate;

R, is a threshold value of the risk, determined by the
testing results;
R .« 15 a upper limit of risk;

STRF (t, f,Q,0,0, 9) is a operation of allocation of
SNREF features;

¢t is a time;

w,'j,m is a convolution core between m -input and 7 -
output source maps;

x}y, is a input feature map m of a layer u ;

y(t, f ) is a SNRF spectrogram;

Yy (t, f ) is a model of hair cells work;

yelt,f) is a affine wavelet transform of the speech
signal frame s(t);

VLIN (t, f) is a model of the lateral inhibitory
network;

yu is a output feature map n of a layer u ;

Z ={z; =(x;,5; ) 22.....2} is a set of empirical data.
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INTRODUCTION

The automated speaker recognition system of critical
use [1], as well as all speaker recognition systems,
performs the speaker’s person recognition by analyzing
the individual attributes isolated from the phonogram with
the recording of the speech signal. Of course, the speaker
is characterized by the pronunciation variability, due both
to internal and external factors. To the internal speech
variability factors, we will relate the style, tempo and
volume of speech. External speech variability factors are
characterized by the type and level of noise in the acoustic
and hardware channels of the speech signal propagation,
as well as distorted perception of the speech signal due to
the reverberation of the speaker’s spatial surroundings.
Also highlighted such high-level individual characteristics
of speech as dialect and speech style, which manifests
itself in the acoustic characteristics of the speech signal
and the tempo of speech. To establish in ASRSCU the
potential for distinguishing internal variability factors,
taking into account the high-level individual
characteristics and resistance to external variability
factors, can be used in the systematic approach to forming
the features space, the selection and parameterization of
classifier, the formation of a training sample and the
regulation of the training process. There are other
"extreme" volatility sources of the amplitude-frequency
characteristics of the speech signal due to the state of the
speaker’s health, the acoustic parameters and the
geometry of the room where the system is operate, the
parameters and the location of the microphones.
However, these types of variability are so significantly
distorting the meaning of informative speech recognition
features that they are reasonably easily identifiable and
taken into account when deciding on the result of a speech
recognition session, taking into account the degree of
distortion and the scope of use and the type of the
recognition system.

However, the study [2] showed that during prolonged
use of the speaker recognition system, the speech signal
parameters drift is due to simple normal physiological
processes in the articulatory apparatus of the human, as a
result of which the time difference between the training
session of the ASRSCU classifier and the recognition
session can significantly affect the quality system
performance. Consequently, the possible critical use of
the speaker recognition system necessarily requires the
study of the influence of the operating time on the
qualitative performance indicators of the recognition
system in order to stabilize them.

The object of study is the individual features of the
process of human speech activity and the process of
hearing perception of speech signals by a human being
and their analysis by the auditory cerebral cortex.

The subject of study is the methods of the pattern
recognition theory for the modeling of the recognition
system, the methods of the statistical training theory for
the analysis of the risks arising from the long-term use of
the recognition system, the methods of the neural
networks theory for the implementation of the optimal
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classifier for the recognition system and methods of
spectral-temporal receptive fields to describe the process
of perception speech signals to the acoustic cerebral
cortex of a human.

The purpose of the work is to estimate the risks of
long-term operation of the ASRSCU and to propose
measures to reduce them.

1 PROBLEM STATEMENT
Let there exist an abstract teacher who offers the
ASRSCU’s classifier a finite set of examples of an
unknown indicator functiong over the domain X . On

the basis of a sequence of examples {(xi, Vi )}, i=1..,1,
x;eX, y;eY, where y; :g(xl-), 1<i<m, and
XcR, Y= {0,1} , randomly selected in accordance with
an unknown distribution of probabilities above X, it is
necessary to train a classifier with given accuracy € >0
and reliability 1-8. Suppose the existence of an
unknown probabilities distribution P over XxY, a
classifying function g(x):E(Y |X =x) and a limited
trainning sample with examples {(x,-, yl-)}, i=1...,1,
where (xi,yl-) are taken independently, respectively P

over X xY . The classifying function belongs to the
hypothesis class H , which does not necessarily contain
g . Determine the loss function L, (h), which describes

the average difference between the random variable Y

-1
and h(X): Lq(h):(E|Y—h(qujq , and the empirical

/ -1
risk iq(h): l:q(h):l_IZGi—h(xi)qy , where the
i=1

q 21 averaging takes place in accordance with P . If we
take into account ¥ = g(X), then the loss function will
take the form Lq(h):"g_h||Lq(P) , that is L, the norm
over P . Suppose the existence of a classifier training
algorithm, a coincidence [(,5) for examples of a
training sample, for any objective function g and any
probability distribution P on X, if the hypothesis is
heH fulfiled L, (7)< L, +& with probability greater
than 1-8, where L, , :glellt;”g—h"Lq(P) — the loss of
the optimal hypothesis A . This assumption suggests that
it is possible to minimize the empirical risk by using the
classifier training algorithm, which h is the result of a
choice h# with H a minimum value ]:q (), and

formulate the purpose of the training procedure as the
choice of an element from H , which minimizes the

generalization error R = _[ H(z)dP(z) based on empirical

data Z = {zl :()?,-,yi),zz,...,zl}. Next in the article, we
will develop the concept formulated above in direction of
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identifying the relationship between the performance
indicators of the ASRSCU and the training process
parameters and the recognition system classifier
parameters for its long-term operation.

2 REVIEW OF THE LITERATURE

In the theory of pattern recognition, one of the applied
applications of which is the speaker recognition systems,
one of the central problems is to minimize the average
risk based on the analysis of empirical data, which
developed into the theory of statistical learning [3]. In this
theory, many complex problems are investigated, in
particular, the restoration of dependencies and
distributions density (pattern recognition) and the
interpretation of the indirect experiments results. As
already noted, the speech signal parameters are inherent
in drift, which over time leads to a decrease in the
qualitative characteristics of the ASRSCU. In studies
[4.5] a hypothesis is formulated on the insignificant effect
of the drift of the speech signal parameters on the quality
of speaker recognition and is proposed to be compensated
by introducing a number of corrective coefficients. So in
[6] on the basis of the assumption of constant in time, but
a small absolute value of the drift of the speech signal
characteristic parameters, its probabilistic estimation is
based on the study of the sequence of recognition sessions
results and the upper limit of the degree of drift with the
given error probability is estimated and taking into
account the recognition system classifier training
algorithm, but the question of the influence of the number
of evaluated data on the reliability of the estimates isn’t
investigated. The paper [7] describes a method for
determining the maximum drift rate allowed for a
corresponding recognition system classifier, among
which, however, there are no neural networks. In papers
[8, 9], the phenomenon of drift recognizes and formulates
the requirements for optimizing the parameters of the
speaker recognition system classifier re-training process
stating, in particular, the requirements regarding the
phonetic composition of language materials for re-
training, thereby reducing the total amount of study
sample. In work [10] the influence of “extreme”
variations of speech signals on the quality of the speaker
recognition system is estimated, and the permissible
limits of variation of spectral individual parameters are
estimated. However, in all the aforementioned works, a
priori assumptions are made about the nature and
parameters of drift in speech signals, therefore, an urgent
task is the generalization of the theory of statistical
learning to the problem of a speech signal parameters drift
in the long-term operation of the speaker recognition
system.

3 MATERIALS AND METHODS
In an unknown distribution P(x,y) you can only

/

estimate the empirical risk R, :l_IZQ(z,-). This goal
i=1

can be achieved by adjusting the parameters of the
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classifier a according  to the condition

o =argminRe(0L,l), evaluating the complexity of the
o

=2 ifi<ad,
<), if i>4,
d+1 — the smallest size of the set, under which the
condition G(/)= 2! is violated.

On the basis of the foregoing, we consider the
problem of minimizing the risk functional

R(oc) = jQ(z,oc)P(z), aeA,

as a task of minimizing the functional of empirical risk

/
Ra(o) =300z 0) e A
i=1

training process as G(l){ , Wwhere

(1

2

over a set of indicator functions Q(z,&)=1{0,1}. In this
case (1) is characterized by the probability of incorrect
classification A4, ={0(z,a)=1}, and (2) — by the
frequency of occurrence of such an event. If all empirical
data z are taken from the same distribution, then with
probability 1—mn simultaneously for all N functions from

a set Q(z,oc k), k=12,...,N, inequality is performed
R(uk)< Rmax(ak)z Re(ak)"_lil(lnN_lnp)'

(1+\/1+2Re(ak)l(lnN—lnp)_l )

The equation (3) allows us to describe the dependence
of the incorrect classification risk on the factor space
dimension, which can be reduced by applying, in
particular, the principal component analysis [11], thus
reducing the computational complexity of the recognition
task. However, in the context of the critical use of the
recognition system, the increase in the wrong
classification risk is unacceptable, which can be prevented
by removing examples that increase risk from the training
sample. This operation is proposed to be carried out on
the basis of Shannon’s informativeness [12]:

Ry =R(s)+x (d(ln(Zd’l (p- s))+ 1)s(1n(ps*1 )+ 1))

(p=s)".

If the parameters of the initiating probability
distribution are unknown, then it is suggested to use the
test to identify the distribution point in the context of the
speaker’s identity, which will be recognized by the
ASRSCU [13]:

WR.P)= st;pQPl ~ Py|(min(0.5(R + Py L1-0.5( + B, )} %>

3)

“4)

®)
where sup|S1 - S2| =0.5dist(S,,S,) — the empirical
measure of the distance between the samples S| and S, .
This test also allows us to determine the marginal sample
size P(§(S,P)>¢)<(21)? 025" and the boundary of

the second kind of errors probability

P21 (¢(S1,S2)> 8)§ (2])d 8'0'25182 ' (6)
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In addition to the parameters of the training procedure
on the quality parameters of the ASRSCU, the drift of the
speech signal parameters is also influenced by the
physiological changes in the speech apparatus of the
human. If ASRSCU will operate for a long time, the
quality of recognition will decrease, as the initiating
distribution of input data will change. Next, we call this
phenomenon a drift of a compatible distribution P(E, y).

The theory of machine learning regulates the definition of
the adequacy of the amount of training sample O for

2(¢+10g57") [13].
However, the relevance of the relationship of drift with
the empirical and true risk is relevant. Assume that the
recognition is performed by the Bayesian classifier in
terms of deterministic connection P(x,y)e {0,1}. If the

“drifting” data in the form O=¢"

example provided for classification x; is close to the the
data then the

classification is carried out in accordance with a reliable
estimate of conditional probability, and the error
probability is min{P()_c,A),P(E,B)}zO , and informative

X; — I(k) ~1 . I(k)z —1Og1‘7k(jk = yk|Zl,22,...,Zk,1,)?k)
which defines the deviation degree of the input data from
the data of the training sample. That is, if x; is mach

training sample min”)_c + xl-" <eg,

different from the data of the training sample, then the
error probability can be estimated as 2P(4)P(B)~0.5,

2. In the field of drift, these

indicators will generally take a form
max{P()_c, A), P()?, B)} ~1, 1] (k) — oo . Consequently, there
is a link between the need for re-training of the classifier
and the value of empirical risk, embodied in the value of
informativity. When creating critical systems, risk
management is necessary, so we will combine the re-
training operation with the situation of exceeding the
value of the empirical risk of some threshold. That is, we
will carry out repeated training if with a probability p in

and informative [ (k)z

at least one of an N functions Q(z,ock), k=1,...,N the

upper limit of risk exceeds the thresholds by the testing
results on the sample no less than from the m clements:

Rinax (oc k ) >R, , or by revealing this relation:
Re(ock)+Kl(1+qll+2Re(ock)Kl—1j>Rm where
=(InN-Inp)l "l I>m. Given the previous

transformations we obtain R, (a ) >R

o — 2R, K, or

R, (o )> Rm—\/ZRm(lnN—lnp)l_1 . (7

Inequality (7) describes the ratio of empirical risk to
threshold values for any one />m . If the recognition
system is used, then based on the generalization of the
results of its work for a certain time you can calculate the
empirical risks R, (o) for the various classes of system

parameters, for example, the length or content of the
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passphrase, the number of microphones for its recording,
acoustic space parameters where the system is operating,
etc. If for some class the empirical risk exceeds the
threshold Re(ak)z Ry, , then for the data of this class, you
need re-training.

Let’s describe the probability of a situation when after
testing a system on a set of elements the empirical risk
will exceed the threshold Ry, :

= su o |—R,,ﬂ ” Ll(l -R, )J
o 1<ka[, 1% m-|[|_RtrleK ) (1= Rle)) (8)

where unknown true risks R(o;) are used, the limit
values of which can be obtained by analyzing the
empirical risks, but taking into account the limited sample
size, these estimates will be understated. However, it is
possible to obtain a reliable lower boundary » providing
for a monotonous increase in the likelihood of re-training
P. with growth R(ay). Let (£,,7>1) be a sequence of

14

intervals between the re-training procedures of the
recognition system, measured in the number of
recognition sessions performed. Assume that &,

independent randomly distributed probability variables,
then the probability that re-training will occur through

sessions will describe by p{&n = t} q"- lPr , where
q =1-P,., and the probability that re-training will occur
no more than through the sessions we describe like

t
plén <ti=1-¢
interval between sequences of re-training will describe by

-en)- S e, - 5[ S0 .-l b

t=1\x=t

. The mathematical expectation of the

o0
:th_l :Pfl, from where the expected average

N
Il
—

operation duration of the recognition system without re-
Also,
mathematical expectation of the number of re-training

training is [, =mr=mPr_1 we obtain the

0
procedures for sessions: H(t)= Zp(sn <t),
n=1
lim H(t)t_l == pP,.
t—©

Determine the effect of re-training on some limited
positive rational function G > g(t)> 0 taking into

account the corrective operator V. For a given P,

correction, the evaluation (8) is based on the
decomposition of a complex phenomenon on a complete

set of incompatible events P(4)= > P(B)P(A|B):
B

p{ sup Rlog )~ Ry (o NR(o, )03 >g}_

I<k<N

©)
< NPa(l—a)™ + N(l -P.(1-a)" )a’,
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where a =ge "¢™ _ Using inequality (9) we establish a

connection between & and reliability taking into account
that
1 -1 ~0.5¢2m
po > NPra(l - a) =a< po(po + NP,) =qe
-1
<po(po+NP, ) :

e> o =y-2m " nlpg((p + NP, X1-P,)").  (10)
We simplify inequality (9) taking into account the fact

that the values a and (l—a)_1 decreases with growth €
determine what value ensures reliability 1-p, p>pg,
account that

taking into

2
p>po+Nga' = q'e 3™ < (p—vy \Ng) ' = —0.5¢2m

<tnf(p-p v g +1):

£> € :\/—Zm_l(ln((p—po)N_] )—(t+l)ln(l—Pr)). (1

Using the above considerations, we obtain on the basis
of (9) taking into account (11) the expression to determine
the true risk:

Rloy )< Re(ak)+81(l+1/1+2Re(ak)sl_1 ) =
= Rolag J++=2m~ (o —pg Vg~V

x[l + \/1 + 2Re(ock)(— 2m7! ln((P—Po)N g ) )TO'S ] :

and generalizing (10) and (11) we obtain the constraints
on the choice p for (12):

(12)

p>po> O.SN(Pr + q’)+ O.Sp[\/4NP,~ + (Np*l (Pr + q[)—l)z —1] - (13)

We formulate measures on the practical use of the
aforementioned theory of the risk assessment of ASRSCU
taking into account the procedure of the classifier re-
training as a result of the drift of the speech signal
parameters. In the context of the foregoing, ASRSCU
requires a classifier designed to take into account the
balance between the reduction of the empirical risk and
the increase in the difference between the empirical and
true risk with increasing complexity of the classifier, by
which we mean the capacity of the set of input data that
the classifier is capable of recognizing. The indicated
balance is proposed to be ensured by minimizing the
upper limit of true risk for the specified values of
reliability and duration of the training sample. Based on
[14] we formulate a kind of indicator function that
minimizes empirical risk with probability 1—p:

R, —+J0.5¢(1 SRSRe+O.58(l{1+\/1+4Re(s(l))_lj, (14)

where (1) =4h1~(in{2ta™!)+1)- 417 1n(0.24p).

If the re-training procedure is implemented, it’s
expedient to minimize the true risk, and estimate the limit
of the empirical risk for the specified re-training risk. It
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has been previously grounded that re-training of the
classifier with reliability 1—p willn’t occur, if ¢’ >1—p,

that allows (14) to obtain an analytical expression for
calculating the boundary that describes the effect of re-
training on the choice of a classifier:

R, <R, + O.SS(m{l +y 1+ 4R, (e(m))™! j+
+ \/O.SS(mi_ln(l - p)(ln(l —-P. ))_1 _D .

Consequently, the authors proposed a set of measures
for assessing the operational risks of long-term use of
ASRSCU. In particular, using (3) describes the
dependence of the risk of incorrect classification from the
dimension of the factor space. Based on the formulated
measure of informativity with the help of (4) it is possible
to analyze the study sample on the presence of examples
that lead to increased risk. With the help of (8) we
describe the influence of the phenomenon of drift of input
parameters on the qualitative performance indicators of
the ASRSCU, and with the help of (13) an estimation of
the operation duration of the ASRSCU is performed,
during which it is impractical to re-train the classifier.
Also (15), it is possible to choose the optimal classifier on
the position of minimizing its complexity, taking into
account the risks of long-term use of the ASRSCU and
the possibilities of re-training. In general, the above-
mentioned material for the first time comprehensively
describes the problem of minimizing the average
operation risk of the ASRSCU under empirical data,
generalized taking into account nonstationary input data
with drift patterns and parameters of the recognition
system classifier. The limits of confidence intervals of
risk are calculated taking into account the procedures of
classifier re-training.

5)

4 EXPERIMENTS

The statistical data for the empirical assessment of the
adequacy of the above theoretical concepts for the
operational risks analysis of the ASRSCU is obtained on
the basis of the analysis of the results of long-term use of
ASRSCU at the Department of Computer Control
Systems of Vinnytsia National Technical University. The
mentioned ASRSCU has a classical architecture, which
includes a block of preliminary speech signal processing,
a block of informative features allocation and a
classification block.

In the pre-processing block, the detection of speech
activity intervals in phonograms was performed using a
two-channel VAD algorithm [16]. Intervals of linguistic
activity lasting 3 seconds were segmented into frames of
duration 30 ms with 15 ms shift. To compensate for the
Gibbs effect, the signal was weighed by the Hemming
window. Effects of channel distortions at the factor level
were offset by the calculation of the cepstral mean
subtraction and, taking into account the sufficient duration
of the analysis frameworks, the implementation of the
feature warping [17].
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In the block of informative features extraction from
each of the received from the block of preliminary
processing frames extracted 19 normalized by the power
cepstral coefficients [18], their energy and their first and
second derivatives. Also, for the presentation of speech
signals, the position of the theory of spectral-temporal
receptive fields was used, which describes the work of the
human auditory system with the involvement of the
results of psychoacoustic and neuropsychological studies
of the peripheral and central auditory system of mammals
in the spectral and temporal spaces [19, 20]. The STRF-
description of the speech signal included two stages. At
the first stage, the auditory spectrum was obtained as a
result of the simulation of the peripheral auditory system.
At the second stage on the basis of the first stage results
the high-level representations of linguistic representations
as the results of simulation of the auditory cortex of the
central nervous system of human ware synthesized.

For the implementation of the first stage, an affine
wavelet transform yc(t, f ) of the speech signal frame

s(¢), was initially carried out, which was passed through
a bank of cochlear filters: y (¢, f)=s(¢)*, Az, ), where

1000
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500 1000 1500 2000 2500
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*, —1is a convolution operation in the time space. Further,
the work of hair cells y (¢, /) was modeled, which was

consistently performed: the operation of high-frequency
filtration to emulate the process of converting sound
pressure into the speed of hairs; nonlinear compression
operation g(u); low frequency filtering operation w(t) to
emulate phase blocking of the auditory nerve:
yalt.f)=g(8,yc(t, 1)), wlt). Next, the work of the
lateral inhibitory network of the cochlear nucleus
yuN(t, f ) was modeled in the form of a frequency
selection operation, for which the partial derivative of the
y A(t, f ) frequency was passed through a half-period

rectifier: y v (e, /)= max(6fyA (t,f),O). And the first
stage was ended by receiving the auditory spectrogram
y(t, f ) by convolution yj (t, f ) in the time space with
function u(z,c,):

1
. In

a short-term window

At )=y (6. )% nlt ks ), where plr,t)=e™™
Fig. 1 we can visually compare examples of Fourier and
STRF-spectrograms.
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Figure 1 — Visual representation of a speech signal: a, b — Fourier spectrographs of the speech signal without / with noise
respectively; ¢, d — STRF spectrograms of the speech signal without / with noise respectively
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The ongoing second phase was based on obtaining the
STRF-function as a result of the combination hg and 4y :

STRF = hg -hy , Where hg(f,0,0)= hy(f,0)cos0+hy.(f,0)sin®
hy(£,92,0) = hy, (£,Q)cos @ + };rt (t,Q)sing . Operation
STRF (t, 1,90, (p,e) on a spectrograph y(t, f ) describes
like STRE(r, ,9,0,9,0)= y(t, /) s (f,0,0)- hr (.2, 0)].
where *, is the convolution operation in both time and
frequency spaces. Fig. 2 shows a scalable STRF

representation of one of the speech signal frames from
Fig. 1 in hg./h,, space and MFCC- representation of the

same frame.

In the investigated ASRSCU from the frames of the
speech signal, according to the results of the STRF
analysis, three informative features were distinguished.
The first feature Fi(f,®) was obtained by summing the
values of all elements of the STRF representation in
hge [hyy spaces:

F(t,0)=Y > |STRF(t, /.9,,0,0) (16)
7 Q

where ®=12,...,N,, N, —1is the number Ay elements,
and the values of the phase parameters ¢ and 0, given
their small informativity for a speaker recognition task

n

0.50

[19], was considered equal to 0 for a simplification of
calculations. The second feature was obtained by
logarithm Fl(t, oa):

Fy(t,0)=log(F (1,0)). (17)
The third STRF feature was obtained using the
discrete cosine transform (DCT) [20] to F, (t, oa):

N(J)
F(t,k)= ZFz(t,m)cos(2nc0kN;I),
o=l
where k=12,...,N,, Ny < N.

Thus, the vector of informational attributes for one
frame of the input speech signal after its processing
consisted of 79 elements that are visually represented in
the form of a spectrogram-like structure, where the axis of
the ordinates is postponed by the number of frames along
the abscissa, the values of the ordinate axes correspond to
the numbers of informative features, and the intensity of
the color shows the value of the corresponding features
within the frame, multiplied by the corresponding
weighting factor. Such a way of presenting informative
features is due to the type of ASRSCU classifier.

(18)

soofF— — "‘_‘_'1 s00F

4.00 1 4,00+

2.00 | 200F {

ht 1.00 4 ha 100}

050 4 nsok

Figure 2 — Visual representation of a speech signal: a, b — MFCC-presentation of speech recording without noise / with noise; ¢, d —
STRF-representation of spectrographs of speech recording without noise / with noise in space /g, / hy
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In the classification block of the ASRSCU, a
convolutional neural network [21] was implemented. Its
architecture is designed taking into account the
recommendation (15) regarding the complexity of the
recognition system classifier, taking into account the features
space parameters, operating conditions and the purpose of
the ASRSCU. The structure of network (see Fig. 3) includes
two convolution layers for features extraction, two sub-
sampling layers to reduce features dimension, two local
normalization layers, three full-connected layers and
finalized by an output SOFTMAX layer.

The convolutional layer of the neural network
performs a two-dimensional convolution operation of the
fragment of the input image and a filter to extract the
height-level features based on the activation functions of
the Rectified Linear Units:

Mu—l
yp =max| 0, > wy , *x,+b, |. To reduce the data
m

dimension, the sub-sampling MAX-pooling type layers
are used, at the outputs of which the maximum values of
square pieces are obtained in size 3x3, on which the
input card is broken off without overlapping. In order to
prevent a decrease in the network training process speed
the Local Response Normalization procedure

implemented, in which the normalized response Bj (x, y)
at the output of y (x, y) MAX-pooling sub-sampling
layer at the position (x, ) is obtained as BY(x,y)=

K¢

H}”’l{ ('x’ y)z >

n=max(0,n-0.5x,)

min(M“,n+0.5K4)
=H"(x,y) k3 +x5

where M" — is a total number of cores in the layer u,
and the values xk3=2, x4=5, k5= 1073, kg =0.75
defined empirically. Dropout technology is implemented
to prevent overhaul on the full-connected network layer.
SOFTMAX classifier on the output layer of the network
determines the probability distribution y,, of membership

of the central pixel of the input fragment x,, to C

A < A B
speakers classes like y,, =¢e™" Ze " |, where
n=1

M
}‘n = Z(Wn,m
m=1
a stochastic gradient descent method with step 128 was
used. The rule for updating weight w; on k iteration
looks like
Ak+1 = O9Ak —0.004K7Wk — K7 6L/6Wk and 6L/6wk isa
derivative. The initial values of the neuron weights on
each layer were set using the zero mean Gaussian

distribution with a standard deviation of 1. The training
error was 0.0002.

* X, + bn), M =100 . For network training

Wiyl = Ak+1 + Wy, where

5 RESULTS

The main purpose of the experiments carried out with
the above-described ASRSCU was to assess the impact of
the operation duration on the recognition system quality
performance with the generalization of data on the
informativity of the attributes space elements. For this
purpose, the ASRSCU software was installed on three
computers at the Department of Computer Control
Systems of the Vinnytsia National Technical University,
which operated for two years. Experiments were attended
by 6 speakers (4 male and 2 female), each of whom
conducted regular recognition sessions at least once every
five days (total of over 2000 recognition sessions per
speaker per study period) with fixation of results . The
possible result of the recognition session was the correct
speaker’s recognition, the speaker’s confusion (the first
kind error, Miss) or denial access (second kind error,
False Alarm). The results of experiments are presented in
the form of detection error trade-off curves, which show
the dependence of the likelihood of the first kind errors F,

occurrence from the second kind errors Pﬁ occurrence

Cl:
24 maps
<]5x15 i
MI: C2: Fl-
[ o %‘_‘ 24 maps *7x7 48 maps #7=7 A
nput layer M2: 100 maps=1=1
1%79=<250 48 maps *3x3 Output layer
C classesx< =1
i T R
5%5 33 e 3%3
. : 5%5 . .
Convolution Max pooling . . 37 Full
Convolution ] . .
Max pooling connection

Figure 3 — Architecture of the ASRSCU’s convolutional neural network classifier

© Bisikalo O. V., Kovtun V. V., Yukhimchuk M. S., Voytyuk I. F., 2018
DOI 10.15588/1607-3274-2018-4-7

79



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, yrnpasainss. 2018.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018.

Ne
0

4
4

probability, with the same threshold decision making
recognition system’s classifier. In particular, Fig. 4 shows the
DET curves depending P, / By on the operation duration of

the ASRSCU without the re-training of the classifier, to
evaluate the drift of the individual features that characterized
the speakers in the recognition process.

Fig. 5 shows the DET curves for P, /PB compliance

with the recommendations for the re-training frequency

0.2
0.1

010205 1 2 5 10 20 40
P!_'..IJU
Figure 4 — DET curves P, / PB of ASRSCU depending on the

0.001 0.0

duration of operation without re-training of the classifier

Pu.%
401

201 ke,

10 i

wn

]

0102 05 1 2 5 10 20 40
Pp.%0
Figure 5 — DET curves Py / By of the ASRSCU, depending on

0.01

the observance of the recommendations for the re-training
frequency and the length of the training sample, taking into
account the drift of individual speech parameters
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and the length of the training sample, taking into account
the drift of individual speech parameters. Parameters of
the periodicity of re-training and the length of the training
sample were determined for the ASRSCU by the formulas
(8) and (13) respectively.

Fig. 6 shows the DET curves P, / By depending on

the configuration of the ASRSCU features space, which
regularly passed re-training procedures with the
parameters of the training sample, regulated by the above
theoretical results.

p...”u

40

20

10

010205 1 2 5 10 20 40
Pg,%

Figure 6 — DET curves P(x/PB of the ASRSCU, depending on

0.001 0.0l

the feature space configuration

The obtained DET curves confirm the theoretical
assessments adequacy of the sufficiency of the classifier’s
complexity to make decisions on the speaker personality
of the ASRSCU, confirming the expediency of the re-
training procedure of the ASRSCU classifier and
correctness determined on the basis of theoretical
estimates of this procedure parameters.

6 DISCUSSION

The results of the experiments on a Fig. 4 show that
the quality indicators of the ASRSCU during a long-term
exploitation process are reduced stochastically without the
possibility of identifying an adequate tendency that to
some extent allows the use of the speaker recognition
system for its intended purpose, but makes its critical
application impossible, one of the conditions of which is
predictability of the work results.

The results shown in Fig. 5 clearly confirm the
expediency of the re-training procedure of the classifier,
whose parameters are regulated by the theoretical results
obtained in part 4 of the article. It should be noted that, in
addition to observing the periodicity of re-training, the
obtained results reveal the relationship between the
ASRSCU’s first and second kind errors probabilities and
the composition and the size of the training samples used
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for re-training. On the basis of the results analysis of a
long-term exploitation of the ASRSCU, the effect the
informative features drift on the quality of the system’s
operation was found which provides objective material
for optimization of the ASRSCU factor space by
reevaluating the weight of the informative features, which
are  subsequently visualized before using the
convolutional neural network classifier.

The results shown in Fig.6 on the one hand show a
greater informativeness of the features based on the
power-normalized cepstral speech signals analysis.
However, the features that result from the practical
application of the theory of spectral-temporal receptive
fields make up only about 4% of the features space, but
not only can significantly increase the quality of the
ASRSCU, but also make the DET curves more linear, that
is, in general, stabilize the decision-making process by the
system critical use.

CONCLUSIONS

In the article a theoretical analysis of the long-term
operation process of the ASRSCU was conducted, on the
basis of which the practical recommendations for the
stabilization of the quality indicators of the recognition
system are formulated.

The scientific novelty of the obtained results can be
attributed to the fact that for the first time a theoretical
analysis of the problem of an average risk minimization
has been made on the empirical operation results of the
speaker recognition system for critical use, in which,
unlike the existing approaches, non-stationary input data
with drift patterns and characteristic features of the
recognition system classifier are taken into account,
which allowed to estimate the limits of the risk
confidence intervals, provided that the re-training sessions
were carried out. The practical consequence of the
theoretical analysis is the formulated set of measures for
assessing the operational risks of long-term use of the
ASRSCU. In particular, using (3) the dependence of the
wrong classification risk on the dimension of the factor
space is described. Based on the formulated measure of
informativity (4), an analysis of the training sample on the
identification of elements that lead to increased risk was
made. Using (8), we describe the influence of the
phenomenon of drift of the speech signals parameters on
the qualitative performance indicators of the ASRSCU.
With the help of (13), an estimation of the operation
duration of the ASRSCU was carried out, during which it
was impractical to re-train the classifier. Applying (15)
the optimal classifier was chosen from the position of
minimization of its complexity, taking into account the
risks of long-term use of ASRSCU and the possibility of
re-training. In particular, the resulting ASRSCU-based
convolutional neural network classifier has a compact
structure and confirmed the predicted efficiency. The
formulated recommendations correctness is confirmed by
empirical results presented in the form of DET curves.

Subsequent studies are planned to devote to the
detection of the final potential of the spectral-temporal

© Bisikalo O. V., Kovtun V. V., Yukhimchuk M. S., Voytyuk I. F., 2018
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receptive fields theory in the context of the informative
features for speaker recognition synthesis. As the results
of experiments have shown, their use not only
significantly increases the qualitative performance of the
ASRSCU, but also make the DET curves more linear,
that’s, in general stabilizes the decision-making process
by a system of critical use. It is planned to investigate the
potential of introducing into the list of information
features used in the ASRSCU the human speech source
parameters and to make the final factor space
optimization.
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AHAJII3 PE3VJIBTATIB EKCILTYATAIII BTOMATU30BAHOI CHCTEMM PO3NI3HABAHHA MOBIISI KPUTHYHOT O
3ACTOCYBAHHA

Bicikano O. B. — 1-p TexH. Hayk, npodecop, AeKkaH (paKyJIbTeTy KOMII'FIOTePHHX CHCTEM i aBTOMATHKH BiHHUIBKOr0O HAI[IOHAIBHOTO TEXHIYHOTO
yHiBepcHuTeTy, Binnuipt, Ykpaina.

Kostyn B. B. — xaH/. TexH. HayK, [OLEHT, JAOLEHT KaheApH KOMII FOTEPHHUX CHCTEM YyIpAaBIiHHS BiHHMIBKOrO HAiOHAIBHOTO TEXHIYHOTO
yHiBepcuTeTy, BinauI, Ykpaina.

FOxumuyk M. C. — kaHA. TEXH. HAyK, JOLEHT, JOLUEHT Kadeapyu KOMII IOTepPHUX CHCTeM YNpaBiiHHA BiHHMIBKOro HaliOHATBHOTO TEXHIYHOTO
yHiBepcuTeTy, Binnurs, Ykpaina.

BoiiTiok 1. ®. — kaHJ. TeXH. HayK, JOLEHT Kaeapu KOMITIOTEPHHX HayK TepHOMIIBCBKOrO HAI[IOHAIBHOIO €KOHOMIYHOTO YHIBEpCHTETY,
TepHomnins, YkpaiHa.

AHOTALIA

AKTyaJbHiCTb. Y CTaTTi y3arajJbHIOETHCS TEOpisl CTATHCTUYHOTO HABYAHHS JUI OL{HIOBAHHS DPE3YJbTATIB IOBrOTPUBAIOl EKCILUTyaTallii
aBTOMATH30BaHOI CHCTEMH PO3Ii3HABAHHS MOBIS KPHTHYHOTO 3acTocyBaHHA (ACPMK3) i3 ypaxyBaHHAM 0COOIMBOCTEH 00’€KTY, i3 SKHM Ipamioe
CHCTEMa, Ta CTPYKTYPHOI crieni ikl TaKOTo KJIacy CHCTEM PO3ITi3HABaHHS.

Merta po6oTu. Po3pobiieHHs LiIICHOro KOMIUIEKCY 3aX0/iB s cTabimizauii skicaux napamerpisB ACPMK3 npu ii noBrorpusaiii ekcrutyaTtariii.

Metoa. Y po6oTi chopMyIb0BaHO KOMILIEKC 3aXOJiB A OIIHIOBAHHS EKCILTyaTallifHUX PH3UKIB TpuBanoro BukopucTaHHs ACPMKS3.
30KpeMa, ONMCaHO 3AJICKHICTh PU3NKY HENPaBWIBHOI Kiacudikanil Bix po3MipHocTi (akropHOro mpocropy. basyrouncs Ha cdopMysboBaHii Mipi
iH)OPMATHBHOCTI, IPOAHATI30BAaHO 3aXOAU ILIOJ0 aHATI3y HAaBYAIbHOI BUOIPKU [UISl BUSIBJICHHS NPHKIAMAIB, SKi MPU3BOIATH 10 3POCTaHHS PU3HKY.
AHaNITHYHO OIICAHO BILUIUB SBUINA Apeiidy mapaMeTpiB MOBHUX CHIHAJIB Ha AKiCHI moka3sHUKH epektuBHOCTI ACPMKS3. 31ilicHeHO OLiHIOBAaHHS
tpuBasiocTi ekcruryaranii ACPMK3, Ha npoTs3i sikol 3xiiicHIOBaTH IOBTOPHE HaBYaHHS Kiacudikaropa HexouiibHO. CHOpMyIIBOBaHO peKOMEHIALT
o0 Bubopy ontuMansHoro kinacudikaropa ACPMK3 3 mosuwii miHiMi3awil #oro CKIagHOCTI i3 ypaxyBaHHSIM PH3HKIB TPUBAIOi €KCILTyaTalii
ACPMKS3 Ta MOXJIHBICTIO IPOLIELypU IOBTOPHOTO HABUAHHS.

PesyabTaTh. IlinTBep/mKkeHO aJeKBaTHICTh OTPHMAHHX y POOOTI TEOPETHUYHHX PE3yJIBTATIB IpesacTaBieHuMu y Bursini DET-kpuBux naHumu,
SKI y3arajbHIOIOTH iH(GOpMAII0 Bix JOBrotpuBanux ekcrmepuMenTiB i3 ACPMK3, y skiit mpu ¢opmyBanHi KoHIirypauii mpocropy O3HaK
BPaxOBYBAJIMCS HOPMOBAaHI 32 MOTY)XHICTIO KENCTpalibHI KOe(ILiEHTH Ta MOXIiJHI BiJl HUX XapaKTEPUCTUKH 1 O3HAKH, OTPUMaHi Ha OCHOBI Teopii
CIIEKTPAIBHO-TEMIIOPAIBHUX DPELENTHBHAX IONIB. B paMkax CTBOpeHOi TEOpETHYHO! KOHIENIIl IPOBEACHO OLIHIOBaHHS BIUIMBY KOH(Irypamii
MPOCTOPY O3HAK Ta BUAY 1 CKIAIHOCTI KiacH(pikaTtopa Ha cTabiabHicTh sikicHux napamerpiB ACPMKS3 npu ii goBrorpuBaniii ekcrutyararii.

BucHoBku. Brepiie TeopeTHYHO INpoaHai30BaHO MpoOyieMy MiHiIMi3alii CepeHbOrO PU3HMKY IO eMIIPUYHMM pe3ysibTaTaM eKCILTyaTawil
CHCTEMH PO3Mi3HAaBaHHS MOBLI KPUTUYHOTO 3aCTOCYBAHHs, 1€, Ha BiIMiHYy BiJ iCHYIOUHX ITiJIXOXIB, BPaXOBAaHO HECTAI[IOHAPHICTh BXIJHHUX JAaHHX i3
napeiioM IHIMBIIyaTbHUX MapaMeTpiB MOBHHX CHTHAUIB Ta XapaKTEPHCTHYHI MapaMeTpu KiacH(ikaTtopa CHCTEMH PO3Mi3HaBaHHSI, IO J03BOJHIO
OILIIHUTH ME3KI IOBIPYMX IHTEPBAIIB PU3HKY 32 YMOBH 3iiICHEHHS CEaHCIiB IOBTOPHOTO HABYAHHS.

KJIIOYOBI CJIOBA: aBTOMaTH30BaHa CHCTEMa PO3IIi3HABAHHS MOBIIB KPUTHYHOTO 3aCTOCYBAaHHS, IUIAaHYBAaHHS EKCIIEPUMEHTY, (paKTOpHUH
aHaJi3, TeOPisi CTATUCTHYHOTO HABYAHHSL.
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AHAJIN3 PE3YJBTATOB IKCILUTYATAIIUA ABTOMATU30BAHHO CUCTEMBI PACIIO3HABAHUS IUKTOPA
KPUTUYECKOI'O IPUMEHEHUSA
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TEXHUYECKOTro YHUBepcUuTeTa, BunHuua, YkpauHa.

KopTyn B. B. — kaH/I. TeXH. HayK, JIOLCHT, JOLEHT Kadeapbl KOMIbIOTEPHBIX CUCTEM YIIPABICHHUS BUHHUIIKOrO HALIMOHAIBHOIO TEXHUYECKOTO
yHHUBepcuTeTa, Bunnuna, YkpanHa.
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AHHOTAIMUA

AKTyaabHOCTh. B cratbe 0000mIaeTcs TeOpUsl CTaTHCTHYECKOro OOYyYeHHsS JUIi OLEHKH pPe3ylbTaToOB JIUTENBHOH OKCILTyaTaluH
ABTOMATH3UPOBAHHOW CHCTEMBbI paclo3HaBaHUs AUKTOpa kpurudeckoro mpumenenus (ACPIKII) ¢ ydyerom ocoGeHHOCTEH 00BEKTa, ¢ KOTOPHIM
paboTaeT cHCTeMa, U CTPYKTYPHOH crienu(UKK TaKoro KJIacca CHCTEM PaclOo3HABaHUsA.

Lens paborel. Pa3paboTka IENOCTHOTO KOMILIEKCA Mep IO CTaOwmin3anuu KadecTBeHHBIX mapaMerpoB ACPJKII mpu ee amuTenbHOH
9KCIUTyaTalllH.

Meroa. B pabore chopmyaupoBaH KOMIUIEKC MeEp JUIS OLEHKM O3KCIUIyaTAal[MOHHBIX PHCKOB JUIMTENbHOro wucmosibzoBanusi ACPIKIL. B
YaCTHOCTH, OIMCAHO 3aBUCUMOCTb pHCKa HENPaBUIBHON KIACCH(HUKAIMK OT pPa3sMEPHOCTH (aKTOPHOrO IpOCTpaHCTBA. OCHOBBIBAsCh Ha
copMyIMPOBAaHHOH cTerneHr MHOOPMATHBHOCTH, C(OPMYIMPOBAHBI MEPhI 110 aHAIN3y O0yYaroluel BBIOOPKH I BBISBICHHS HPUMEPOB, KOTOPbHIE
MPUBOIAT K POCTY PHUCKA. AHAIMTHYECKU OIMCAHO BIMSAHHE SBICHUs JApeiida mapaMeTpoB pedeBBIX CHIHAJIOB Ha KaueCTBEHHBIC IIOKA3aTeNIH
s¢dexruBroctn ACPJKII. OcymecTBieHa OIEHKAa 3aBHCHMOCTH AIHTeNbHOCTH dSKciutyatanuun ACPJIKII, B TeyeHHe KOTOpOH OCYIIECTBIATH
HOBTOPHOE 00y4eHHue Kiaccupukaropa HeuenecoobpazHo. CHopMyIpoBaHbl PEKOMEHAALMH 1O BBIOOPY onTHMAabHOTro Kiaccudukatopa ACPKIT
¢ MO3ULUM MHHHMH3AIUH €r0 CJIOXKHOCTH C Y4eToM pPUCKoB anurenbHOd skcmayatamun ACPIKII # BO3MOXHOCTH IpOLEdyphl HOBTOPHOTO
00y4eHus.

Pesyabtarel. [loaTBepkaeHa aaeKBATHOCTH MONYYEHHBIX B pabOTe TEOPETHYECKHX PE3YNIbTATOB MpeiacTaBieHHbIMH B Buae DET-kpuBbIx
JAHHBIMH, KOTOpbIe 0000mAT HMHpOpMALUIO OT UIMTENbHBIX AKcnepuMeHToB ¢ ACPJIKII, B koTopoil mpu (GopMHpOBaHHM KOH(UTypanuu
MIPOCTPAHCTBA IPH3HAKOB YUUTHIBAINCH HOPMHPOBAHHBIE I10 MOIIHOCTH KEICTPalbHble KOY(QOUIUEHTH U IPOU3BOJHBIC OT HUX XapaKTePHCTUKH H
MPU3HAKM, TOJIyYeHHbIE Ha OCHOBE TEOPHHU CIIEKTPaJbHO-TEMIOPATbHBIX PELENTHBHBIX Nojeil. B pamkaX co3maHHOH TeopeTHYecKoi KOHIEeNIuH
MIPOBEJCHa OLIEHKA BO3JCHCTBHSA KOH(UIYpallMy IPOCTPAHCTBA NPU3HAKOB U BUJA U CIOKHOCTH KIacCH(UKATOpa Ha CTAOMIBHOCTH KaueCTBEHHBIX
napamerpoB ACPJIKII npu ee QIUTeNbHON SKCIITyaTaIuH.

BriBoabl. BriepBrie TeopeTHuecKy NpoaHaau3upoBaHa NpodieMa MHHUMH3AIUH CPEHEr0 PUCKA 110 SMIIUPHYECKHM Pe3yIbTaTaM dKCIUTyaTalluu
CHCTEMBI PACIO3HABAHUS AUKTOPA KPUTUUECKOTO IPUMEHEHHUS, I/ie, B OTINYUE OT CYIIECTBYIOIHUX ITOJXO0AO0B, yITEHAa HECTAHOHAPHOCTh BXOJHBIX
JIAHHBIX C Apeii(h)oM MHANBUIYAIBHBIX IAPAMETPOB PEUEBBIX CHTHAJIOB M XapaKTepHBIE MapaMeTpPhl KIacCU(PUKATOpa CHCTEMBI PACIIO3HABAHUS, YTO
TI03BOJIMJIO OLIEHUTH MPEJIEIIbl JOBEPHTEIbHBIX HHTEPBAIOB PHCKA C YCIIOBUEM OCYIIECTBICHHS CEAaHCOB IIOBTOPHOTO 00yYEHHS.

K/IFOYEBBIE CJIOBA: aBTOMaTH3MpOBaHHAS CUCTEMa PACIIO3HABAHUS JUKTOPAa KPUTUYECKOTO NMPUMEHEHUs, TNIAHUPOBAHHUE SKCIIEPUMEHTA,
(aKTOPHEIN aHAIN3, TEOPUSI CTATHCTHIECKOTO 00YICHHS.

JITEPATYPA / TUTEPATYPA http://www.cs.otago.ac.nz/cosc453/student_tutorials/principal_com

1. Kosryn B. B. OuinioBanHs HagifHOCTI aBTOMaTH30BaHUX CHCTEM ponents.pdf
PpO3ITi3HABaHHS MOBIIIB KPUTHYHOTO 3acTocyBaHHs / M. M. Bukos, 12. Gustafson J. L. Development of parallel methods for a 1024-
B. B. KoBtyH // BicHuk BiHHUIIBKOTO MOJIITEXHIYHOTO iIHCTUTYTY. — processor hypercube / J. L. Gustafson, G.R. Montry, R. E.
2017.—Ne 2. - C. 70-76. Benner // SIAM Journal on Scientific and Statistical Computing.

2. Speaker verification over the telephone [Electronic resource]. — —1988.—Vol. 9, Ne 4. — P. 609-638.

Access mode: 13. Bell J. An Investigation of Alternative Cache Organizations / J.
https://pdfs.semanticscholar.org/cad0/bfdec3f4fb1198{63c959580d7 Bell, D. Casasent, C. G. Bell / IEEE Transactions on Computers. —
217d541a0f.pdf 1974. - Vol. C-23, Ne 4. — P. 346-351.

3. Introduction to Statistical Learning Theory [Electronic resource]. — 14. Sergienko I. V. Topical directions of informatics. In memory
Access mode: of V. M. Glushkov /L. V. Sergienko. — New York, Heidelberg,
http://www.kyb.mpg.de/fileadmin/user upload/files/publications/pd Dordrecht, London : Springer, 2014. — 286 p.
fs/pdf2819.pdf 15. Sampling — 50 years after Shannon [Electronic resource]. — Access

4. Learning deep architectures for Al [Electronic resource]. — Access mode: http://bigwww.epfl.ch/publications/unser0001.pdf
mode: https://www.iro.umontreal.ca/~bengioy/papers/ftml_book.pdf ~ 16. Mak M. W. A study of voice activity detection techniques for NIST

5. Scaling learning algorithms towards Al [Electronic resource]. — speaker recognition evaluations / M. W. Mak, H.B. Yu //
Access mode: http://yann.lecun.com/exdb/publis/pdf/bengio-lecun- Computer, Speech and Language. — 2014. — Vol. 28, Ne 1. — P. 295—
07.pdf 313. DOI: 10.1016/j.¢s1.2013.07.003.

6. Learning a similarity metric discriminatively, with application to 17. Front-end factor analysis for speaker verification [Electronic
face verification [Electronic resource]. — Access mode: resource]. — Access mode: http://habla.dc.uba.ar/gravano/ith-
http://yann.lecun.com/exdb/publis/pdf/chopra-05.pdf 2014/presentaciones/Dehak et al 2010.pdf

7. Jang G. Learning statistically efficient feature for speaker 18. Power-normalized cepstral coefficients (PNCC) for robust
recognition / G. Jang, T. Lee, Y. Oh // IEEE International speech recognitions [Electronic resource]. — Access mode:
Conference on Acoustics, Speech and Signal Processing (ICASSP), http://www.cs.cmu.edu/~robust/Papers/OnlinePNCC_V25.pdf
7-11 May 2001: proceedings. — Salt Lake City, UT, USA: IEEE, 19. Speech Processing with a Cortical Representation of Audio
2002. - P. 4117-4120. DOI: 10.1109/ICASSP.2001.940861. [Electronic resource]. - Access mode:

8. Unsupervised feature learning for audio classification using https://pdfs.semanticscholar.org/f1d8/f93cdb64390b3a65f930cee43
convolutional deep belief networks [Electronic resource]. — Access 46¢30bd86e4.pdf
mode: http://www.robotics.stanford.edu/~ang/papers/nips09-  20. Using spectro-temporal features to improve AFE feature extraction
AudioConvolutional DBN.pdf for automatic speech recognition [Electronic resource]. — Access

9. Learning methods for generic object recognition with invariance mode:
to pose and lighting [Electronic resource]. — Access mode: https://pdfs.semanticscholar.org/c7¢5/04087f2107f0ea9a3cedeeafSc
http://yann.lecun.com/exdb/publis/pdf/lecun-04.pdf c0c48c0c92.pdf

10. Learning a nonlinear embedding by preserving class  21. Kosryn B. B. JlocmimkeHHs: eeKTHBHOCTI O3HAK PO3IMi3HABAHHS
neighbourhood structure [Electronic resource]. — Access mode: MOBIIB IPH BHUKOPUCTAaHHI 3rOpTalbHUX Helipomepexx / M. M.
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.124.8635 buxos, B. B. KoBryn // Onruko-enekTpoHHi iH(popMawuiiiHO-
&rep=repl &type=pdf eHepreTuyHi TexHouorii. —2016. — Ne 2 (32). — C. 22-28.

11. A tutorial on Principal Components Analysis [Electronic
resource]. - Access mode:

© Bisikalo O. V., Kovtun V. V., Yukhimchuk M. S., Voytyuk I. F., 2018
DOI 10.15588/1607-3274-2018-4-7

83





