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ABSTRACT

Context. The problem of dimensionality reduction of diagnosis signals for their use in neural network models is considered. The
object of the study was the process of transformation of diagnosis input signals for their subsequent use in the synthesis of predictive
models.

Objective. The goal of the work is the creation of the methods for the conversion of diagnosis signals as a result of the applica-
tion of which new signals will be obtained, which in turn will be used in the construction of neural network predictive models and
will significantly reduce the synthesis time of the model by reducing their dimension and the allocation of the necessary components
that characterize the state of the individual elements of the object of diagnosis.

Method. The methods of reducing the dimension of the input signals of diagnosis and isolation of their components, which char-
acterize the state of the individual elements of the object of diagnosis on the basis of expert knowledge about the process of diagnosis
are proposed. The developed methods are based on the methods of digital signal processing. Based on the expert knowledge of the
object and the process of diagnosis, the necessary signal conversion procedures and their parameters are selected. In accordance with
the requirements for the desired accuracy and detail of the forecast, the optimal degree of averaging of the signal is selected, which
directly affects the speed of constructing the predictive model. The proposed methods can be used in the transformation of diagnosis
signals of various diagnostic processes where there is a need to build neural network predictive models based on high-dimensional
signals. The developed methods were investigated for the conversion of diagnostic signals obtained on a complex object of technical
diagnostics, namely, on the transmission of the helicopter. On the basis of the received signals, a neural network model was synthe-
sized, the training of which requires much less computational resources, while the prediction accuracy remains optimal.

Results. The developed methods are implemented programmatically and investigated in solving the problem of predicting the fu-
ture state of the helicopter transmission during the diagnosis process.

Conclusions. The experiments have confirmed the effectiveness of the developed methods and allow us to recommend them for
use in practice in solving diagnostic problems. The conducted experiments have confirmed the proposed software operability and
allow recommending it for use in practice for solving the problems of diagnosis and automatic classification on the features. The
prospects for further research may include the search for the best parameters of the developed methods, optimization of their software
implementations, as well as experimental study of the proposed methods on a large set of practical problems of diagnosing complex
objects of different nature by their diagnostic signals.

KEYWORDS: signal processing, neural network, instance, feature, data dimensionality reduction.

ABBREVIATIONS
GRU is a gated recurrent unit;
HUMS is a Health and Usage Monitoring Systems;
LSTM is a long short-term memory;
NN is a neural network;

T is an averaging time of the signal,;

tanh is a hyperbolic tangent activation function;

oy is a cutoff frequency;

o(?) is a signal envelope;

w is a set of controlled (adjusted) parameters of the

RNN is a reccurent neural network; neural network model;

x’; is a value of j-th input feature x;, characterizing the

NOMENCLATURE instance x';
C is a condenser capacity; y' is an output feature value associated with the in-
g is a ripple factor; stance x;

y*" is a calculated output feature value for the s-th in-
stance on the neural model output;

x* is s-th instance of a sample;

x(?) is an input signal;

x(?) is a signal received as a result of the recursive fil-
tering stage;

y(?) is a Hilbert transform of signal.

F() is a neural network model structure;

0 is a user criterion characterizing the argument qual-
ity relatively to the problem being solved;

H is a sampling rate of the signal envelope;

N is a number of time steps in signal;

n is an order of the filter;

R is a resistance of the resistor;

o is a sigmoid activation function;

T,(x) is a Chebyshev polynomial of the »n-th order;
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INTRODUCTION

To automate decision making and forecasting in the
tasks of technical and medical diagnostics, it is necessary
to have a model of dependence of the solution on the de-
scriptive features characterizing the recognized instance
(observation of the state of the object or process at a cer-
tain point in time). As a rule, the modern diagnostic proc-
ess is carried out over a period of time, during which ob-
servations are recorded and can be presented in the form
of sets of diagnostic signals.

One of the most popular and powerful tools for con-
structing models based on diagnostic signals is artificial
radial basis NN and RNN [1], which can learn by prece-
dents, providing their generalization and knowledge ex-
traction from data.

The object of study was the process of transformation
of diagnosis input signals for their subsequent use in the
synthesis of predictive models.

The process of neural model building is typically
time-consuming and highly iterative. This is caused by
that training time and accuracy of the NN model are es-
sentially dependent on the dimensionality and quality of
the used training sample. Therefore, to improve the speed
of construction and quality of the neural model, it is nec-
essary to reduce the dimension of the input signals of di-
agnosis, by isolating the necessary components from them
and further averaging them, thereby ensuring the preser-
vation of their basic properties.

The subject of study is the methods of reducing the
dimension of the input signals of diagnosis and isolation
of their components, which characterize the state of the
individual elements of the object of diagnosis.

The known methods of reducing the training sample
[2] aren’t optimal for applying them to diagnostic signals
with a high sampling rate due to the large requirements
for time and computational resources and the complexity
of their implementation in practice.

The purpose of the work is the conversion of diag-
nosis signals as a result of which new signals will be ob-
tained, which in turn will be used in the construction of
NN predictive models and will significantly reduce the
synthesis time of the model by reducing their dimension
and the allocation of the necessary components that char-
acterize the state of the individual elements of the object
of diagnosis.

1 PROBLEM STATEMENT

Consider the problem of diagnosing the helicopter
transmission. Preventing machinery failure is an
important component of the maintenance activities of
most engineering systems. Helicopters are constantly
exposed to periodic loads and vibrations that initiate and
propagate the occurrence of damage in many components
of the equipment. This is due to the design of the
helicopter and the presence of complex mechanical
systems, such as the inventive rotor, control rotor, main
gearbox and other transmission elements. In most cases,

the failure of these systems lead to catastrophic situations.
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HUMS are used to monitor the technical condition of
the helicopter [3]. These systems make possible to detect
damage in the transmission components and predict their
residual life.

In this paper, we set the task of long-term forecasting
of the state of the helicopter transmission during the
ground test. This type of test allows the use of significant
computing power, which is important when working with
a large number of signals, which are measured at a high
sampling rate and for significant periods of time.
However, with this type of test, it is necessary to build
predictive models that will work correctly on long-term
periods of time.

Formally, the problem of neuromodels synthesis can
be presented in this form.

Suppose given the original sample as a set of prece-
dents (instances) <x, y,> is a set of S precedents
characterizing dependence y(x,), at the moment ¢, t =1, 2,
..., T, where x={x"}, y=0"}, s = 1, 2, ..., S, characterized
by the set of N input features {x';},j =1, 2, ..., N, where j
is a number of feature, and output feature y. Each s-th
precedent can be noted as <x’,, y*>, where x’={x",;}.

Then the problem of model synthesis of dependence
y{x;) will be considered in search of such structure F()
and adjusting such values of parameters w of a model
which will satisfy the model quality criterion f{F(), w, <x,
y>) — opt, where opt — is a symbol of optimum.

In case when the original sample has a big dimension-
ality before model building we need to decide a problem
of less size subsample selection from the original sample
(given: X=<x,, y~, t=1,2, ..., T, needed: X=<x',, y’,>,

p=12,...,P,where P<<T, f<x', y},> <x, y>) — opi).

To build the model in the problem we used the data of
vibration diagnostics of the helicopter transmission con-
taining fifteen piezoelectric sensors to monitor the level of
vibration mounted on the transmission components, such
as: rotor shaft cover, coupling flange of the upper and
lower part of the gearbox, drive flange of main rotor, in-
termediate gearbox and tail gearbox. At the mounting
point, there are 3 sensors that allow monitoring vibration
parameters in mutually perpendicular planes.

2 REVIEW OF THE LITERATURE

The problem of long-term forecasting of the state of
the helicopter transmission includes the solution of a
complex of subtasks of forecasting the state of individual
elements of the transmission [4]. Usually this problem is
solved by predicting the next N values of a certain diag-
nostic signal [5].

However, this approach has shortcomings that make it
difficult to put into practice. First, the input signal has low
informativeness regarding the state of a particular trans-
mission element. Secondly, the condition of the transmis-
sion element is usually characterized not by one, but by
several different diagnostic signals. Third, the input sig-
nals have a large sampling rate.

At the same time, there is a need to build predictive
models based on big data to ensure satisfactory prediction
accuracy. These limitations make the process of synthesis
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and training of models based on computational intelli-
gence such time-consuming and computational resources.

Signal transformation is an important problem in the
construction of analytical and predictive models that work
based on computational intelligence. The development of
such models is associated with the need to process big
data [1-2, 6]. Typically, the input selection data which
represent the signals which describe the investigated
processes may contain redundant and uninformative in-
formation [7-8]. The use of such information in the syn-
thesis of models leads to an increase in their complexity,
redundancy, reduction of generalizing capabilities and can
make the synthesized model unusable due to the need for
large computational resources.

Usually, to solve this problem, the data is pre-
processed to exclude from the training sample redundant
features and instances. Most of the known methods use a
greedy or stochastic search strategy [9]. Both of these
strategies aren't optimal for working with time sequences
that are represented by signals with a high sampling rate
due to the large time and computational resources and the
complexity of their implementation in practice.

One of the most effective tools for data analysis is
signal processing [10]. It has a large number of means to
allocate the necessary components of the signal, its nor-
malization and averaging.

3 MATERIALS AND METHODS

To solve these problems, two methods for converting
input signals based on signal processing methods have
been developed and can be used to monitor and predict
the state of a certain transmission element when specify-
ing the signal processing parameters.

The method of signal transformation to obtain values
for the vibration overload parameter is proposed to be
used to obtain an assessment of the state of the transmis-
sion element with the vibration overload parameter.

Initialization stage. Set input signal x(f).

Recursive filtering stage. To apply to the input signal
x(7) type I Chebyshev filter to select from it the necessary
frequency band, which characterizes the state of the
transmission element. According to [10] the amplitude
frequency characteristic of the type I Chebyshev filter is
defined as (2):

1
\/1+£2Tn2(0)/030)

Selection of the signal envelope stage. Select the sig-
nal envelope to obtain the absolute value of the signal.
For this, according to [11], the signal received as a result
of the previous stage can be represented as an analytical
signal with addition to the real signal x(7) of its Hilbert
transformation as imaginary part (2):

W(t) = x(0)+ j7 1 (0), @)
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from here signal envelope is defined as (3):

of) = [p(0)] =37 () +37(0).

Selection of the envelope signal is carried out using a
peak detector [12], which is used to allocate the maximum
and minimum values of the signal envelope.

Signal averaging stage. Get the average value of the
signal amplitude over 7 seconds by the formula (4):

3

Ht
2 o()

i=1

“

X'(p)= ,p=12,...,P.

The method of signal transformation to obtain values
for the vibration speed parameter is proposed to be used
to obtain an assessment of the state of the transmission
element with the vibration speed parameter.

Initialization stage. Set input signal x(f). Recursive fil-
tering stage. To apply to the input signal x(#) type I Che-
byshev filter to select from it the necessary frequency
band, which characterizes the state of the transmission
element.

Signal integration stage. To integrate the signal by the
method of RC-circuit [13] with the number of averaging
points N to change the parameter to the vibration speed
parameter. An RC circuit is an electrical circuit consisting
of a resistor R and a capacitor C. Integration is performed
by the formula:

t
()~ 2 [X Ot ¥ (O <30 (9)
0

Selection of the signal envelope stage. Select the sig-
nal envelope (2)—(3) to obtain the absolute value of the
signal. Selection of the envelope signal is carried out us-
ing a peak detector which is used to allocate the maxi-
mum and minimum values of the signal envelope.

Signal averaging stage. Get the average value of the
signal amplitude over t seconds by the formula (4).

The developed methods of signal transformation allow
selecting the necessary components from the input sig-
nals. After the necessary components are selected, the
signal is averaged.

With the use of a band-pass filter, signals are cleared
of low-frequency and high-frequency components, which
have low informativeness in the original signals. Further
averaging of the signal allows to reduce the influence of
random amplitude and noise components of the signal, as
well as to reduce its dimension.

This allows the use of processed signals in NN models
more efficiently than the original signals. In practice, this
will increase the speed of predictive models.

After the transformation of the original input data, a
predictive model can be synthesized based on them.

In most HUMS as the predictive model used a feed-
forward NN [3—4]. These models demonstrate their per-
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formance for short-term forecasting, but as the time win-
dow between the input data and the target value of the
forecast increases, the quality of the models decreases.

Models of RNN have connections between elements
that create a directed sequence. This makes it possible to
process successive series of events in time. Unlike multi-
layer perceptrons, RNN can use their internal memory to
process sequences of arbitrary length.

At the moment, there are a large number of models of
RNN and new architectures are being developed to solve
various problems. In [14] analyzes the main models of
RNN to solve the problem of long-term forecasting of the
state of the helicopter transmission.

A four — layer recurrent neuron network with an input
layer, two hidden layers with GRU-cell (Fig. 1) and an
output layer with one linear neuron was chosen as a neu-
ral network model. GRU [15] is a simplified model of a
well — known LSTM cell with significantly fewer parame-
ters. Through this, learning GRU is easier than LSTM, so
it is gaining popularity in many real-world tasks.

r
1
1
1

s h,

)

Figure 1 — The structure of the GRU-cell

At the input of the GRU-cell receives a vector x, which
contains the current values of the signals. The output of the
cell is calculated by the following formulas (6)—9):

uy =Wy, X, + Wy, hy_ +b,), (6)

1 =Wy, + Wb, +b,)» @)

hi = tanh(W gy x; + Wy (r; ® 1)) (8)
ho=(—u)®H +u, ®h_, , )

© Lymariev 1. O., Subbotin S. A., Oliinyk A. A., Drokin I. V., 2018
DOI 10.15588/1607-3274-2018-4-11

116

4 EXPERIMENTS

To study the proposed methods of signal transforma-
tion, they were implemented in software using WinPOS
data processing procedures [16]. The NN model was im-
plemented in Python using the PyTorch library [17].

During the experiment, from 15 original input signals,
22 artificial (calculated) signals were isolated and ob-
tained using the proposed methods, which show the state
of such transmission elements, such as: the first tooth of
the main gear, rotor blade, tail shaft, the first tooth of the
intermediate gearbox, the first tooth of the tail gearbox,
tail rotor blade, tail rotor. Information about transformed
signals is given in the Table 1.

Table 1 — Information about the signals obtained by the pro-
posed methods

The signal obtained by the
Input
L proposed methods
measureme Direction of
Name of the
nt measurement - Controlled
. transmission
location parameter
element
First gear d'rlve Vibration
of the main
. overload
Vertical gearbox
Rotor shaft
cover
Axial
- Vibration
Coupling Vertical Rotor blade speed
flange of
the upper
and lower Axial
part of the
gearbox
) Vertical
Drive
flange of Horizontal
main rotor
Axial . :
Tail shaft Vlbratilon
Vertical Spee
Horizontal
Intermediat Axial
e gearbox .
& Vertical First gear drive
. of the Vibration
Horizontal . .
intermediate overload
Axial gearbox
Vertical d
First gear drive S
Horizontal of the tail Vibration
overload
- gearbox
Axial
Vertical
Tail Horizontal Tail rotor blade Vibration
gearbox speed
Axial
Vertical
Horizontal Tail rotor Vibration
speed
Axial
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For recursive filtering in the proposed methods of sig-
nal conversion, a filter of 4-th order with the value of rip-
ple factor € = 0,3 dB was used. To integrate the signal by
the method of RC-circuit, the number of averaging points
is N =800. The signals were averaged over time =1 s.

Four-layer RNN with GRU-cells were used in the ex-
periments. It had 30 neurons in the first hidden layer and
15 neurons in the second. It was trained using the
RMSprop method with learning rate 0.01, one train batch
contained 40 values [18].

Experiments were conducted during which the histori-
cal information on the progress of the 18 cycles of trans-
mission tests (cycle duration ¢ = 150 s) was used as a
training sample. The input signals were transformed by
the proposed methods into signals characterizing the state
of individual transmission elements.

The purpose of building a predictive model was to ob-
tain a forecast of the state of the transmission element on
the next test cycle based on a set of values of time steps
(time window) on the current cycle. The size of the slid-
ing time window equal to 3 was used in the experiments.

Data about signals of the first 14 cycles were used as
training data. Data about the signals of the last 4 cycles
were used as test data.

5 RESULTS
The frequency band was determined separately for
each transmission element, according to its physical pa-
rameters. For example, for signal processing by the rotor
blade parameter, the filter bandwidth of 1000-2750 Hz
was used (Fig. 2).

Signal from the rotor shaft cover (vertical direction of measurement)
00

600

400

mv
o

—200

-400

800

550 600 650 700 750 800 a50 200
Time, 5

a

Signal frem the rotor shaft cover (vertical direction of measurement)
processing with a parameter:
first gear drive of the main gearbox

0

Vibration overload, (g = 9,51 mis?)
o)

550 600 650 700 750 800 850 900
Time, &

b
Figure 2 — The example of using the proposed methods for proc-
essing the signal from the rotor shaft cover (vertical direction of
measurement): a — original signal; b — processed signal
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For signal processing by the tail rotor blade parameter,
the filter bandwidth of 2045 Hz was used. The results of
the proposed methods are shown in Fig. 3.

Signal from the tail gearbox (vertical direction of measurement)

processing with a parameter:
tail rotor blade

Vibration speed, m/s
w
|

T T T T T
700 750 800 850 900

Time, s

a

T T T
550 600 650

Signal from the tail gearbox (horizontal direction of measurement)
processing with a parameter:
tail rotor blade

3.0

- ~N ~N
5} =} n
L L L

Vibration speed, m/s

=
o
L

0.5 4

0.0

T T T T T
700 750 800 850 900

Time, s

b

T T T
550 600 650

Signal from the tail gearbox (axial direction of measurement)
processing with a parameter:
tail rotor blade

0.5 1

0.4 4

0.3 1

0.2 4

Vibration speed, m/s

0.1

0.0 T T T T T
700 750 800 850 900

Time, s

T T T
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Figure 3 — The results of using the proposed methods the signal
from the tail gearbox processing with a parameter: tail rotor
blade: a — vertical direction of measurement; b — horizontal di-
rection of measurement; ¢ — axial direction of measurement
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Predictive models were synthesized on the basis of the
processed signals. As output signals, during the experi-
ment, all received signals were used alternately.

To assess the quality of the forecast, we used the mean
squared error of the forecast of the signal by the formula (10):

S
E=L¥ (" —Flox')? . (10)
Ns=1

Predictive models were synthesized on the basis of the
processed signals. As output signals, during the experi-
ment, all received signals were used alternately.

Predictive models were synthesized on the basis of the
processed signals. As output signals, during the experi-
ment, all received signals were used alternately.

For example, the prediction error for the signal re-
ceived on the intermediate gearbox (axial direction of
measurement) and processed with a parameter: first gear
drive of the intermediate gearbox is 0.0167, which
corresponds to 13.45%. According to expert estimates,
this error is acceptable for the problem of predicting the
transmission of the helicopter.

True and predicted signals from the intermediate gearbox (axial direction of measurement),

processing with a parameter:
first gear drive of the intermediate gearbox

- True values
— Predicted values

=
®

o
@

o
=

vibration overload, g (g = 9.81 mys?)
]
[~

960 9;0 10‘0()

Figure 4 — The example of prediction signal values
received on the intermediate gearbox (axial direction of
measurement) and processed with a parameter: first gear

drive of the intermediate gearbox

The fragment of the results of conducted experiments
for this and other examples is presented in the Table 2.

Table 2 — Information about the signals obtained by the pro-
posed methods

Input Direction of Forecast error
measurement
) ; measurement (percent), %
ocation
Rotor shaft cover Vertical 13.20
Vertical 9.58
Tail gearbox Horizontal 12.95
Axial 15.64
Intermediate Axial 13.45
gearbox
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6 DISCUSSION

The use of the proposed methods made it possible to
obtain a set of signals for effective prediction of the state
of the object of diagnosis. The general condition of the
diagnostic object is characterized by a multivariative time
series. The most flexible tool for forecasting such series is
NN forecasting models. The results shown in table 2
demonstrate that the model built on the basis of the re-
ceived signals provides the necessary forecasting accu-
racy.

The advantage of using processed signals is that their
dimension is many times smaller than the dimension of
the input signals. Also, these signals are more informative
for the expert and don’t require further processing after
receiving the forecast.

The disadvantages of the proposed methods are that in
order to obtain high prediction accuracy it is necessary to
have a large set of input signals. However, the modern
process of diagnosis often has a large amount of historical
information in the form of signals with a high sampling
rate.

Also, the developed methods can be basic for the de-
velopment of more specialized methods for predicting
individual characteristics of the diagnosis signal. For ex-
ample, to predict the sharp vibration jumps about the di-
agnosis of technical objects, which often leads to the fail-
ure of the object.

The results of the experiments shown in Fig. 4 and ta-
ble 2 demonstrate the efficiency and flexibility of the de-
veloped methods. Based on this, the proposed methods
can be effectively used in practice to predict the state of
the object of diagnosis.

CONCLUSIONS

The urgent problem of reducing the dimension of di-
agnosis signals for the synthesis of data-driven neural
network diagnosis models is considered.

The scientific novelty of obtained results is the meth-
ods of signal transformation based on signal processing
are proposed. They are based on the methods of signal
processing, solve the problem of selecting the desired
components of the signal, and reduce its dimension. The
developed methods can significantly reduce the dimen-
sion of the input signals, without reducing their informa-
tiveness. This allows to increase the speed of synthesis of
NN models based on transformed signals.

The practical significance of obtained results is that
the software realizing and used to solve practical regres-
sion problems. The experiments have confirmed the effi-
ciency of the developed proposed software and allow us
to recommend it for use in practice for the problems of
synthesis of models based on precedents, which are pre-
sented as signals.

Prospects for further research are parallelization of
calculations and optimization of software implementation
of the proposed methods, also as experimental study of
the proposed methods with different internal parameters
of the settings on the larger complex of practical problems
having different nature and dimension.
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METO/U IEPETBOPEHHSI CUTHAJIIB BEJIUKOi PO3MIPHOCTI /151 JIATHOCTYBAHHS Y HEUPOMEPEKEBUX
MOJEJIAX
Jlumapes I. O. — cryzaent kadenpu mnporpaMHUX 3aco0iB 3amopi3bKOr0 HAMIOHAIBHOTO TEXHIYHOTO YHIBEPCUTETY, 3amopixkiKs,
Vkpaina.

Cy006ortin C. O. — n1-p TexH. Hayk, mpodecop, 3aBigyBau Kadenpu MporpaMHHX 3aco0iB 3amopi3pbKoro HaliOHAJIBHOTO TEXHIYHOTO
YHIBEPCHUTETY, 3amopixoks, YKpaiHa.

Ouiiiank A. O. — KaHJ. TEXH. HayK, JOLEHT, AOLEHT Kadeapu NporpaMHUX 3aco0iB 3amopi3bKOro HaI[iOHaJbHOTO TEXHIYHOIO
yHIBEpCUTETY, 3aropixoks, YKpaiHa.

Jpokin 1. B. — Havansruk Bigniny nocnimxens YI'K «Motop Ciwy, 3anmopixoxs, YkpaiHa.

AHOTALIA

AKTyaJbHicTh. PO3risiHyTO 3a/1a4y 3MEHIICHHS PO3MIPHOCTI CUTHAJIB JiarHOCTYBaHHS JUIS 1X BUKOPHUCTAHHS Y HEHPOMEPEKEBUX MO-
nensx. O0’€KTOM JIOCIIDKSHHSI € MPOLeC MEPEeTBOPEHHS BXIJIHUX CHIHAJIB JiarHOCTYBAHHS YIS 1X MMOAAIBIIOr0 BUKOPUCTAHHS TIPH MO0y 10-
BHU IPOTHO3YIOUUX Mojeneid. Mera poOOTH — CTBOPEHHSI METOMIB IS IEPETBOPEHHS CUTHAJIB JIIarHOCTYBAHHS y PE3yJIbTaTi BUKOPHUCTAHHS
SIKMX OyIyTh OTPUMaHi HOBI CHT'HAIH, SIKi Y CBOIO Yepry OyayTh BUKOPHCTaHI MpU MOOYIOBI HEHPOMEPEKEBUX MPOTHO3YIOUNX MOJEINeH Ta
JIO3BOJISITh 3HAYHO CKOPOTHTH Yac CHHTE3Y MOJEINI 332 PaXyHOK CKOPOUYEHHS IX PO3MIPHOCTI Ta BUALICHHS HEOOXITHMX KOMIIOHEHT, L0 Xapa-
KTEPHU3YIOTh CTaH OKPEMHUX €JIEMEHTIB 00’ €KTY J[iarHOCTyBaHHSI.

Merton. 3anponoHOBaHO METO/IH, IO J03BOJSIOTH OHOYACHO CKOPOTUTH PO3MIPHICTh BXIMHHMX CHUTHAJIB MIarHOCTYBAaHHS Ta BUALIH 3
HUX KOMIIOHEHTH, 1110 XapaKTEepU3yIOTh CTaH OKPEMHUX €JIEMEHTIB 00’ €KTY JiarHOCTYBaHHS Ha OCHOBI €KCIIEPTHUX 3HAaHb PO HPOLIEC iarHo-
ctyBaHHs. Po3pobieHi MeToan 0a3yroThcs Ha OCHOBI METOJIB IH(POBOi 00pOOKH CHrHaNIB. BiIMOBIIHO 10 €KCIIEPTHHUX 3HAHB MPO 00’ €KT
Ta MpoLEC JiarHOCTYBaHHS OOUPaIOThCsl HEOOXiJHI MPOLEypH MEPETBOPEHHS CUTHANIB Ta iX mapamerpu. BiamoBigHO BUMoOram 10 6axaHoi
TOYHOCTI Ta JIETAILHOCTI OTPUMYBAHOTO IPOTHO3Y OOMPAETHCS ONTHMAIBLHHUI CTYIEHb YCEpPEIHEHHsS CHIHAILY, KU HampsiMy BIUIMBAE Ha
HIBUAKICTH MTOOYJJOBU MPOTHO3YIOUOi MOAEN. 3alpONOHOBaHI METOAM MOXYTh OyTH BHKOPHCTaHI JJIsl IEPETBOPEHHSI CHTHANIB J1arHOCTY-
BaHHS PI3HOMAHITHUX JIarHOCTHYHMX MPOILECIB Jie € noTpeda y nodynoBi HEHpPOMEepeKEeBUX MPOTHO3YIOUHX MOJENIeH Ha OCHOBI CUTHAINIB
BEJIMKOT po3MipHOCTi. Bynu mpoBesieHi JOCIIKEHHS pO3pOOJCHHX METOIIB Ul NEPETBOPSHHS CUTHANIB JiarHOCTYBaHHS OTPHMAHHX Ha
CKJIaJJHOMY 00’€KTI TEeXHIYHOI JIarHOCTHKH, & caMe Ha TpaHcMicil remikontepa. Ha OCHOBI OTpMMaHUX CHUTHAJIB OyJI0O CHHTE30BaHO HEHpO-
MEpPEKEBY MOJIENIb, HaBYaHHS sIKOT OTpedye HabaraTo MEHIIMX OOYMCIIOBATIEHUX PECYpPCiB, IPU IIEOMY TOYHICTH IPOTHO3YBAHHS 3aJIHIlIA-
€THCSI ONTUMANIBHOIO.

PesyabraTu. Po3pobneni MeToan peaiizoBaHi IpOrpaMHO i JOCHIKSHI MPU BHUPIIICHHI 3a7a4i MPOTHO3YBaHHS MalOyTHBOTO CTaHy
TpaHCMicii renikonTepa Mij 4ac Mpolecy AiarHOCTYBaHHS.

BucHoBku. [IpoBeicHI €KCIIEPUMEHTH MiATBEPAMIN e(DEKTUBHICTh PO3POOIEHHX METOIB i JO3BOJISIOTH PEKOMEHIAYBAaTH HOTO ISl BH-
KOPHCTAHHS Ha MPAKTHUL TIPY BUPINICHHI 33734 iarHOCTyBaHHs. [1epCreKTHBH MOJANbIINX AOCTIIKEHb MOXKYTh IOJISATaTH B MOIIYKY Kpa-
[IUX [apaMeTpiB po3pOOICHUX METO/IB, ONTUMI3ALl] iX MPOrpaMHUX peai3aliii, a TAKOX EKCIEPUMEHTAIBLHOMY JOCIIKEHHI 3alpOnoHO-
BaHMX METOJIB Ha OIIBLIOMY KOMIUIEKCI NMPAaKTHYHHMX 33/1a4 JIarHOCTYBaHHS CKJIAIHUX O0’€KTIB PI3HOI MPUPOJAM 3a X AiarHOCTHYHHMH
CHTHAJIaMH.

KJIIOYOBI CJIOBA: nudpoa 06pobka cUrHamiB, HelfpoHa Mepexa, eK3eMILLIP, 03HaKa, SMEHIICHHS PO3MipPHOCTI.
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METO/IbI IPEOBPA30OBAHMS CUTHAJIOB BOJbIION PASMEPHOCTH JIJ1s1 IMUATHOCTUPOBAHUSA B
HEHPOCETEBBIX MOJEJAX

Jlumapes H. O. — ctyneHT Kadeapbl MIPOrpaMMHBIX CPEICTB 3aII0POKCKOTO HALMOHAIBHOIO TEXHUYECKOTO YHUBEPCHTETA, 3aII0POKBE,
VYkpauHa.

Cyo66orun C. A. — 1-p TexH. HayK, npodeccop, 3aBenyroumil Kageapoil MpOrpaMMHBIX CPECTB 3alOPOKCKOTO HAIIMOHAIBHOTO TEXHH-
YECKOT0 YHHBEPCUTETa, 3alopoxkbe, YKpanuHa.

OJreiiHuK A. A. — KaH]I. TEXH. HayK, JOLEHT, JOUEHT Kadeapbl NPOrpaMMHBIX CPEACTB 3allOpPOXKCKOr0 HAIllMOHAIBHOIO TEXHHUUYECKOTO
YHHBEPCHUTETa, 3aII0POXKbE, YKpauHa.

Jpoxun U. B. — nauanpauk oTnena uccnenoBannil YI'K «Motop Cuay, 3amopoxxbe, Ykpanna.

AHHOTALUSA

AKTyanbHOCTh. PaccMoTpeHa 3a7aua yMEHBIICHHS Pa3MEPHOCTH CUTHAJIOB JHArHOCTHPOBAHUS JUIL MX HCIIONB30BAaHUS B HeHpoceTe-
BBIX MoJemsiX. OOBEKTOM MCCIIeIOBaHUS SIBJISIICS MPOIIECC MPeoOpa3oBaHusl BXOAHBIX CUTHAJIOB JUArHOCTUPOBAHUS [UISl MX TOCIIENYIOIIETO
UCIIOJIB30BAHUS TIPH MOCTPOSHUM NPOrHO3UPYIOMUX Mozele. Llens paboTel — co3naHue MEeToAOoB JUlsl IPeoOpa3oBaHUsl CUTHAIOB JMarHo-
CTUPOBaHUS B Pe3yJIbTaTe MPUMEHEHUS! KOTOPbIX OYyAyT IOJIy4eHbl HOBbIE CUTHAJbI, KOTOPBIE B CBOIO Oouyepenb OyIyT HCHOJIB30BaHbl IPU
IIOCTPOCHHHU HEHPOCETEBBIX MPOTHO3UPYIOMNX MOJIEIEH M MO3BOIAT 3HAUUTEIFHO COKPATUTh BPEMs CHHTE3a MOJEIH 33 CUCT COKPAIICHHS
HX Pa3MEPHOCTH M BBIICNICHUS HEOOXOAUMBIX KOMIIOHEHT, KOTOPBIE XapaKTePU3YIOT COCTOSIHHE OT/EIBHBIX 2JIEMEHTOB 00BEKTa TMarHOCTH-
poBaHUsL.

Merton. IIpeasoskeHsl METOIbl, KOTOPbIE MO3BOJISIOT OJHOBPEMEHHO COKPATHTh Pa3MEPHOCTh BXOAHBIX CHUI'HAJIOB IMarHOCTHPOBAHUS U
BBIICNIUTD U3 HUX KOMIIOHCHTHI, KOTOPbIC XapaKTEPH3YIOT COCTOSHHE OT/ENBHBIX 3JIEMEHTOB 00BEKTa JHArHOCTUPOBAHUS HA OCHOBAHUH
9KCIEPTHBIX 3HAHUI MPO MPOLECC AMATHOCTUPOBaHUs. Pa3paboTaHHbIE METOABI 0Aa3MPYIOTCS Ha OCHOBE METOJ0B HU(POBOI 00pabOTKU
curHayoB. Mcxost U3 3KCHEPTHBIX 3HAHUH O 00BEKTE U MpOoLecce AMarHOCTUPOBAHUS BHIOMPAIOTCS HEOOXOAUMBIE TPOLELYPhl peodpaso-
BAaHUS CUTHAJIOB U UX IapaMeTpsl. B cooTBeTCTBUH TPeOOBAHUS K JKEIAEMOH TOYHOCTH U JETANBHOCTH IIPOTHO3a BEIOMpaeTCs ONTHMAIIbHAS
CTENEHb YCPEeIHEeHHs] CUTHAJa, KOTOpasi HANPSMYIO BIMSET Ha CKOPOCTb MOCTPOEHHs NMPOrHo3upyromieil Moaenu. IIpeanoxeHHble MeToIbl
MOTYT OBITh MCIIOJIB30BAaHbI MPU MPEOOPa30BAHUU CUTHAJIOB JHArHOCTUPOBAHUS Pa3HOOOPA3HBIX AMArHOCTHPYIOLIMX HPOLECCOB IJE €CTh
HEO0OXOJUMOCTh B OCTPOCHUU HEHPOCETEBBIX MPOTHO3UPYIOLIUX MOJIENEH Ha OCHOBE CHUIHAJIOB OOJIBIION pa3MepHOCTH. bbln mpoBeeHb
HCCIIEIOBAaHUS Pa3paOOTaHHBIX METO/OB UL MPeoOpa3OBaHUS CHIHATIOB AUATHOCTHPOBAHHSA IONYYCHHBIX HA CIIOXKHOM OOBEKTE TEXHHYE-
CKOTO JIMarHOCTHPOBAHMS, @ MMEHHO Ha TPaHCMHCCUH BepTojeTa. Ha OCHOBE MOMY4YEHHBIX CUTHANOB ObUIO CHHTE3MPOBAHO HEHPOCETEBYIO
MO/ieJIb, 00y4YeHHe KOTOPOH TpeOyeT HAMHOIO MEHBIIMX BBIYUCIUTENBHBIX PECYPCOB, PU STOM TOYHOCTH NPOIHO3UPOBAHUS OCTACTCS OI-
TUMAJIBHOM.

PesyabTaThl. PazpaboTaHHbIe METOIB! peaar30BaHbI IPOIPAMMHO U HCCIEAOBAHBI IPH PEIICHUH 331a4l [IPOrHO3HPOBAHUSA OyIyIIero
COCTOSIHHSI TPAHCMHCCHH BEPTOJIETa BO BPEMSI IIPOLIECCA TUATHOCTUPOBAHUSL.

BoiBoabl. [IpoBeieHHbIE SKCIIEPUMEHTHI MOATBEPANIH 3P PEKTUBHOCTh pa3pabOTaHHBIX METOJOB H M03BOJISIOT PEKOMEHI0BATh HX JUIS
HCIIONIb30BAHNUS HA TIPAKTUKE IIPU PEIICHHUH 3a/1a4d IUarHOCTHPOBaHMs. [IepCIIeKTHBBI JaTbHEHIINX HCCIEOBAHUS MOTYT COCTOAT B IIOKCKE
Jy4IIUX TapaMeTpoB pa3padOTaHHBIX METOJIOB, ONTHMH3ALMU MX NPOrPAMMHBIX pealn3aldii, a TaKkkKe YKCIePUMEHTAILHOMY HCCIIeI0Ba-
HUIO TIPEIJIOKEHHBIX METOZ0B Ha OOJbIIEM KOMIUIEKCE NMPAaKTUYECKUX 3a]ad AUarHOCTHPOBAHMS CIOXKHBIX 00BEKTOB Pa3HOM HPHUPOJBI MO
HX JUarHOCTHYECKUM CUTHAJIAM.

KJIFOYEBBIE CJIOBA: mudposast 06paboTka CUTHAIIOB, HEHPOHHAs CETh, 3K3eMILID, IPU3HAK, YMEHbIICHHE Pa3MEPHOCTH.
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