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ABSTRACT

Context. We consider security properties of decentralized blockchain-based consensus protocols. The object of research is block
confirmation time for users to get assurance that their transaction will not be reverted.

Objective. The goal of the paper is to analyze double-spend attacks on the different blockchain-based systems and compare
resulting probabilities of attacker’s success.

Method. We presented two models for two types of attacks on the Ouroboros protocol (for the general and covert adversaries).
The models allow calculating the exact number of slots needed to achieve the required level of security. It was shown that the
Ouroboros protocol allows achieving the required security level with significantly shorter confirmation period in comparison with
Bitcoin. We estimated minimal number of confirmation blocks and compare estimation time for Bitcoin, GHOST and Ouroboros
protocols. As a measure of comparison, we considered transaction confirmation time for which the probability of a double-spend
attack is less than 0.1%. We use different standard probability distribution and different properties of Markov chains and Random
Walks to get comparison of estimated security properties of Bitcoin blockchain against three different models of Bitcoin double
spend attack. The splitting attack based on the model where resources of honest participants are divided to compete different chains
is applied to Bitcoin and GHOST consensus protocols. Properties of Markov chains and Random Walks are also applied to obtain
security estimations for the Ouroboros protocol.

Results. We developed methods to get specific numbers for average block confirmation time for Ouroboros protocol. We
compared minimal number of confirmation blocks needed to ensure a high security for considered protocols: Bitcoin, GHOST and
Ouroboros.

Conclusions. The obtained results allow determination of security bounds for the Bitcoin, GHOST and Ouroboros consensus
protocols. Users of the practically deployed blockchain systems may get specific parameters for a given assurance level.

KEYWORDS: blockchain, Bitcoin, proof-of-work, GHOST, proof-of-stake, Ouroboros.

ABBREAVIATIONS q
(equivalent to the probability that an adversary finds next
block);

0« 1is the probability that an adversary would ever
catch up with the deficit of K blocks;

t is the time advantage of an adversary towards
fraudulent block production;

W is a characteristic string.

is the fraction of adversarial hashing power

GHOST is a Greedy Heaviest-Observed Sub-Tree;
HM is an honest miner;

MM is a malicious miner;

PoW is a Proof of Work;

PVSS is a Publicly Verifiable Secret Sharing.

NOMENCLATURE
a is some small probability;

o, the probability that an adversary would be able to INTRODUCTION

The Bitcoin is a payment system where digitally
signed transactions are grouped into blocks and stored
securely in a structure called blockchain. A blockchain is
a sequence of blocks linked via hash pointers where each
new block contains a hash of the previous block. This
structure preserves an ordered list of transactions that
uniquely determines the state of the system.

Unlike other centralized payment systems, in Bitcoin,

catch up when he is Z blocks behind;
m is the number of blocks in the honest chain;

m(w) = (A,1) is a state of the string W represented
by two variables A and p;

m(e) = (0,0) is the initial state of the algorithm;

n is the number of blocks in the adversarial chain;

p is the fraction of hashing power that is possessed

by honest nodes (equivalent to the probability that an
honest node finds the next block);

once a transaction is added to the blockchain, it could not
be considered as confirmed immediately. A user needs to
wait some time to be sure that the transaction is set in
stone in the blockchain. This is because of decentralized
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nature of the system where everyone can add blocks to the
blockchain. To provide consistency among different users
and to preserve inability to revert previously added
blocks, a special mechanism is used called proof-of-work.
The following idea underlies a proof-of-work system: a
computational effort (calculation of a hash value below
some target) should be applied to produce a block. Only a
chain of blocks with the most computations would be
considered valid.

As the blockchain technology evolves, the alternatives
to the computationally heavy proof-of-work mechanism
appear. The most promising one is called proof-of-stake:
it does not require heavy computations to produce blocks,
instead, a block producer is chosen through a fair
procedure among all stakeholders in the system. The
Ouroboros is a good example of such a system [1]. To the
best of our knowledge, it is the first provably secure
proof-of-stake protocol with rigorous security guarantees.

The concept of a blockchain could be undermined if
someone would have a possibility to revert blocks by
submitting a chain that would substitute the one currently
accepted. For example, such possibility can result in the
following attack: some buyer pays to a merchant with
bitcoins, after the corresponding transaction is included
into the blockchain, the merchant accepts a payment and
sends a product to the buyer; upon receiving the product
the buyer issues a conflicting chain of blocks which does
not contain the payment to the merchant but instead sends
coins back to the buyer. So as long as the merchant cannot
be sure that the payment is irreversible, it would not be
secure to deliver the product.

S. Nakamoto argues [2] that the system is secure (with
some probability) against such attacks, unless 50% or
more of the total computational power possessed by an
adversary.

The described double-spend attack is relevant not only
for Bitcoin, but also for other proof-of-work systems, for
instance, those based on the GHOST algorithm [3], as
well as for proof-of-stake systems, like Ouroboros.

The object of study is to focus on the block
confirmation time needed to provide reasonable security
guarantees for the users.

The subject of study is comparison of block
expectation time for popular proof-of-work and proof-of-
stake consensus algorithms.

The purpose of the work is to analyze known
double-spend models for Bitcoin and evaluate how
effective an adversary can be in terms of probability of
successful attack. For that purpose we present new
mathematical models for the Ouroboros protocol that
allows calculating the security bounds for different types
of adversaries. We also provide the results of splitting
attack simulations for Bitcoin and GHOST algorithms.

1 PROBLEM STATEMENT
In this paper we describe known double-spend models
for Bitcoin and present new mathematical models for the
Ouroboros protocol that allow calculating the security
bounds for different types of adversaries.

Suppose there is the set of miners which is divided
into honest miners and malicious miners.

The input values are p, g and o= 0,001.

The problem is: given p, g, o, find the minimal
number Z of confirmation blocks, that the probability of
double-spend attack after these blocks is less than a.

We build the estimation for minimal number of
confirmation blocks and also compare estimation time for
different protocols: Bitcoin, GHOST and Ouroboros.

2 REVIEW OF THE LITERATURE

The existing mathematical models of the Bitcoin
double-spend attack are presented in [1, 2, 4, 5, 6].

The first model of double-spend attack was introduced
by S. Nakamoto in the original Bitcoin white paper [2].
S. Nakamoto considers the scenario when an adversary
tries to generate secretly an alternate chain that would be
longer (in terms of computational difficulty) than the
honest chain.

M. Rosenfeld improved the Nakamoto’s model in [5],
but did not give any rigorous justification for it.
Mathematically description of the attack was given for the
first time in paper [6] by Grunspan and Perez-Marco. We
also look into two models proposed by C. Pinzon et al. [4]
that introduce a notion of time advantage to the original
model that was analyzed by Nakamoto and Rosenfeld.

The splitting attack was described in [7] and could be
considered as a variation of a double-spend attack since
the main goal is to create a fork of the required length.
The splitting attack for the GHOST protocol is slightly
different compared to Bitcoin [7].

Let’s consider a double-spend attack that could
happen in a blockchain-based system [8]. As we briefly
mentioned before, it does not really matter what type of
consensus mechanism underlies the system, a double-
spend could happen in both proof-of-work and proof-of-
stake systems. Here we describe the main essence of the
attack.

As it follows from the name, the whole idea of a
double-spend attack is to use the same coins twice. In
general, it implies that someone pays for some goods, but
after receiving them, he/she reverts the payment so both
goods and money are in the hands of the attacker. While it
is infeasible to change the transaction with the payment
itself (because that would require falsifying of a digital
signature), it is possible to reject an entire block which
includes the transaction. For doing this, an attacker needs
to substitute a valid sub-chain of blocks with a new one
that has a bigger score (score calculation depends on the
actual blockchain type). Even though this attack requires
tremendous resources (computational in the case of a
proof-of-work or financial in the case of a proof-of-stake
system), it could be profitable.

The attack involves next steps:

1. An adversary A wants to buy some goods from a
merchant B. To do this, A creates a transaction t¥ with

a payment to B and sends it to the blockchain (Fig. 1).
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2. B receives the payment from A, he waits for
sufficient number of confirmations in the blockchain and
then sends goods to A (Fig. 2).

3. A creates a conflicting transaction tX, where he

redirects coins to his address, and tries to generate a
forked block containing this transaction. Given that B
waits for additional confirmations on top of the block
with the payment, A needs to overcome all those blocks
in his chain and create a fork with a higher score (Fig. 3).
4. If A is lucky to produce a fork of the main chain,
the transaction tX; would be removed from the

blockchain. Instead, the transaction tX, would be

included. The network will continue with the chain of the
adversary, so the payment to the merchant B would be
lost forever (Fig. 4). At the same time, the adversary A
seizes both goods and money.

oL = &

Figure 1 — Initial state of the blockchain from the genesis block
G. The transaction X, is included just into the latest block
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Figure 2 — Merchant B waits for 3 more blocks on top of the
block with tX; and sends goods to A
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Figure 3 — An adversary creates a fork with a higher score
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Figure 4 — The network continues with the chain of an
adversary. X, is substituted with X,

Even though specific techniques of fork creation could
vary for different consensus protocols, the essence of the
described attack remains the same for all of them.

Now we give an overview of the existing
mathematical models of the Bitcoin double-spend attack.

In S. Nakamoto’s model [2] given that an adversary
starts with some deficit K (the honest chain is longer
than adversarial on K Dblocks), the probability that an
adversary would ever catching up with the honest chain is
analogous to the Gambler’s Ruin problem and could be
calculated as follows:

_{ I
%@ pr

Assuming that an adversary starts to work on the
malicious fork right after the payment transaction is
included into the blockchain (so does not wait for z

if p<q;
if p>aq.

blocks after which it is confirmed by the merchant), he
may have mined some number of blocks so the deficit K
is reduced. The adversarial progress will be a Poisson

distribution with the expected value A = Zﬂ.

The overall probability of the successful double-spend
attack can be found by multiplying the Poisson density for
each possible amount of progress by the probability of
catching up with the remaining deficit:

DSy (9,2)=
& Ae™ [/ p) ¥, ifk< z;

= ko ifk>z (1)

z k A=A
€ z-k

=1- 1=/ p) ).

w0 k!
However, these results were obtained under

assumptions that do not quite correspond to the real
model. The first assumption that is also present in almost
all other papers is the assumption that the time of
generation of the block and the time of its appearance in
the network coincide, so the block propagation delay is
zero. But from this assumption it follows that the
probability of an “accidental” fork is zero, and reality
shows that such forks happen about 6 times per month.
The second assumption is even more incorrect. It is as
follows: if the probability of an event is p, then the

number of tests in which there will be exactly n events,

. n .
is exactly —. In fact, this means replacement of the

random variable with its mathematical expectation, that is
not entirely correct, to say it mildly.

Another well-known mathematical model for the
Bitcoin double-spend attack, in addition to those
presented by Nakamoto, is the model of M. Rosenfeld.
In [5] he clarifies and expands the work of S. Nakamoto.
The same basic model is taken: for a successful double-
spend attack an adversary needs to catch up with
Zz=n-m blocks where n is the number of
confirmations that a user waits to before sending goods,
and m is the number of blocks that an adversary is
expected to mine during the confirmation period.

M. Rosenfeld considers the catching-up process as a
Markov chain, where each step is defined as finding of a
block by an honest node or by an adversary:

z,+1
Zi+1 =
z,-1

The attack succeeds if Z ever reaches —1. If z2<0
then a, =1, otherwise

with probability p,
with probability g.

a, = pa,,, +qa,_;.
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In this case, the probability to catch up with z blocks
can be defined as follows:

max(z+1,0) _

o, = min(q/ p,1)
ifz<0org>p;

1
= { ’ z+1 : (2)

(q/p)*, ifzz0andq<p.

In the paper by Rosenfeld [5], other, and, as it turned
out, more accurate analytical expressions for these
probabilities were proposed, while a slightly different
model was chosen for their production than those used by
Nakamoto.

M. Rosenfeld models the progress as a negative
binomial distribution. The probability that an adversary
will mine a given number of blocks m during an honest
miner will mine n blocks is

_lj nm
pag.

It follows that the probability of a successful double-
spend attack, where a merchant waits for N confirmations
and an adversary succeeds to find m+1 blocks during the
confirmation period is equal to

m+n
P(m) _( 3)

DSL(q.n) = > P(Mor,_,, =
m=0

n -1
1—§{m+n ](qu—WWU, @

if g <p,
if q= p.

m
13

However, this paper did not provide any justification
for this chosen model. The authors simply assumed that
the appearance of “honest”/“dishonest” blocks in the
network is described by a negative binomial distribution;
though, this assumption was not substantiated there.
In [5], the results were also obtained under the assumption
that the propagation time of the block in the network is
zero. Regarding Nakamoto’s second assumption, it is
unclear how far the authors have noticed this fallacy;
however, they did not use this assumption. For this
reason, the numerical results in this paper differ from the
results by Nakamoto, i.e. for the same probability of
attack, Rosenfeld’s paper requires more confirmation
blocks.

An interested reader could find more rigorous
description of this model in the original paper [5].

It is worth to mention two theoretical models that
were presented by C. Pinzon et al. [4].

The first one generalizes the model of M. Rosenfeld
by adding an extra parameter that represents time-
advantage of an adversary.

The second one that is called “a time-based model” is
completely different from those described above. In this
model, the lengths of the valid and adversarial chains are

assumed to be equal. Instead, the authors are focused on
the time parameter t that represents the time difference

between the n™ block in both the adversarial and honest
chains.

Wonderful from the mathematical point of view,
Grunspan’s paper [6] impresses with the mathematical
rigor of his presentation and substantiation. In this paper,
the authors prove what Rosenfeld suggested without
proof — that the process of  generating
“honest”/““dishonest” blocks in the network is described
by a negative binomial distribution. However, the authors
could not, and even did not try to get rid of the same
assumption on the instantaneous propagation of the block
in the network.

As far as these models are consistent with the model
of M. Rosenfeld and give almost the same results, we do
not examine them deeply. Short descriptions are given in
the Appendices A and B.

Since all considered models are intended to estimate
the probability of the same double-spend attack in
Bitcoin, the results are similar except differences between
the models of S. Nakamoto and others. The models of
C. Grunspan, M. Rosenfeld and C. Pinzon et al. give
exactly similar results (assuming that time advantage in
the models of C. Pinzon is equal to zero).

The Table 1 shows the values computed for different
models. It represents the number of blocks that a user
should wait for to be 99.9% sure that his transaction
would not be reverted by an adversary.

Table 1 — The number of blocks that a user should wait to be
99.9% sure that his transaction would not be reverted by an
adversary with the given hashing power

Adversarial The model of The models of | The model of

hashing power | S.Nakamoto Rosenfeld and | C. Pinzon
Grunspan (generalized)

0.1 5 6 5

0.15 8 9 8

0.2 11 19 12

0.25 15 20 19

0.3 24 32 32

0.35 42 58 58

0.4 89 133 134

0.45 539 541

It is worth noting that the presented theoretical models
for the double-spend attack could also be applied to
another Bitcoin-like proof-of-work systems.

Now let’s consider the splitting attack [7] which is
targeted at the proof-of-work based protocols with a short
block generation time that is comparable to the block
propagation time in the network.

We will start with a general overview of a splitting
attack, and then provide some experimental results
showing possibility of its application to different proof-
of-work consensus protocols.

In contrast to the classic double-spend attack, where
an adversary is supposed to create a fork secretly and
publish it after getting goods and only in case if his chain
is longer, the splitting attack is public for all nodes from
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the beginning. Moreover, not only an adversary
contributes blocks into the forked branches but also
honest nodes.

The idea of the attack is the following: when a fork of
depth 1 accidentally happens, an adversary splits its
hashing power on both branches to keep their lengths
equal as long as possible. In this case honest miners
would also be split due to their arbitrary choice between
branches of equal lengths. When honest miners publish a
new block in one of the branches, an adversary publishes
block in the other branch to keep the fork running (see
Fig. 5). If branches are of the same length, then adversary
does nothing so again honest miners are split in half.

So the adversary tries to keep both chains balanced by
their lengths. If lengths differ, the adversary extends the
chain that is behind by publishing some amount of blocks
needed to equalize lengths of both chains. The attack
continues till the adversary has sufficient amount of
blocks for each chain in his reserves. If he cannot equalize
chains’ lengths at the end of some round, then the attack
is finished.

===~ e --
(A w—{m—n}f--
Figure 5 — The fork that keeps running while the adversary is

able to equalize lengths of both branches with malicious blocks
(marked with M)

A notion of a round was initially taken from [9]; it
represents a complete round of information propagation to
all nodes in a p2p network. In practice, information
propagation is a random variable with an order of tens of
seconds. In the described model, it is assumed that one
full communication round takes 12.6 seconds (this is the
average block propagation time in the Bitcoin
network [10]).

A general essence of the splitting attack is the
following: when the time of block generation is
comparable to the time of block propagation, then the
probability of generation of 2 or more blocks in the same
round (and at the same block height) becomes non-
negligible. In this case, at the beginning of the next round
the network would be split into two branches. An
adversary leverages such block collisions to keep the fork
running.

Thus, an important parameter that facilitates a splitting
attack is the number of PoW solutions (mined blocks) per
complete round of information propagation. In [7], where

this parameter is designated as f , it was shown that

when f decreases and gets closer to 0, then the

probability of a splitting attack decreases too (an
adversary needs almost 50% of the hashing power to
make a split). And vice versa, when f increases, the

security bound becomes worse (the attack becomes
feasible with less than 50% of the hashing power). The

splitting attack is the most effective when f >1, i.e., at

the rate of 1 block per round or more.

It follows from the above that a short block generation
time (relative to the block propagation time) creates
favorable conditions for a splitting attack to occur. Hence,
it becomes interesting to investigate resistance of proof-
of-work protocols with different values of the
parameter f .

Let’s consider the splitting attack on GHOST.
GHOST protocol was initially proposed as an
improvement of the Bitcoin protocol that allows to reduce
time between blocks while preserving the same level of
security [3, 11].

The main modification that was suggested is that
blocks not included into the main chain can still
contribute to the chain’s irreversibility. The basic
observation behind the protocol is that the blocks that are
built on top of some block B add additional weight to
block B even if they are not in the main chain. So, in
contrast to the Bitcoin protocol, where only the blocks
that are in the main chain contribute to the difficulty of
this chain, in GHOST a whole sub-tree of blocks is
considered (Fig. 6). See for more information [3, 11].

Since it was declared by the authors that the GHOST
protocol has a comparable security even with short block
generation time (it is stated that even when blocks are
issued every second, the security level is the same as in
the original Bitcoin protocol, [3]), we found a few serious
mistakes in their works that puts to doubt their assertions
and results. So it becomes interesting to investigate
resistance of the GHOST protocol against a splitting
attack.

Bitcoin GHOST
Tmy OO
. ]

D-5 -8

Figure 6 — Calculation of the chain’s difficulty D is shown for
the Bitcoin and GHOST protocols. In GHOST, even the blocks
that are not included into the main chain add weight to it

The splitting attack for the GHOST protocol is slightly
different compared to Bitcoin [7]. There are two
differences:

— An adversary has to compensate the difference in the
total number of honestly mined blocks in both branches at
the end of each round, while in Bitcoin-like protocols he
has to compensate only the maximal number of honestly
mined blocks to keep both chains balanced.

— All blocks produced by an adversary are always
valid. This facilitates an attack for adversary, because he
can just mine the first nodes after the common prefix of
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the two branches. In contrast, in Bitcoin an adversary has
to extend only the head of diverging chains, so all blocks
must be recent.

Now let’s consider the double-spend attacks on
Ouroboros. As stated in [1], it is the first provably secure
proof-of-stake blockchain protocol with rigorous security
guarantees, comparable to those achieved by the Bitcoin
blockchain protocol. First we briefly discuss the protocol
itself, and then present two models for different types of
adversaries.

As previously stated, the Ouroboros is a proof-of-
stake protocol, thus it does not require heavy
computations for block production. While in the proof-of-
work protocols like Bitcoin the blocks are produced by
the miners (which do not necessarily have a stake in the
system), in Ouroboros only the stakeholders can produce
blocks. Given that the stakeholders are well incentivized
to keep the overall stability of the system (as it would
consequently keep the value of their coins), it creates an
additional incentive for block producers to act honestly,
thus making a system more secure in general.

The main idea behind the protocol is that the time is
divided into so called epochs, and each epoch consists of
a predefined number of slots. Each slot has an associated
stakeholder that should produce a block during the time of
that slot. The model requires synchrony among
stakeholders, and the blocks that are produced in the
incorrect timeslots are considered invalid. At most one
block could be produced in the given slot (Fig. 7).

The owners of the slots are chosen randomly before
the beginning of the epoch. Randomness for a selection
procedure is generated collectively by a set of
stakeholders by means of a special cryptographic protocol

based on the PVSS scheme [12].

Figure 7 — A general scheme of the Ouroboros protocol

Fpoch siars.
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The time is divided into slots, each slot has an
associated stakeholder who should produce a block in this
slot. It is not necessary that the block in the given slot will
be produced (for instance, a corresponding stakeholder
could be offline at the moment), but there is a strict rule
that only one block can be produced in the slot.

Following the terminology given in [1], an attack that
consists in a fork creation is called an attack on a common
prefix. There are two possible models for an adversary
that is going to create a fork: the one that immediately
demonstrates an adversarial behavior and the one that
leaves an adversary covert. We will briefly describe both
of them.

Despite of the rule that a slot winner can produce only
one block per slot in the given chain of blocks, nothing
can prevent him from creating several blocks in the same

slot but in different chains, thus creating a fork (see
Fig. 8). An adversary can facilitate an attack by
publishing blocks in both chains forcing honest slot
winners to be split between them. In what follows, we
will call such adversary a general adversary.

Epoch sris Epach
| 4 umbs
Tine |Time |Time | Tinwe | Tivwe | Tinee | Time | Time
Shatl Skw? Skm3 Shad S5 Sk Sk 7 Sl N

Figure 8 — An adversary that possesses some slots (shown in
red) tries to split honest slot winners into two chains, thus
facilitating an attack

While the described attack provides an adversary with
significant opportunities, it leaves a suspicious “audit
trail” — multiple signed blocks at the same slot that
immediately signals malicious behavior. That motivates
to consider a restricted class of covert adversaries, who
produce not more than one block per slot (though not
necessarily in the expected slot [1]).

An interested reader could find more details in [1, 13].

3 MATERIALS AND METHODS
Let’s consider Ouroboros general adversary model. A
central point of the security arguments given in [1] is the
notions of the characteristic and forkable strings. A
characteristic string is a binary string {0,1}" where each

element indicates a slot that is assigned either to an
adversary (denoted with 1) or to an honest user (denoted
with 0). A forkable string is a characteristic string with
such disposition of adversarial slots that allows fork
creation.

Understanding density of the forkable strings among
all characteristic strings will help to determine the
probability of an attack. The paper [1] gives an upper
bound on the probability of a string being forkable. In our
research, we are interested in the exact probabilities of
forks. To obtain such probabilities, we utilize a recursive
algorithm that detects a forkable string (see lemma 4.18
in [1] for more details):

(M(w)=1,0),
(0, p(w) ~1),
(M(w) =1, u(w) = 1),

if A(w) > p(w) =0;
if A(w) =0; %)
otherwise.

m(w0) =

Given a characteristic string W and the initial state
m(e ), the state is updated sequentially with each element

of the string. Finally, when all elements from w are
processed, the variable p is checked: if >0 then the

string W is forkable, otherwise it is not.
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Having such an algorithm, it is possible to calculate
the overall probability of a fork for a string of particular
length. It could be done by constructing of a matrix of
probabilities for all possible states (Fig. 9).

The matrix could be calculated iteratively using the
following rules (based upon the algorithm (5)):

Poo =land p}; =0,fori=0or j=0,

-1 1
plr]J = lamlq . pirll,j71 +1’1’1L11(1—q) pin+l,j+1 +

+mu2(1-q) pirlr_ll,o +lam2(1-q) pg,_j1+1 )

1 if j=0, 1 if j=0,
mul = . mu2 = .
0 otherwise; 0 otherwise.
ifi=0,

ifi>0, {1

1
laml = . .
0 otherwise; 0 otherwise.

Finally, the probability that an adversary with the
fraction of stake ( would be able to create a fork of n

slots could be defined as follows:

DS(q,m) =YY p!7.

i=0 j=0

(6)

Note that it is also possible to estimate the probability
of a fork by simulating an attack directly. It could be done
by generating of random binary strings (taking into
account the probability of an adversarial slot) and
checking them with the algorithm (5). The results
conform with those obtained analytically with the
equality (6).

Now let’s consider Ouroboros covert adversary
model. As stated previously, a covert adversary tries to
keep an attack in secret, until he creates a branch of
sufficient length. In this case, an adversarial behavior
would be to refrain from publishing of blocks in the
honest chain (Fig. 10).

Time
Sha X

Time |T|m:

Shotl Skot? Skt Shotd Skt Shotd Skt 7

Figure 10 — A covert adversary tries to accumulate sufficient
amount of slots (shown in red) to overcome an honest chain at
some moment in future

In the classical double-spend attack it is assumed that
an adversary has to create a fork of at least n blocks,
where n is the number of confirmations that a user waits
for before sending of goods or providing of a service. In
this formulation, the attack with a covert adversary is
basically close to the Bitcoin double-spend attack.
Therefore, the probability of a fork after n blocks could
be easily calculated using, for instance, the model of
S. Nakamoto (see section 2, eq. 1).

Because of the deterministic nature of the block
creation process in the Ouroboros protocol, it is more
convenient to consider security bounds as the number of
slots that a user should wait for to be sure (to some
degree) that a fork cannot be created (opposite to the
number of blocks in the classical model).

In our model, for a successful attack an adversary
needs to create a fork of | slots (or longer). To do this, he
needs to possess at least half of the slots at some point
after the slot |. The probability of this event consists of
two components: the ability of the adversary to
accumulate some slots before the slot | , and the ability to

catch up with the deficit (if any) after the slot 1. We
assume that neither honest users nor the adversary do not
skip their slots, so there are no gaps.

The number of slots that an adversary would get
during the period of | slots is a random variable that
follows a binomial distribution. The probability to get
exactly m slots is the following:

|
P(m) =(qump"m-

The probability of catching up with z=n-m slots

(N

(where n=1-m is the number of honest slots) could be
(n (n) (n (n 0 0 (n
pO,fn 0,-2 0,-1 0,0 0,1 0,2 0,n
) (n 0 ) 0 m 0
1,-n 1,-2 1,-1 1,0 1,1 1,2 Ln
0 (n) (n (n 0 (m (n
2,-n 2,2 P2 P2 2.1 2,2 P20
0 (n (n (n ) ) (n
pn,—n pn,—z pn,—l pn,O pn,l pn,z pn,n

Figure 9 — The matrix shows the probabilities of a random characteristic string W of length N being in the state M(W) = (i, J) . Itis

indexed by all possible values A and L that could be reached by the string of length n
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defined as a particular case of the Gambler Ruin
problem [14] as:

i I-2m
S

It follows that the probability of a successful attack
where an adversary creates a fork of | slots is equal to:

S(g,h) = ZIZP(m)C(I -2m)=

_LI/ZJ I m l I-m q 1-2m
—mz;)(qu (1-9) (E) +

' I
m 1- I—m.
+m—U;J+I(mJ a ( q)

In order to get insights on the density of forks
produced by different types of adversaries and to compare
them with other consensus protocols, we made a
calculation using the expressions above. The results are
shown in Table 2.

Because synchrony between time slots is assumed in
the Ouroboros protocol, it does not make sense to
consider the parameter k (time between blocks) as we
did for other consensus protocols.

(®)

Table 2 — The number of slots that a user should wait for to be
99.9% sure that his transaction would not be reverted by an
adversary with the given stake

Adversarial stake General Adversary Covert Adversary

0.1 15 11

0.15 23 17

0.2 35 25

0.25 55 39

0.3 94 63

0.35 181 115

0.4 443 265

0.45 1990 1077

4 EXPERIMENTS

Firstly, in our experiments, we took two most
widespread protocols: Bitcoin and GHOST and obtained
experimental results during the computational modeling
for both protocols.

As it is known, the average block generation time in
Bitcoin is equal to 10 minutes [2]. Given that the average
block propagation time is 12.6 seconds [2], the parameter

12.
_ 126 _ 0.021. In what follows, it is more suitable to
10-60
use the parameter k instead of f that shows an average

amount of communication rounds between 2 consecutive

blocks: k = T It is interesting to estimate the possibility

of a successful splitting attack for the original choice
k = 47.6 made in Bitcoin, and see how security degrades
in the case when k decreases. To accomplish this, we
perform an experimental analysis of the described attack.

The next experiments included comparison among
different consensus protocols and adversarial models
described in the previous sections. As a unified measure,
we took the number of block confirmations (or time slots
in the case of Ouroboros) needed to be sure that a given
block cannot be removed from the blockchain with the
probability of at least 99.9% (in other words, the longest
fork that an adversary with a certain hashing power/stake
can create with the probability of at least 0.1%).

The chosen measure appears to be relevant for a real-
world application because it shows how long a user should
wait before accepting a payment transaction, thus decreasing
the possibility of the considered attacks to a sufficient level.

To get further insights on the usability of the
considered protocols, it is helpful to compare them by the
average confirmation time. As long as different protocols
have different time between blocks, this would give us
more accurate picture of the security guarantees provided
by protocols against different types of attacks.

The time between two consecutive slots in the Ouroboros
system is expected to be 20 seconds. The average time to
mine a Bitcoin block is 10 minutes [2]. During the analysis
of the splitting attack, we also estimated the security bounds
for the Bitcoin with reduced block generation time (12.6
seconds per block). The GHOST values of block generation
time is the same as for Bitcoin.

5 RESULTS
Let’s consider experimental results during the
computational modeling for Bitcoin and GHOST
protocols.

The results of the simulations for Bitcoin are
summarized in Fig. 11. It is shown what fork length an
adversary can maintain with the probability of success of
at least 0.1%. It is easy to see that when the time between
blocks decreases, an adversary gets a chance to create a
longer fork.

Our simulation shows that for the choice of k =47.6
(like in Bitcoin) 6 confirmations are needed to be sure that
the probability of a splitting attack is less than 0.1%
(considering an adversary that possesses 35% of the
hashing power). If we assume that the average block
generation time is equal to the block propagation time (so
that k =1) then 9 confirmation is needed for the same
level of security.

16

14 /7

12
£ 10 ol
2
5 8 —k=0.7
% - —_—k=1
5 k=4.76
Eoa

k=47.6

2]

0 . . . . . : :

01 015 02 025 03 035 04 045

Adversarial ratio

Figure 11 — The fork length that an adversary with a given
hashing power can create with the probability of success of at
least 0.1%. Different lines represents different choice of the

parameter K
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Figure 12 — The fork length that an adversary with a given hashing
power can create for the GHOST protocol with the probability of

success at least 0.1%. Different lines represents different choice of the

parameter K

The results of the simulation (Fig. 12) for GHOST
show that the attack is extremely effective when the
parameter K is near to 1.

The summarized results of protocols’ comparison are
presented in Table 3. It includes two models for
Ouroboros (with general and covert adversaries), classic
Bitcoin double-spend attack, Bitcoin splitting attack
(including hypothetical Fast Bitcoin with reduced block
generation time to one per communication round, e.g.
12.6 sec) and GHOST splitting attack (both with 10 min
and 12.6 sec blocks).

The Table 4 and Figure 13 show how long (in
minutes) a confirmation period should be to reduce the
probability of an attack to less than 0.1%.

Table 3 — The number of slots that a user should wait to be 99.9% sure that his transaction would not be reverted by an adversary
with the given hashing power (or stake in the case of Ouroboros protocol). Note that for Ouroboros the values in the table represent
the number of slots, while for other protocols they represent the number of blocks

Adversarial Ouroboros Ouroboros Bitcoin Bitcoin Fast Bitcoin | GHOST Fast GHOST
stake (hashing | General Covert (Rosenfeld) splitting splitting splitting splitting
power) Adversary Adversary

0.1 15 11 6 3 6 3 6

0.15 23 17 9 4 7 4 8

0.2 35 25 13 4 8 6 11

0.25 55 39 20 5 9 9 19

0.3 94 63 32 6 10 9 30

0.35 181 115 58 8 12 11 73

0.4 443 265 133 9 14 12 185
0.45 1990 1077 539 14 18 13 509

Table 4 — An average confirmation time (in minutes) that guarantees, with the probability of more than 99.9% that a block would not
be reverted from the blockchain

01 0.

15 0.2 0.25

Adversarial Ouroboros Ouroboros Bitcoin Bitcoin Fast  Bitcoin | GHOST Fast GHOST
stake  (hashing | General Covert (Rosenfeld) splitting splitting splitting splitting
power) Adversary Adversary
Block 20 sec 20 sec 10 min 10 min 12.6 sec 10 min 12.6 sec
generation time
0.1 5 3.6 60 30 1.2 30 1.2
0.15 7.6 5.6 90 40 1.4 40 1.6
0.2 11.6 8.3 130 40 1.6 60 2.3
0.25 18.3 13 200 50 1.8 90 4
0.3 31.3 21 320 60 2.1 90 6.3
0.35 60.3 38.3 580 80 2.5 110 15.3
0.4 147.3 88.3 1330 90 2.9 120 38.8
0.45 663.3 359 5390 140 3.7 130 106.9
1400
1200
1000
B puroboros_general
@ 800 W puroboros_covert
El W bitcoin_rosenfeld
£ 600 ¥ bitcoin_splitting
400 ] fast_bitco.in._splitting
ghost_splitting
200 B fast_ghost_splitting
O_I-___Il__._L_—Il__- | I__h-

0.3 0.35 0.4

Adversarial stake (hashing power)

Figure 13 — Comparison of the expected confirmation periods (in minutes) for different protocols and adversarial
models
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6 DISCISSION

From the Table 4 and Figure 13 we can note that the
Ouroboros protocol allows to confirm the block in 5
minutes in the worst case (considering an adversary with
10% of the total resources) while Bitcoin needs almost 60
minutes to provide the same level of security.

The splitting attack is more effective for the systems
with short block generation time, but in general case, it is
not better than the classical double-spend attack. Our
simulations showed possibility of the attack for the
Bitcoin and GHOST protocols with 10 min and 12.6 sec
blocks. Not surprising that shorter blocks increase the
required number of blocks to confirm a transaction but,
despite this, the overall confirmation time is significantly
reduced due to fast blocks.

CONCLUSIONS

In this paper we presented an analysis of the different
consensus protocols and adversarial models. The main
goal was to compare the well-known proof-of-work
protocol that underlies Bitcoin with the new proof-of-
stake algorithm that was introduced in Ouroboros. We
also had a look at the GHOST algorithm that is initially
intended to improve Bitcoin consensus. As a measure of
comparison, we considered transaction confirmation time
that allows to be sure that the probability of a double-
spend attack is less than 0.1%.

The scientific novelty of obtained results: we
presented two models for two types of attacks on the
Ouroboros protocol (for the general and covert
adversaries). The models allow calculation of the exact
number of slots needed to achieve the required level of
security. It was shown that the Ouroboros protocol allows
achieving of the required security level with significantly
shorter confirmation period compared to Bitcoin.

The practical significance consists in the fact that
obtained results allow determination of the security
bounds for the Ouroboros system. It becomes extremely
important for a real-world application because it will help
users to figure out how long they should wait before
accepting the transaction.

APPENDIX A. THE GENERALIZED MODEL
OF C. PINZON ET AL.

The model proposed by C. Pinzon et al. [4]
generalizes the model of M. Rosenfeld by adding of an
extra parameter that represents time-advantage of an
adversary.

As in the previous models, a successful double-spend
attack consists of two constituents: the progress of an
adversary during the confirmation period of m blocks
and his ability to catch up with the deficitz=m-n. The
catch-up function is the same as originally used by
S. Nakamoto (which occurs in Gambler’s Ruin Problem).
The improvement of this model lies in the modified
progress function. It is represented as follows:

P(g,m,n,t).

Basically, the function P represents the probability of
an adversary mining exactly n blocks once the honest
network mines m blocks, assuming that an adversary has
been additionally mining secretly for t time units. While
the first three parameters (¢, m,n) are well-known from
the previous models, the time-advantage t is the new
one. It represents an amount of time since the n™ block is
found by an adversary until the m" block is found by the
honest network. This time period t potentially increases

the probability of an adversary to find the next block
faster than the honest network thus giving him an

advantage.
In order to define the function P, it is necessary to
define the function a(q,t,k) that represents the

probability to mine exactly k blocks during the time
period t with a fraction ¢ of hashing power (the proof

could be found in the original paper [4]):

1, ift=n=0,
0, if t<0,

a(g,t,k) = k
(,t,k) (qI:') e ™, otherwise.

The function P can be defined as follows:

P(q,m,n,t)=ia(q,t,z)PR(q,m,n—z). )

Note that in the case of t=0 the progress function
P(g,m,n,t) is equivalent to the progress function
presented by M. Rosenfeld [5].

Let C,(X,Y) be the catch-up function as defined by
M. Rosenfeld (eq. 2) and K — the number of blocks in the

honest chain. It follows that the probability of a successful
double-spend attack is equal to:

DS, (a,K,n,t) =

:1_’§P(q’K’Z’t)(1_CR(qaK—n—Z)). (10)

Note that if the parameters t=0 and n=1 then this
model is equivalent to the one proposed by M.
Rosenfeld [5]. More information can be found in the
original paper [4].

APPENDIX B. THE TIME-BASED MODEL OF
C.PINZON ET AL.

The second model presented by C. Pinzon et al. is
completely different from those described in section 2. In
the time-based model, the lengths of the wvalid and
fraudulent chains are assumed to be equal. Instead,

©Kaidalov D. S., Kovalchuk L.V., Nastenko A. O., Rodinko M. Yu., Shevtsov O. V., Oliynykov R. V, 2018

DOI 10.15588/1607-3274-2018-4-15

168



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasainss. 2018.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018.

Ne
0

4
4

that

represents time difference between the n" block in
adversarial and honest chains.

We will not go deep into the details of this model,
instead we will only present the final equation for
calculation of the probability of a double-spend attack.
We refer an interested reader to the original paper [4] to
find more details about this model.

Let P be the progress function from the generalized
model (eq. (9)) and C; is the catch up function for the

time-based model that is defined as follows:

authors are focused on the time parameter t

ﬂe—(p—q)t
C(gt)=4p
17

, ift>0,

otherwise.

The double-spend attack probability can be defined as
the probability of having a time disadvantage t once the
K +1'th block is mined, multiplied by the probability of
catching up with that disadvantage:

DST (quanosto) =

. (11
= [ P(a,K+1,K=n, +1,0C; (q,t—t,)dt.

The parameters in (11) are the same as in (10).
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MOPIBHSIHHSA YACY NIATBEPIKEHHS BJIOKY JJIsI PIBHUX AJITOPUTMIB KOHCEHCYCY
Kaiinamnos . C. — xaHI. TeXH. HayK, HayKoBUi criBpoOiTHHK B Input Output HK.
KoBaabuyk JI. B. — n-p Texn. Hayk, mpodecop, mpodecop kadempn MaTeMaTHUHHX METOIB 3axucry iH(opmarii
HanionansHoro TexHIUHOro yHiBepcuteTy YKpainm «KuiBchkuil mostiTexHiYHMH iHCTHTYT imeHi Iropst Cikopchbkoro», HayKOBHi

criBpobiTHrK B Input Output HK.

Hacrenko A. O. — kaHJI. TeXH. HayK, HayKOBUii criBpoOiTHUK B Input Output HK.
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Poginko M. IO. — acmipant kadenpu Oesnekn iHGOpMALifHUX cHUCTEM 1 TEXHOJOTiH XapKiBCHKOrO HAIiOHAILHOTO
yniBepcutery imMm.B.H.Kapasina, Haykosuii ciiBpo6itauk B Input Output HK.

IleBuoB O. B. — kanaumat TeXHIYHUX HayK, HAyKOBHH cniBpobiTHUK B Input Output HK.

OuiiinukoB P. B. — 1-p TexH. Hayk, JoLeHT, nmpodecop kadeapu Oe3nekn iHPOpMAaLIHHUX CHCTEM i TeXHOJOriH XapKiBCbKOTO
HauioHanbHOro yHiBepcutety im. B. H. Kapasina, nHaykosuii ciiBpoditauk B Input Output HK.

AHOTAULIA

AxTyanbHicTs. [IpoBenennii anaii3 JeneHTPAIN30BaHUX MPOTOKOJIB KOHCEHCYCY, AKi 6a3yl0ThCs Ha OJIOKYEiiHI, 3 TOUKH 30py
BIIACTUBOCTEU Oe3neku cucteMu. 00’ €KTOM IOCTIKACHHS € Yac IMiTBEPKCHH OJIOKY i3 BiIIOBIIHUM PIBHEM T'apaHTIi BiICyTHOCTI
BIZIMIHM TpaH3aKuii A1 KoprCTyBadiB. MeToro poOOTH € MOPIBHAHHS KiHLEBUX HMOBIPHOCTEH YCIiXy aTaky HOJABIMHOI BUTpATH IS
pi3HMX cuCTeM Ha 0a3i OIoK4YelHy.

Merton. IIpencraBineHo ABi Mozei Ul IBOX aTak Ha NPOTOKOJ YPpoOopoc (I 3arajibHOrO Ta HPUXOBAHOTO 3JI0BMHCHHMKIB).
IpencraBieni Mozesni 103BOJSIOTH OOYHCINTH TOYHE 3HAYCHHS YHMCIA CJIOTIB, HEOOXIOHUX Ul JOCSATHEHHS HEOOXiJAHOTrO pPiBHS
oesneku. [lokazaHo, mo MPOTOKON YpPoOopoc MO3BONSE IOCSATHYTH HEOOXiMHOTO piBHS Oe3leKkd 3a 3HAYHO KOPOTLIMH TEepion
MATBEPHKEHHS Y TIOPiBHSAHHI 3 MPOTOKOJIOM biTKoiH. 3po0ieHa oLiHKa Ta MOPIBHAHHS MiHIMAIBHOTO YUcia OJOKIB MiATBEpIKCHHS
qust iporokoniB bitkoin, GHOST Tta Ypobopoc. B sixocti Mipn mopiBHSHHS OyJI0 NPHHAHATO Yac MiITBEPPKEHHS TPAH3AKII IS
SIKOTO HMOBIPHICTH aTaky MNoaBiiHOI Tpatw MeHme, HiX 0,1%. Pi3HI THnM craHmapTHUX IMOBIPHICHHX PO3IOMINIB, a TaKOX
BJIACTHUBOCTI JIaHLIOTiB MapKoBa Ta BHIIAAKOBHX OJIyKaHb 3aCTOCOBYETHCS JUI OTPUMAHHS IOPIBHSHHS 1 OL[IHOK BJIAaCTHBOCTEH
Oe3meku O0K4eiiHa biTkoiHa 10 TPhOX PI3HUX MOJEICH aTaku MOJBIMHOT TpaTH. ATaka pO3TalyKeHHs, 1[0 3aCHOBaHA Ha MOJIET, Jie
pecypcu YecHUX YYacHHUKIB MOJiNeHI AJIsi KOHKYypYBaHHs PIi3HHX JIaHILIOTIB, 3aCTOCOBAaHA /10 MPOTOKOJIB KOHCEHCYCy BiTkoiH i
GHOST. [dns ouiHOk Oe3meku mpoTokoiay Ypobopoc TakokK BHKOPHUCTOBYIOTHCS BIACTHBOCTI JIAHLIOTIB MapKkoBa Ta BUIAIKOBHX
OJTyKaHb.

Pe3yabraTn. Po3po6neHo MeToau Uil OTPUMAHHS TOYHHX 3HAYCHb CEPEJHBOTO 4acy MiATBEPDKEHHS OJIOKa I MPOTOKOIY
Ypobopoc. 3po0iieHO MOPIBHSIHHS MiHIMAIBHOTO YHCIA OJOKIB MiITBEPIXKCHHS Ui 3a0€3MCUCHHST BHCOKOTO PIBHS OE3IEKU IS
npotokoiiB bitkoin, GHOST ta Ypobopoc.

BucnoBkn. OtpumMaHi pe3yibTaTH I03BOJSIIOTH BH3HAUUTH OE3MEYHI MEXI 3aCTOCYBaHHS IPOTOKOJIB KOHCEHCycy biTkoiH,
GHOST i Ypo6opoc. KopuctyBaui MOXyTh OTPUMATH KOHKPETHI TApaMETPH JUIs 33]aHOTO PiBHS rapaHTiii OC3MeKH.

KJIIOUYOBI CJIOBA: 06nokueiin, bitkoin, koncencyc i3 mokasom pobotu, GHOST, koHceHcyc i3 JOKa3oM BOJIOiHHS,
Ypobopoc.

VIIK 004.75
CPABHEHHE BPEMEHH OKUJAHHUS BJIOKA JUISI PA3JTHYHBIX AJITOPUTMOB KOHCEHCYCA

Kaiiganos /I. C. — kaHj. TexH. HayK, Hay4HbIi coTpyaHuk B Input Output HK.

KoBansuyk JI. B. — n-p TexH. Hayk, npodeccop, npodeccop kadeapbl MaTeMaTHYECKHMX METOZOB 3aIUTHI MH()OpPMAIMN
HammonanpHOro TexHW4ecKoro yHuBepcureTa YKpauHu «KueBckuil mosmTexHWYecKuil MHCTUTYT uMeHH Urops CHKOpPCKOToy,
Hay4HbII coTpyauuk B Input Output HK.

Hacrenko A. O. — xaHJ. TeXH. HayK, HAY4YHbIH coTpynHUK B Input Output HK.

Pomnnko M. 0. — actimpanT kadeapsl 6€30macHOCTH HHPOPMAIIMOHHBIX CHCTEM U TEXHOJIOTHH XapbKOBCKOTO HAIIMOHATEHOTO
ynusepcuterauM B. H. Kapasuna, nayunsiif cotpynauk B Input Output HK.

IleBuoB O. B. — kaHz. TexH. HayK, Hay4Hbli coTpyIHUK B Input Output HK.

OuneiinnkoB P. B. — 1-p TexH. Hayk, IOUEHT, mpodeccop Kadeapbl 6€30MacHOCTH HHGOPMANMOHHBIX CUCTEM M TEXHOJOTHH
XapbKOBCKOT0 HaIlMOHAIBHOTO YHUBepcuTeTa M. B. H. Kapasuna, Hayunsiii corpyaauk B Input Output HK.

AHHOTALUA

AKTya/IbHOCTb. BBITIONHEH aHanW3 AEHEHTPATM30BAHHBIX IIPOTOKOJIOB KOHCEHCYCa, OCHOBAHHBIX Ha OJIOKYEHHE, C TOUKH
3pEeHUs CBOUCTB Oe30omacHOCTH cucTeMbl. OOBEKTOM HCCIEAOBAHMS SIBISCTCS BpeMs MOATBEP)KACHHS OJI0Ka C COOTBETCTBYIONINM
YPOBHEM TapaHTHH OTCYTCTBHSI OTMEHBI TPAaH3aKLIUH JUIS TOJb30oBaresieid. Llenbio paboThl sBIsETCS CcpaBHEHHE PE3yIbTHPYIOIIIX
BEPOATHOCTEH ycCIIexa aTaKy JIBOHHOM TPATHI IS Pa3IMIHBIX CHCTEM Ha 0ase OiokdeiiHa.

Merton. [IpexcraBieHsl 1Be MOAENU AJSL ABYX aTak Ha IPOTOKON YpPoOopoc (mis OOIIEro M CKPBHITOrO 3JI0YMBIIUICHHUKOB).
[pencraBieHHbIe MOJIEIH TIO3BOJISIIOT BHIYMCIUTG TOYHOE 3HAUCHHE YUCIIA CIOTOB, HEOOXOMUMBIX JUIS JOCTHXKCHHUSI HEOOXOIMMOT0
ypoBHs Oe3omacHocTd. [loka3aHo, 4TO MPOTOKON YpPobopoc MO3BOJMSET AOCTHYH HEOOXOAMMOro ypoBHSA 0e30macHOCTH 3a Oosee
KOPOTKMI TEpHOJ TOJATBEPKICHHUs MO CPaBHEHHIO C MpoTokoioMm butkomH. IlpousseneHa oleHKa M CpaBHEHHE MHHUMAJIBHOTO
grcia OJIOKOB MOATBEpkIeHHs Al TpoTokonoB butkonn, GHOST u YpoGopoc. B kadecTBe Mephl cpaBHEHNUS OBIIIO IPUHATO BPEMs
TIOATBEP KACHUS TPAH3AKIMH, IJIsI KOTOPOTO BEPOSTHOCTH aTaK! JIBOIHON TpaThl MeHbIe, yeM 0,1%. Pa3nudHbie TUIIEI CTaHIapTHUX
BEPOATHOCTHBIX PacIpeeNeHni, a TakKe CBOMCTBA MApKOBCHKHX IIETIed M CIy4alHBIX ONy>KHaHUI MCHONB3YIOTCS JUISl ITOTYy4eHUS
CpaBHEHMsI M OIEHOK CBOMCTB Oe3omacHOCTH OiokueiiHa BuTKoWHa K TpeM pas3iInyHBIM MOJEINSIM aTaky ABOWHOM TpaTel. ATaka
Pa3BeTBICHUS, OCHOBAHHAsi HA MOJEIHM, IJIe PECYPChl YECTHBIX YYAaCTHHKOB Pa3feNeHbl Uil KOHKYPEHIMH Pa3iIM4HBIX LENoYek,
MIPUMEHEHA K MPpOoToKoyiaM KoHceHcyca butkornn u GHOST. Jlnst orieHOK 6€30MacHOCTH MPOTOKOIa YPoOOpOC TaKkKe UCIONIB3YOTCS
CBOMCTBA MAapKOBCKHX LIENIEH U CIIy4aitHOTO Oy KAaHHS.

PesynbTatel. Pa3paGoTaHel MeTOABI ISl MONYYEHUs TOYHBIX 3HAUEHMI CpEIHEr0 BPEMEHU MOATBEP)KACHMS OJloKa Juis
npoTokona Ypobopoc. CoenaHo cpaBHEHHE MHHUMAJIBHOTO YHCIa OJOKOB MOATBEP)KACHUS Ui 00ECHEUCHHs BBICOKOTO YpPOBHS
6e3omacHocTH 1 mpoTokosoB butkonn, GHOST u YpobGopoc.
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BriBoasl. [TomyueHHble pe3ysIbTaThl ITO3BOJISIIOT ONPENCIUTh Oe30IIacHbIe TPAHMIIBI VIS IPUMEHEHUs IPOTOKOJIOB KOHCEHCYCa
butkonr, GHOST u VYpobopoc. Ilonb3oBaTenn MOTyT HOJyYHTh KOHKPETHBIE HapaMeTpbl Ul 3aJaHHOTO YPOBHsS TrapaHTHil
6€30I1aCHOCTH.

KJ/IFOYEBBIE CJIOBA: GnokueiiH, butkonH, KOHCEHCYC C J0OKa3aTenbCcTBOM IpoaenaHHoil pabotsl, GHOST, xoHceHcyc ¢
JI0Ka3aTeJIbCTBOM BIIaZieHus, Y pobopoc.
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