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ABSTRACT

Context. The important problem of increasing the effectiveness of functioning telecommunication networks with package
commutation is considered. Some ways are suggested for improving algorithmic tools for information exchange based on using
methods and means of diagnosing errors in packages with data transferred. The object of this investigation is the process of data
transfer and determining spoilt packages in messages.

Obijective. The objective of this paper is to decrease the average relative time of package delivery and also to increase the
probability of faultless information transfer to user on the basis of modelling various data exchange protocols.

Method. A method is suggested for the synthesis of universal, fast-acting multi-channel devices designated for controlling and
diagnosing messages in data exchange networks with package commutation. Determining faulty packages is carried out based on
using cyclic codes and the signature analysis method, which allows creating simple and sufficiently effective devices for data control.
A comparative analysis of data exchange protocols is carried out based on using the method of probability-time graphs.

Results. There have been obtained recommendations as to effective using protocols for information exchange with respect to
usage conditions and characteristics of networks with package commutation.

Conclusions. In this research the formalization of information processing based on the signature analysis has been accomplished
and the method for the synthesis of multi-channel control devices with localizing errors in message packages has been improved. At
that, the approach to data exchange in networks with package commutation has been improved. A comparative analysis of the three
main scientific approaches that use cyclic error detecting codes has been carried out with the help of probability-time graphs.

KEYWORDS: package, message, signature analysis, datagram channel, data transfer.

ABBREVIATIONS P, is a probability of error appearance in one package;
PTG is a probability-time graph; P, is a probability of error appearance in several
GF is a Galois field; packages;

NOMENCLATURE Z is a formal variable.
H is a state matrix for signature analyzer; INTRODUCTION

h;1s a column of state matrix H;

W(?) is a input data sequence;

a; is a i-th coefficient of characteristic polynomial;
P(x) is a characteristic polynomial;

S is a transition matrix for analyzer states;
Sigv(f) is a input sequence signature;

> is a sum modulo 2;

v;is the i-th element of the input sequence;

w is the number of elements in the input sequence;
z is the number of device working cycles;

g, 1s a signature of the i-th group (package);

o, y are error syndromes for the input sequence;
E,, E, are etalon signatures;

e; is an etalon of the i-th group of digits;

T, is a package transfer time;

T,41s a package delivery time;

T}, is a time-out time;

T, is a receipt transfer time;

P,q1s a package delivery probability;

P, is a package loss time;

P, is a package error detection probability;

P,. is a package error non-detection probability;
P,, is a receipt delivery probability;

A characteristic feature of distributed systems that
make them differ from single devices is a possibility of
partial failure. A partial failure happens when one
component of the distributed system starts
malfunctioning. This failure can affect the work of some
components, whereby the other components continue
functioning normally. If a global failure occurs in a
distributed system, it affects all its components and can
easily prevent the entire system from normal functioning.

When a distributed system is developed, it is very
important to provide means for automatic system
recovery after partial failures, the productiveness of the
entire system being probably decreased. In particular,
whenever a failure happens, the distributed system during
the recovery process should work in an acceptable
manner, i.e. it should be resistant to failures and stay at
some level of its functionality.

The main reason for complicating data exchange
networks is related with the fact that digital data transfer
systems are sensible to different influences that can cause
the appearance of random data, information losses or
spoiling [1]. Therefore, it is important to be able to detect
many errors in the network of distributed systems when

© Minukhin S. V., Losev M. U, Sitnikov D. E., 2018
DOI 10.15588/1607-3274-2018-4-19

195



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasainss. 2018.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018.

Ne
0

4
4

the volume of service information does not increase in
each data unit.

This aim can be reached by developing universal
means for message control. As a basis for this research
methods and algorithms for antijamming coding are used.
Means for information control with the help of cyclic
redundant codes are now broadly applied. Their software
and hardware implementation does not course serious
difficulties [2].

A cyclic redundant code simplifies detecting the
following types of errors. Firstly, hardware malfunctions
sometimes cause damage to certain sets of bits. Cyclic
redundant codes detect such errors better than check sums
do. Secondly, cyclic redundant codes are particularly
convenient for detecting error packages [3]. The detection
of such packages is very important as they cause many
problems that should be eliminated with the help of
network hardware tools.

The object of study is the process of data transfer and
the detection of damaged packages in messages.

The subject of study can be formulated as methods
for searching and diagnosing errors in message packages.

The purpose of the work is to decrease the message
transfer time and to increase the probability of faultless
information transfer to user on the basis of modelling
different data exchange protocols.

1 PROBLEM STATEMENT
The state matrix of a signature analyzer can be built
with the help of a characteristic polynomial over the Galois
field GF(2). At that, each column of this matrix can be
determined according to the following expression [1]:

By =S hy,i=0,1,.w, (1)

where hy = || 10...0 ||T; the corresponding matrix S
uniquely describes the characteristic polynomial [3]:

P(x)=a,x" ® a,,_l)c”_1 ®.ax . Oax' @1, 2)

where a; € {0,1} .

The process of obtaining a signature for the input sequence
W) can be represented with the help of the following
expression:

w .
sigv(t) =Y. S'v;hy .
i=0

A3)
Expression (3) can be transformed to the following form:

w
sigv(t) = Z hv;. (@)
i=0
Thus, the input sequence signature equals the sum of
those state matrix columns that correspond to nonzero
elements v;,.
The problem consists in synthesizing simple in
implementation, fast-acting multi-channel signature
analyzers for data control that allow detecting spoiled
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packages in transferred messages. At that, the results of
information convolutions should strictly correspond to the
classical single-channel device [4].

2 REVIEW OF THE LITERATURE
The development of network technologies
substantially increases requirements to the effectiveness
of data transfer systems, including an increase in transfer
reliability and bandwidth, which has always been

attracting attention of specialists in information
technologies and telecommunications.

Issues related to assessing and substantiating
principles of developing methods for information

exchange in distributed computer networks are considered
in [1, 5-8]. In these papers concepts of building systems
for dynamic control of information exchange have been
investigated. Some recommendations for increasing the
effectiveness of hardware and software of known and
prospective computer nets have been suggested.

In the process of data transfer very high requirements
are put forward as to the correctness of message delivery.
The satisfaction of these requirements is based on using
feedback in combination with anti-jamming codes that are
described and investigated in the classical literature on
this matter [2, 3].

One of such scientific approaches to using cyclic
codes is the signature analysis that is successfully applied
not only to information transfer control, but also to
checking the working capacity of electronic digital
equipment. The usage of this method was substantiated in
[4]. In order to decrease time and increase reliability of
information transfer, in recent papers [5-12] different
methods for data exchange modelling are suggested. In
order to increase the speed and broaden the functionality
of signature analyzers, in recent papers [ 13] multi-channel
signature analyzers are proposed. Nevertheless, enhancing
their possibilities as to detecting and localizing errors
leads to a significant increase in information or hardware
redundancy.

At present, when requirements to the reliability of
information being transferred between various objects
increase, the problem of developing simple and effective
methods for decreasing the average relative data delivery
time becomes very important. Increasing the probability
of faultless information transfer to user is of current
importance as well.

3 MATERIALS AND METHODS

Managing data exchange can be carried out by
selecting a strategy for distributing resources (centralized,
hierarchical, decentralized), a method for information
support, a method for controlling channel, buffer,
information and time resources [1]. When controlling
channel resources, it is possible to influence both the
parameters of the information channel and the structure
and parameters of the multigrip route. The selection of
parameters for computer network control is hard to
formalize. It is often based on personal preferences of
managers and researcher. One of the most important
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directions for such investigations is the analysis of data
exchange effectiveness with package commutation based
on probability-time graphs [5-12]. Nonetheless, all of
them are oriented towards investigating existing rules for
information exchange (protocols). Changing protocols is
possible on the basis of applying new technologies,
methods and tools for data transfer and control.

Improving fast-action of devices for controlling
message transfer is of particular importance when data are
exchanged via a datagram channel, in which each package
is delivered to user and processed as a separate message.
The phases of conjunction and disjunction are absent
here. After delivering all packages a message is formed
on the reception side. The last actions can substantially
increase the message delivery time if at least one package
is delayed.

Let us consider some possibilities of extending the
diagnostic functions of the signature analysis. Let an input
sequence be entered into the signature analyzer by groups,
each group containing m digits. Then formula (4) can be
transformed to the following expression:

z—1 C.om=1
siglv(t) =Y. S"V S 57y,
i=1 j=0

)

where the input sequence is checked for m digits per
cycle. During the first cycle the device processes a group
of dlgltS Vin(r—1y Vm+1)(r—1)5+ -+ Vmr-1» and during the last Cycle
the group vy, vy, ..., v,y is processed. In order that the
result corresponds to expression (12), it is necessary to
multiply the signature of the first digit group by the
matrix "V, and the result should be added modulo 2 to
the second group of digits from the input sequence, which
should be multiplied by matrix $"*?. These actions are
repeated till data checking is not finished and the last
group of digits is input.

Let us fulfill a linear transformation of the obtained
signature (5) according to the following rule [14]:

z .
sig2v(t) =Y. g ;877\,
J=1

(6)

Thus, we have obtained two signatures or two
checking code words: siglv(f) and sig2v(f). As a checking
code combination, it is necessary to use two etalon
signatures (or two checking words) E1 and E2, which
consist of the set of etalons for digit groups of the
information sequence [13]:

E] =¢te +.te,,

| ()

E, :ell +e% +..+e,,

where e§ =e;S J=1If an error appears in the i-th

package, the signature g; will change and the error
syndromes will be calculated as follows:

on=g;t+e;,
Y= giSi_1 +e s
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Thus, in order that both error syndromes coincide, it is
necessary to multiply one of them by S™' or fulfill i -1
shifting cycles in the registry of the signature analyzer.
The number of such shifting cycles for the syndrome v
will show the number of the digit group or the package
number in which an error occurred. In case the syndromes
have not coincided, a conclusion can be drawn that there
is an error in several packages.

A peculiarity of message transfer by packages via a
datagram channel implies the possibility for each package
to use its own separate route. At that, packages can be
delivered to user at different time moments and from
different directions. In case each package contains a code
word for checking the information being transferred, this
check can be accomplished immediately on package
arrival. Nonetheless, the presence of check words in each
package, although it increases reliability of transferred
data, leads to a substantial increase in information
redundancy. If a network is reliable and the probability of
error occurrence is not high, this redundancy cannot be
justified. In order to decrease redundancy, it is possible to
use two check words for the entire message and fulfill
error searching based on expression (9).

Using such an approach to detecting errors in
packages leads to changes in the data exchange protocol.
Since feedback is used for improving the quality of
serving traffic in many protocols, let us consider the
process of transferring and receiving a message in
systems with negative answerback feedback.

In Fig. 1 a probability-time graph (PTG) is shown that
characterizes the process of message transfer in
accordance with the suggested protocol. In this figure the
following notation is introduced:

— vertex “0” is the start of message transfer;

—vertex “7” (i = 1...w) is the start of transferring the i-
th package of the message;

— vertexes “los”, “cor”, “ne”, “de” correspondingly
denote the loss of a package (“los”), its correct reception
(“cor”), the reception of a package with an undetected
error (“ne”), and the detection of an error in a package
“de”.

A sequential transfer of packages in a message is
described with the arc fy:

fo=2". ©)

In accordance with the protocol a package can be lost.
The transition to this state (vertex “los”) is characterized
by the following function [1]:

Jios = PlosZTpd : (10)

As a result of the package loss, after the time-out T, a
receipt will be sent to user:

fig = P.gdZ o (11)
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Figure 1 — PTG characterizing the process of message
transfer

By analogy the functions describing the transitions to
the vertexes “cor”, “ne”, “de” are defined:

Tpa .
Seor = PeorZ 775

Fne = PpeZ 7 ; (12)

fde = PdeZTpd .

If there are no errors or an undetectable error occurs, a
decision is made regarding the reception of the message
(vertexes “corl” and “er”

The result of this algorithm can be a conclusion as to
the correct reception of the message or an error occurred.
At that, if an error occurred in several packages, after the
time-out Ty, a receipt will be set to user about the
necessity of repeating the entire message (transition from
the vertex “de” to the vertex “0”). This process is
characterized by the following function:

fror = PpZTrec. (13)

If an error has occurred in a single i-th package, a
receipt is sent about the necessity of its repetition
(transition from the vertex “de” to the vertex “i”). This
process is characterized by the following function:

fi=PZ". (14)

When a package is transferred repeatedly, errors can
occur or the package can be lost (transitions from the
vertex “i” to the vertex “del” and “los” correspondingly),
and also the correct reception or a reception with an error
can happen (transitions from the vertex “i” to the vertexes
“cor” and “ne” correspondingly). For example, when an
error is detected in the package a function characterizing
this process is calculated according the following
formula:

Troe
Jto2 = PraZ . (15)
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4 EXPERIMENTS
Let us consider data exchange process with an
unlimited number of repetitions of package or message
transfers.
PTG characterizing the process of message transfer is
equivalently transformed to the following form (Fig. 2).

F2
Q

F1
F6
cor

0 F8
”‘*——-_‘_‘ |
F4 ne
FO

F1
Figure 2 — Transformed PTG characterizing the process of
message transfer

In Fig. 2 the following notation is used:

Fo=Pg2'v .p, 7T,

Fy =P, 2"
Fy = PrpcZ e
Fy =P, 2"
Fy =Pz,
Fs = P,z vt . pz e, (16)
Fg = Py Z'

T.,.
F7 :(I_Prec)z e
T.,.
Fg = (1= Proe = Plog —B)Z 7

Fo =Pz .p,z",

T,

T, T,
FIO = PIZ ree '(PIOSZ ¢ 'PrecZ o+

+PdeZTpd 'PrecZTm )-

The generating function corresponding to the graph is
the sum of the functions for all paths connecting the start
and end vertexes of the graph [1]. Since in this case the
end vertex is split into two components that correspond to
the correct reception and the package reception with an
error, the generating function can be represented as
follows:

F(Z) = Feor(Z) + Fye (Z). a7
From the transformed graph (Fig. 2) we can find

values of the generating functions:
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Fne :l/(l—Fo)(F4 +F1F7 /(1—F2)+
Fs 1 (1= Fig)-(Fy + FgFg / (1= Fy));

Fcor =1/(1-F0)(F3 +F5F8/(1—F10)). (18)

According to the obtained generating functions it is
possible to find the probability of the correct package
delivery, the probability of a package delivery with an
error, and also the average time for package delivery with
the help of the following expressions [1]:

Pcor = Fcor(Z) |Z:1;
Pooe = Fue(Z) 7215 (19)
To = F(2)/dZ |7, .

5 RESULTS

A comparative analysis of ways for data exchange in
networks with package commutation will be carried out
for three main approaches that use cyclic error detecting
codes. The following ways are considered:

— for data checking two convolutions (code words) are
sent that detect errors according expressions (5—10);

— a data convolution (code word) is available in each
package;

— a single data convolution is available in the message.

The first case is described above, on the basis of
which PTG is built (Fig. 1, 2) and there have been
obtained expressions for calculating the average time of
package delivery to user. The second option of data
exchange rules is characterized with PTG [12], and there
have been obtained expressions for calculating the
average relative time of package delivery to user. The
third option of data exchange rules can be described with
the help of PTG like Fig. 1 when graph vertexes
implementing a repeated package transfer are absent. A
comparative analysis of the data delivery ways can be
carried out with respect to the average relative way of
package delivery to user (7,/7T,; ) depending on the
probability of error detection. In Fig. 1 graphs for such
dependencies are presented. At that, 7,,(P,) represents
the first option of data exchange organization, 7,,(Py)
represents the second one, and 7,,;;(P,) represents the
third one.

Based on the obtained graphs, we can deduce that
when the probability of error detection is low (Py <0.4),
for obtaining the minimum time of package delivery to
user, we should use the first control option with two code
words per entire message. When P, > 0.4 the second
option is preferable, with one checking convolution in the
package. Such a result is conditioned by the fact that
when the error detection probability increases, the
possibility of repeating the message but not the package
increases, which in turn causes a significant increase in
the package transfer average time.

In Fig. 4 a dependence is presented for the average
relative time of package delivery both on the error
detection probability and on the probability of error
detection in one package.
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The results presented in Fig. 4 are somehow
associated with the results shown in Fig. 3. In particular,
the indicators of the package transfer average relative
time growth are equal in both figures. Nevertheless, an
error detection probability increase in one package by 0.1
on average leads to an increase in the average package
delivery time by 10-15%. The error detection probability
in a message (in several packages) similarly influences
the average package delivery time.
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Figure 3 — Dependencies of the average relative time for
package delivery on the error detection probability
Notation:
1 — Average time of package delivery when there are two check
words in a message;
2 — Average time of package delivery when there is a check
word in each package;
3 — Average time of package delivery when there is a single
check word in a message

In Fig. 5 some results are shown for investigating the
dependency of the average probability of message
reception with an error on the probability of the error
detection in the route for the three cases of data transfer
control. In order to receive data with the minimum error,
one should select the second option that uses a check
word in each package. When values of the error detection
probability are low (P4 <10?) the probability of message
reception with an error for the second control option with
two check words becomes approximately 5% worse than
for the others. This can be explained by the necessity of
package or message transfer repetition as compared with
the second and third options.

In Fig. 6 some results are shown for investigating the
dependence of receiving a message with an error on the
probability of error non-detection for the same options of
data exchange control.

Fig. 6 shows that in order to receive data with the
minimum possible undetected error, one should select the
second option that uses a check word in each package. If
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values of the error detection probability are low
(Pge <107%), the probability of message reception with an
error for the first control option with two check words
becomes approximately the same as for the second option.
At that, the probability of error non-detection approaches
asymptotically to 0.008.

When the network load increases, the number of
occupied memory cells in the commutation center buffer
devices increases, which leads to decreasing the
bandwidth. In Fig. 7 some results are shown for investiga-

Tav(Pde)
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e
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046 008 il 012 0.4 01 018
Pde
Figure 4 — Dependencies of the package delivery average
relative time on the probability of error detection in one package
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Figure 5 — Dependencies for the average probability of message
reception with an error on the probability of error detection
Notation:
1 — Average probability of message reception with an error
when there are two check words in the message;
2 — Average probability of receiving a message with an error
when there is a check word in each package;
3 — Average probability of receiving a message with an error
when there is a single check word in the message
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ting the dependence of the average relative package
delivery time on the probability of losing a package in the
network, which can happen because of network overload
or errors in the address part of the package.

Some research represented in Fig. 7 has been carried
out for different values of the package length and time-
outs. It can be seen in Fig. 7 that the average relative
package delivery time decreases as the size of a package
or time-out decrease. Such results reflect a tendency
similar to that demonstrated in [1, 11].
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Figure 6 — Dependencies for the average probability of message
delivery with an error on the probability of error non-detection
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Figure 7 — Dependences of the package delivery average
relative time on the probability of package loss in the network

6 DISCUSSION

On the basis of probability-time graphs a comparative
analysis has been carried out for the three main methods
of controlling information transfer with the help of error
detecting cyclic codes. At that, the following ways have
been investigated:

— for data checking two convolutions (code words)
detecting errors are sent;
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— check data convolution (code word) is available in
each package;

— a single check data convolution is available in a
message.

The comparative analysis carried out allows making
the following inferences:

— if the probability of error detection is low (P, <0.4),
in order to get the minimum time of package delivery to
user, one should use the first control option (with two
code words per entire message;

— if P4, > 0.4, the second option with a single check
convolution in a package is preferable;

— increasing the probability of error detection in one
package by 0.1 on average leads to an increase in the
average relative package delivery time by 10-15%;

— if values of the error detection probability are low
(Pge <1072), the probability of receiving a message with
an error in the case of the control option with two check
words becomes approximately 5% worse than for the
other options;

— to receive data with the minimum error non-
detection probability, one should apply the option that
uses a check word in each package;

— if values of the error detection probability are low
(Pge <107%), the probability of receiving a message with an
error in the case of the control option with two check
words becomes approximately the same as for the option
with a check word in each package. At that, the non-
detection probability approaches asymptotically to 0.008;

the average relative package delivery time decreases
with decreasing both the package size and time-out.

Research has been carried out for different values for
probabilities of detecting errors in a package and a
message, the length of a package and time-out. All the
obtained results do not contradict those received in [1-12]
and can be used as a basis for selecting data exchange
ways.

In the process of receiving a set of messages of
different sizes with different numbers and lengths of
packages the signature analyzer should work with time-
sharing. For processing each message, it is necessary to
provide a time period depending on the length of packages
in messages and the number of packages, and also their
availability on the user side. At that, according to
expression (9), one should flexibly change the matrix S'.

CONCLUSIONS

In this paper the problem of a comparative analysis for
ways of information exchange in package commutation
networks has been solved. Recommendations as to the
application of different data exchange methods have been
formed.

The scientific novelty of this work consists in an
improvement of the data exchange methods and the
development of a mathematical model for this
improvement implementation. The developed
mathematical model allows accomplishing a comparative
analysis of different protocols for information transfer
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that apply cyclic codes for detecting errors in networks
with package commutation.

A practical importance of this work follows from the
usage of the research results for selecting the most
effective ways of data exchange in networks with package
commutation depending on their parameters, and also
possibilities of detecting and correcting errors in
messages.

As possible prospects of this research, we consider the
investigation of various data exchange protocols and the
development of algorithms and software for working with
vague input data.

REFERENCES

1. Losev Ju. I, Volovik B. M., Dresvjankin V. V.,
Losev M. Ju. Avtomatizacija v setjah s kommutaciej
paketov: monografija. Kiev, Tehnika, 1994, 215 p.

2. Piterson U., Ujeldon Je. per. s angl. pod red. R. L.
Dobrushina, S. I. Samojlenko Kody, ispravljajushhie
oshibki. Moscow, Mir, 1986, 590 p. (Redakcija literatury po
novoj tehnike)

3. Bljejkhut R. Teorija i praktika kodov, kontrolirujushhih
oshibki: per. s angl. Moscow, Mir, 1986, 576 p.

4. Gordon G., Nadich H. Lokalizacija nespravnostej v

mikroprocessornyh sistemah pri pomoshhi
shestnadcatirichnyh kljuchevyh kodov, Jelektronika, 1977,
No. 5, pp. 23-33.

5. Alam T., Raza Z. A Dynamic Load Balancing Strategy with
Adaptive Thresholds (DLBAT) for Parallel Computing
System, International Journal of Distributed Systems and
Technologies (IJDST), 2014, Vol. 5, Issue 1, pp. 54—69.

6. Losev Ju. 1., Shmatkov S. 1., Rukkas K. M. Metody i modeli
obmena informaciej v raspredelennyh adaptivnyh
vychislitel’nyh ~ setjah s vremennoj parametrizaciej
parallel’nyh processov, monografija. Har’kiv, HNU imeni
V. N. Karazina, 2011, 204 p.

7. Qureshi K. N., Abdullah A. H., Hassan A. N., Sheet D. K.,
Anwar R. W. Mechanism of Multiprotocol Label Switching
for Forwarding Packets & Performance in Virtual Private
Network, Anwar Middle-East Journal of Scientific
Research, 2014, Vol. 20, No. 12, pp. 2117-2127.

8. Solowjow F., Mehrjou A., Scholkopf B, Trimpe S.
Minimum Information Exchange in Distributed Systems,
57th IEEE Conference on Decision and Control (CDC).
[Electronic resource], 2018. Access mode:
https://arxiv.org/abs/1805.09714.

9. Ponomarenka V. S. za zag. red. Informacijni tehnologii:
suchasnij stan ta perspektivi, monografija. Har’kov, TOV
«DISA PLJuS», 2018, pp. 102—118.

10. Jang I, Pyeon D., Kim S., Yoon H. A Survey on
Communication Protocols for Wireless Sensor Networks,
Journal of Computing Science and Engineering, 2013,
Vol. 7, No.4, pp. 231-241.

11. Ahlawat M., Mitta A. Different Communication Protocols
for Wireless Sensor Networks: A Review, International
Journal of Advanced Research in Computer and
Communication Engineering, 2015, Vol. 4, Issue 3, pp. 213—
216.

12. Zakirov Z. Z. Metodika opredelenija jekvivalentnoj
verojatnosti oshibki, srednego znachenija i dispersii vremeni
pri peredeche kodovoj kombinacii v sistemah s obratnoj
svjaz’ju, Sistemi obrobki informacii: zbirnik naukovih
prac’. Har’kiv, Harkivs’kij universitet Povitrjanih sil imeni
Ivana Kozheduba, 2010, Vip. 1 (82), pp. 34-36.

201



e-ISSN 1607-3274 PagioenexTpoHika, inpopmaTuka, ynpasminsas. 2018. Ne
0

4
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2018. Ne 4

13. Losev M. Ju., Glushenkov S. O., €vsjukov M. S, 14. Ponomarenko V. S. pod. red. Informacionnye sistemy v

Patrakeev 1. M., Shostak A. V. (Ukraina).Patent na korisnu upravlenii, obrazovanii, promyshlennosti: monografija.

model” 74159, MKI3GO6F11/00, Analizator signatur Har’kiv, Vid-vo “Shhedra sadiba pljus”, 2014, pp. 62-76.

paralel’nogo potoku danih Ne u201201522; zajavl. 13.02.12; )

opubl. 25.10.12, Bjul.Ne20, 6 p.: il. Received 21.05.2018.

Accepted 06.06.2018.
VK 621.372
AHAJII3 CIOCOBIB IH®OPMAIIMHOI'O OBMIHY IAHUMM B MEPEJKAX 3 KOMYTALIEIO HAKETIB

Minyxin C. B. — 1o-p TexH. Hayk, AOLIEHT, mpodecop Kadenpu iHpopMamiiiHUX cucTeM XapKiBCHKOTO HAIiOHAJIBHOTO
exoHoMiuHOTO yHiBepcuteTy iMeHi Cemena Kysuers, Xapkis, Ykpaina.

Jloce M. FO. — kaHj. TexH. HayK, IOIEHT, JOLUEHT Kadenpu iHpopMamiiHmX cucreM XapKiBCBKOIO HaI[lOHAIEHOTO

exoHoMiuHoro yHiBepcuteTy iMeHi Cemena Kysuerst, Xapkis, Ykpaina.

CitnikoB [I. E. — xana. TexH. HayK, JOLEHT, Ipodecop Kadeapn CHCTEMOTEXHIKH XapKiBCHKOIO HalliOHAJILHOTO YHIBEPCHTETY
panioenekTpoHiku, XapkiB, YkpaiHa.

AHOTAIIA

AKTyaJbHicTb. Po3risinaerscs aktyanbHa mpobieMa migBUIEHHS e)eKTUBHOCTI (PYHKIIIOHYBaHHS TEICKOMYHIKAIIHHUX MEPExX
3 KOMyTami€ro nakeTiB. [IpomoHy0ThCs MUIIXH BAOCKOHAICHHS allTOPUTMIYHOTO 3a0e3IedeHHs Mpoliecy iHpopMaIiifHoro oOMiHy Ha
OCHOBI BHKOPHCTAHHS MOXKJIMBOCTEI METO/IB i 3ac00iB JiarHOCTYBaHHS IOMIJIOK B ITAKeTax JaHUX, IO repenarothes. OO’ ekToM
JOCIIJDKEHHS € TIPOIIeC Nepeadi JaHUX i BU3HAUCHHS 3iICOBAHUX MTAKETIiB B IIOBIIOMJICHHSIX.

Meta. Meta poOOTH 3HIDKEHHS CEpEeJHBOrO BiJHOCHOTO 4Yacy JIOCTaBKM IAKeTiB, a TaKOX IIJBHUIIEHHS IMOBIPHOCTI
0e3MOMIIIKOBOT Mepeiadi iHpopMallii ab0HEHTY Ha OCHOBI MOJICITFOBAHHS Pi3HUX MPOTOKOJIIB OOMiHY JTAHUMH.

Mertoa. IIponoHyeTbCs METOJMKA CHHTE3Y YHIBEPCAIbHHX, IIBHAKOIIOYMX OaraToKaHaJIbHHX IPUCTPOIB, NMPU3HAYCHHUX IS
KOHTPOJIIO 1 JiarHOCTYBaHHS IMOBIIOMJICHb B Mepekax OOMiHy JaHMMHU 3 KOMYTALI€I0 MakeTiB. BU3HaueHHST MOMUIKOBUX IMaKeTiB
3MIHCHIOETHCS HA OCHOBI BHKOPUCTAHHS LUKITIYHHX KOMIB 1 METOAY CHTHATYPHOTO aHaJi3y, SKi J03BOJSIFOTH CTBOPIOBATH IPOCTI i
IOCUTH €(QEeKTUBHI NpHCTPOi KOHTPONIO AaHUX. Ha OCHOBI BHKOPHUCTaHHS METOAY IMOBIPHICHO-4acOBMX TpadiB BHKOHAHO
TIOPIBHSUTBHUH aHaIi3 IPOTOKOIIB OOMIHY JaHUMH.

PesyasTaTn. OTpuMano pexoMeHpamii Mmoo eeKTUBHOTO BUKOPHCTaHHS MPOTOKONIB iH(pOpMaIiifHOro oOMiHy B 3aJI€XKHOCTI
BiJl yMOB 3aCTOCYBAHHSI i XapaKTEPUCTHK MEPEX 3 KOMYTALI€I0 TAKeTiB.

BucHoBku. Y mpoBenecHOMY JOCIHIDKCHHI BUKOHaHa (opmaiizailisi mporecy oO0poOku iHdopmaiii Ha OCHOBI CHTHATYPHOTO
aHaJIi3y Ta YIOCKOHAJICHO METONMKY CHHTE3y OaraToKaHaJbHHX IPHCTPOIB KOHTPOJIIO 3 JIOKANi3alli€el0 MOMWIOK B IaKeTax
noBiomieHb. [Ipy 1bOMYy BOOCKOHAJIEHHH cHoci6O OOMiHY JaHMMH B Mepekax 3 KOMYTalli€l0 MHaKeTiB.3 BHKOPHUCTAHHSIM
HMOBIpHiICHO-4acOBUX Ipad)iB MPOBEICHO MOPIBHUIBHUI aHANI3 AJIs TPhOX OCHOBHHX HAIPSIMKIB, SIKi 3aCTOCOBYIOTH LIUKJIIUHI KOAH,
1110 BUSBIISIOTH TIOMHJIKH.

KJIFOYOBI CJIOBA: makeT, NOBiIOMIICHHSI, CATHATYPHHUI aHali3, AelTarpaMMHAI KaHal, Tepefada JaHuX.
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Munyxun C. B. — 1-p TexH. HayK, IOLEHT, mpodeccop Kadeapsl HHPOPMAIMOHHBIX CUCTEM XapbKOBCKOTO HAIIMOHAIBHOTO
9KOHOMHYECKOT0 yHHBepcuTeTa nMeH CemeHa Kysnera, XappkoB, YkpanHa.

JloceB M. }O. — xaHA. TexH. HayK, IOLEHT, JOLUECHT Kadeapbl MHPOPMALMOHHBIX CHCTEM XapbKOBCKOTO HAIOHAIBEHOTO
9KOHOMHYECKOro yHuBepcurera nMenn Cemena Kysnena, XapbpkoB, YkpanHa.

CutnnkoB JI. D. — KaHA. TeXH. HayK, IOLEHT, npodeccop Kadenpbl CHCTEMOTEXHUKH XapbKOBCKOTO HAI[MOHAILHOTO
YHUBEPCUTETA PAIMODIICKTPOHUKH.

AHHOTALUA

AkTyanbHOCTh.  PaccMaTpuBaercss — akTyanpHasg ~— mpoOiemMa  MOBBIIEHHS — d(QEKTHBHOCTH  (YHKIHMOHHPOBAHHS
TEJICKOMMYHHUKAIMOHHBIX CceTeil ¢ KoMMmyTarueil makeroB. Ilpemararorcst IyTH COBEPIICHCTBOBAHUS aITOPUTMHYECKOTO
obecriedeHnss Tpomecca HH(GOPMAIMOHHOTO OOMEHAa Ha OCHOBE HCIIONB30BAHUS BO3MOXKHOCTEH METONOB M CPEICTB
JMarHOCTUPOBAHMS OIIMOOK B IAKETaX Iepe/aBacMbIX JaHHBIX. OOBEKTOM HCCIENOBAHUS SBIIETCS IPOIecC Mepeadn NaHHBIX U
OIIpe/IeJICHNS] NCTIOPUCHHBIX ITAKETOB B COOOIICHUSX.

Hens. Llens paboTsl CHIKEHHE CPEJHEr0 OTHOCHTEIHHOTO BPEMEHH JOCTABKH IAKETOB, a TAKXKE ITOBBHINICHHE BEPOSTHOCTH
6e301mMO0YHOM NIepenauyn HHPopMaIy a0OHEHTY Ha OCHOBE MOJIEIIMPOBAHUS PA3IMYHBIX IIPOTOKOIOB OOMEHA JaHHBIMH.

Meton. Ilpennaraercs MeTOIMKAa CHHTE3a YHHUBEPCAIBHBIX, OBICTPOJCHCTBYIOIIMX MHOTOKAaHAJIBHBIX  YCTPOMCTB,
MPeHA3HAUCHHBIX ISl KOHTPOJS M JHAarHOCTUPOBAaHMS COOOLIEHHH B ceTsAX OOMEHa IaHHBIMU C KOMMYTallUeH IaKeToB.
OmnpejesneHne OUMOOYHBIX MAKETOB OCYILECTBIISICTCS] Ha OCHOBE HCIIOJIB30BAHUS IUKIMYECKUX KOJOB M METOJAa CHUTHATYPHOIO
aHanm3a, KOTOpHIE IIO3BOJNISIOT CO37ABaTh IPOCTBIE M AOCTAaTOYHO (G EKTHBHBIC YCTPOIiCTBa KOHTpOIS MaHHBIX. Ha ocHoBe
HCTIONB30BAHUS METOA BEPOSITHOCTHO-BPEMEHHBIX TPA(OB BHINIOTHEH CPABHUTENIBHBIN aHAIN3 IPOTOKOIOB 0OMEHA JaHHBIMH.

PesyabTarel. Ilomydens! pexomeHmanuu 1o S(QEKTHBHOMY HCHOJIB30BAHHIO IPOTOKOJIOB HH(GOPMAIMOHHOIO oOMeHa B
3aBUCHMOCTH OT YCJIOBHH IIPUMEHECHUS U XapaKTEePHCTHK CeTeH ¢ KOMMYTAIMeH MaKeToB.

BroiBoabsl. B 1poBeneHHOM HCCleIOBaHWM BBINOJNHEHa (opmanu3anus mpouecca oOpaboTkM HH(pOpMALM Ha OCHOBE
CUTHATYpHOT'O aHajM3a U yCOBEPIICHCTBOBAHA METOAMKA CHHTE32 MHOTOKAHAIBHBIX YCTPOHCTB KOHTPOJIS C JIOKAJIM3aleil OmmooK
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