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ABSTRACT

Context. Neuro-fuzzy forecasting of the chemical composition of cast iron at the blast furnace output to improve the quality of
blast furnace production control is considered.

Obijective. The aim of the work is to reduce the errors of forecasting non-linear processes of blast-furnace production.

Method. It was proposed to use neural-fuzzy adaptive filter-approximators for forecasting non-linear processes of blast-furnace
production (in the form of: Adaptive neuro-fuzzy inference system, fuzzy algorithm of subtractive clustering and fuzzy C-means
clustering algorithm), which realize sequential and step-by-n step integration of current information. To optimize these filters for real
processes, their parameters are identified by the accuracy criterion on the training and verification sequences.

Results. As a result of the simulation of neural-fuzzy forecasting of the content of the chemical composition of cast iron at the
blast furnace output, it was found that the best accuracy is provided by a fuzzy filter with subtractive clustering with sequential
integration of the current data. At the same time, the forecast error is 4.2%, and the time for finding the optimal solutions does not
introduce time restrictions on the application of this approach in blast-furnace production. The adequacy of the data was confirmed.

Conclusions. Neural-fuzzy filters allow to increase the accuracy of the forecast of non-linear processes of blast furnace smelting
and, due to this, to improve the quality of management of the production of cast iron. Further research should be directed to the
development of automatic control systems for non-linear processes of blast-furnace production.

KEYWORDS: forecast, non-linear processes, integration, adaptive filter-approximator, chemical composition of cast iron, blast
furnace production.

ABBREVIATIONS

FFJ- is function of fuzzy rules synthesizing of the j-th
AFA is adaptive filter-approximator;

Anfis is Adaptive neuro-fuzzy inference system;
CP is controlled process;

CS is control system;

Genfis2 is subtractive clustering;

Genfis3 is C-means clustering algorithm;

LF is level of fusion;

NN is neural network;

SI is sequential integration;

Snl is step-by-n step integration.

NOMENCLATURE

A, B, g, h are points;

ay,ap is settings for Anfis AFA;

o, is positive coefficient;

o 1s value of the intermediate output;
C is relative mean square error;

Cpr is forecast error;

D is distance between the potential of the cluster

center and the clustering object;

E(xy) is potential of each point Xy ;

€ is stop parameter;

F is matrix of fuzzy partitions;

f; is harmonic trend;

f, is difference equation;

FD is function of iterative calculation belonging
function;
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(j:l,_3: singletons, Mamdani or Sugeno) connection

type of the input signal to the output signal;

FV is function of iterative selection of cluster
centers;

it is iteration number;

K is number of points in the training sequence;

k is intermediate input/output of the network;

ke is number of clusters;

Ly is belonging function of the fuzzy rule | of the

input k with parameters Q| ;
| is fuzzy rule;

M is matrix of fuzzy partitioning;

ME is matrix of fuzzy partitioning at the previous

iteration of the algorithm;
m is time tact;

Hgi is degree of belonging of the object 0 to the
cluster i ;

n is depth of forecast;

P is depth of memory;

PV is potential function;

Q is set of inputs of neurons/clusters;

0p,0-1,0_, are output values;

0, is approximate forecast;

Q; is cluster centers;
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® is number of elements;
R. is radius of the cluster center;

I' is constant that determines the range of influence of
one cluster;

Thorm 1s arbitrary t-norm of modeling the logic

operation “I”;

Uy ! is function inverse to the belonging function of
the intermediate output k of the network with parameters
ay ;

Vg,V_1,U_y are correlated auxiliary variables given
in a certain rectangle lying in the coordinate plane time-
spatial axis (t — X);

® is exponential weight, determining fuzziness,
smearing of clusters;

Y[m+n] is output AFA;
Yk is value of the input signal at the k input of the

network;
Zy, is cluster center;

@ is structural function.

INTRODUCTION

Complex non-linear systems (processes) have
nonstationary parameters, non-linear dependencies and
stochastic variables, which determines the presence of
various dynamic modes of functioning in them. Such
complex systems include, for example, moving objects,
telecommunication systems and networks, blast-furnace
production, etc. The costs of blast furnace production are
a significant part of the cost of mining and metallurgical
production, so it is urgent to solve the problems of
increasing the accuracy of forecasting these processes,
ensuring a given quality of control [1].

One of the main indicators of blast furnace production
is the chemical composition of cast iron at the blast
furnace output, which makes it necessary to evaluate and
forecast it for the purpose of optimal control of the blast
furnace smelting process.

The object of study is the process of control dynamic
objects with non-stationary parameters, nonlinear
dependencies, and stochastic variables.

The subject of study is the forecasting of the
characteristics of nonstationary stochastic processes.

The aim of the work is the improving the accuracy of
forecasting the characteristics of nonlinear stochastic
processes to ensure a given quality of control.

1 PROBLEM STATEMENT
Let the predictive model of the process look like:

Y[m+n]=a{y[m]a[m]m}, (1)

where the forecast of the output coordinates serves to
compensate for pure delay and time for synthesis and
implementation of the control.
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At the same time, the formation of vector | = {CD,a}

estimation of structure @ (structural identification) and
parameters a (parametrical identification) of the process
model (1) is carried out based on vectors of signals of
observation y[m] by minimization of identification

criterion:

min Jigent = lopt = {q)optaaopt}’ )
l'€Ligent

subject to the limitations Ljgen -

2 REVIEW OF THE LITERATURE

One of the leading concepts of the modern control theory
consists in achievement of the main ultimate goal at each
stage of system functioning. It supposes use of CP models
and it is provided by its optimization in real time [2].

The synthesized model, which correctly transfers the
dynamics of one mode of CP functioning, may be
inadequate to the description of other mode. Therefore, it
is needed the realization of adaptive structural-
parametrical identification of CP in the course of CS
functioning.

The process of structural-parametrical identification
includes  operations of structure determination,
assessment, and optimization of parameters of the CP
model [3, 4].

At that, the urgent problems are the choice of basis
functions, in terms of which it is carried out the
identification, the choice of way of generation and
selection of structures of different complexity (the method
of structural optimization), as well as the choice of
method of parametrical optimization and effective criteria
of selection and optimization.

Traditionally the polynomials of Legendre,
Kolmogorov-Gabor, etc. are used for approximation of
basis functions [5, 6]. The coefficients of these
polynomials form the unknown parameters, the values of
which are chosen to answer to observed temporary
realization in the best way. The more productive is the use
of NN and hybrid NN with fuzzy logic, which are
universal and effective approximators [6, 7].

In [8, 9] it was proposed to use neuro-fuzzy AFA for
forecasting the processes of mining and metallurgical
production. At the same time, in these works there is no
comparative analysis of different approaches to
forecasting from the point of view of optimizing the
parameters of AFA by the criterion of the minimum of the
prediction error.

3 MATERIALS AND METHODS

The solution of the prediction problem is to interpolate
the time series (using approximating functions) and
extrapolate the values of the series to the future from its
previous values (for a stationary process, extrapolation
should take into account the constancy of the statistical
moments of the time series, and for nonstationary — the
evolution of its trend in time) in order to ensure the
selected quality criterion [3].
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The approximate forecast g, is carried out by means of

preliminary selection of the optimal complexity polynomial
or harmonic trend f; according to chosen algorithm

g,y = fi(t). In this case, the trend may be simply the

average value of the predicted variable. For an accurate
prediction, an additive (the second term) is used in the form
of a solution of the difference equation f, [3]:

Gy1 = f2(090-19-2...0gL_V_5...) . (€)

In general, the forecast is obtained as the sum of the
trend and the solution of the difference equation:

.1 = fitoXp) + f2(dod-19-2-.oL_1L_3...) ; A
{f,fjc®. @

The advantage of using difference equations for
forecasting is that they are the most appropriate to the
physics of the process and can be concretelyestimated by
special criteria of the accuracy of step integration
i2(N) — min, which does not require dividing the
experimental data into parts.

Thus, integration is a solution of the finite-difference
equation (4), which can be realized by one of the
following approaches:

— sequential integration, when the estimate obtained
in the previous step is used to predict the next step;

— step-by-n step integration, when the estimate is
calculated immediately on n steps forward.

In AFA, the adaptation process consists in estimating the
required output of the filter and correcting its parameters,
depending on the values of the current error [9].

AFA with fuzzy logic is based on the statement that
the belongings function of an element to a set can take
values in the interval [0, 1]. Than this value is closer to 1,
the more the accordance: of an element of the universal
set to the properties of fuzzy. The advantages of such
AFA are the transparency of the derivation process, based
on a verbal description of the ex-pert knowledge about the
process and resistance to noise. Disadvantages — the
absence of automatic knowledge acquisition, a limited
number of input variables [4, 10].

Adaptive neural system of fuzzy inference realizes the
system of fuzzy derivation of Sugeno in the form of a
five-layer NN of direct signal propagation [10].

The AFA equation Anfis is represented as a
convolution equation [9]:

Y[m+n]= > D Bkltl-ak[m-1], (5)
teP keQ

where  Bylt]=Ui (oyltl/ ZanltD); U =U(ay);
k
(’vk[m—T]zTrLorm{Ll,k(yk[m—T])}; L=L(ay).
.keQ
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The settings for this AFA are {a,,a }ca.

Fuzzy AFA using subtractive clustering generates a
fuzzy logic system such type as Sugeno from the input
data. Extraction of rules from the data occurs in two
stages. First, the number of rules and powers of term-sets
of output variables is determined. Then, using the least
squares method, the “then-” part of each rule is
determined. As a result, a system of fuzzy logical
deduction with a base of rules covering the entire subject
area is obtained [5, 6].

The Genfis2 algorithm is as follows:

1. Calculation of the potential of each point Xy

(measures of spatial proximity between it and others):

_ % =i

1K 2
E(x) =2 2 ©
i=1

2. Set the number of clusters k. to 0.
3. Identification of the point with the highest potential
E(Xp), Xp:

p=arg maxiK=1 E(X) - @)
4. Installation of j-th cluster center:
ke, =Xp - (®)
5. Reduction of the potential of all points:

ey

E(4)=E(x)~E(k; e /2", )

where r=[1,1.5]R;.
6. Checking the value of the potential of points
relative to the established threshold thr :

max|<; E(x) <thr . (10)
If condition (8) is satisfied, then the end, otherwise
must be a transition to item 3.
Thus, equation AFA Genfis2 can be represented in the
form:

k

Y[m+n]= FFj(FV (apy . 3 3 PV (D)), (1)
teP h=1

where

K
D =[zn—ym-ll; ~ PVh = 2 exp(-- D) ;
k=l

i=13; ke=1n.
The settings for this AFA are {oc, R } Capy -
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The basis of the C-means clustering algorithm is the
method of uncertain Lagrange multipliers, which allows
the problem of finding the conditional extremum of the
objective function on the set of admissible values to
transform to the problem of unconditional optimization of
the function.

The Genfis3 algorithm is an iterative procedure in
which the following steps are performed [6, 7]:

1. Setting fuzzy clusters to a partition matrix

Mp =[uei]:nei €[01], 0=1,0, i=1kg; (12)
wherein
K¢ €]
Do =1, 0< D pgi <O. (13)
i=1 0=1

2. Setting the initial values of the parameters: the
number of clusters Kk;; exponential weight, determining
their fuzziness, smearing @ € [I,00]; the stop parameter of
the algorithm ¢.

3. Generate randomly the matrix of a fuzzy partition
taking into account the conditions (13).

4. Calculation of cluster centers Q;:

€]
oRE *[Xol
_ 0=1

0; ==L , i=1ke.
D uG
0=1

(14)
5. Calculation of the distance between objects from

the observation matrix X and the cluster centers:
Dei =

[Xo - - (15)

6. Recalculation of partition matrix elements. If

Dei >0
(w-1)

2 o1
moi =1/ | Djo* 2.~ g (16)

i=1Djo

if Dgj =0
Lj=i . —
i= . . :Lk . l

Hoi {O,jil’l c (17)

7. Check the condition (if “not”, go to step 4, if “yes”,
then end):
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HMD—MD*H<S. (18)

Then AFA equation Genfis3 can be represented as a
convolution equation:

- Q
YIm+n]=FF(FD@gy, 2. D Vh(in(zn. Yk IM-1D)),  (19)

tePh=l1

where th = "Vh - yk[m —1]

B

K
D (ukn)® - YkIm=1]
k=1 .

Vi = K ; h=1Q; k=L1K;
2 () ®
k=1
Q K
F={unts wn €[00 Dnn =15 0< Y <K.
h=1 k=1

The settings for this AFA are {Q, K, L,g} Capy -

In the general case, when predicting the processes of
blast furnace production in order to improve the accuracy
of the forecast and reduce the computation time at the
beginning of the stage, it is expedient to determine the
structure and parameters of the AFA using the methods of
global optimization, and in the online mode — to adjust the
parameters of the AFA, using parametric optimization
methods (simplex method, golden section method,
Fibonacci numbers method, etc. [11]).

The golden section method has a stable linear rate of
convergence that does not depend on the relief of the
function. This method is used to seek the minimum of a
function of one variable on an interval, and uses the
following property of continuous functions: if the points g

and h (g<h) are located on (a, b) and, f(g)< f(h), then
on the interval [a, h] there is at least one minimum of the
function. Similarly, if f(g)=> f(h), then the minimum

should be sought on the segment [g, b].
The golden section method selects on the segment two

3-45

2

g=A+ and

symmetric (B—A)
J5-1
2

leading to a segment [A, h] or [g, B]. If you repeat the
above procedure, you can again reduce the segment. An
important property of the algorithm is that at each step
one value of the function from the previous step can be
used, since for a new partition of the interval [A, h] by the
points h” and g’ such that h’=g.

The scheme for predicting the processes of blast-
furnace production with the use of neural-fuzzy AFA,
whose parameters are tuned by the parametric
optimization method is presented in Fig. 1.

points:

h=A+ (B—A). The above procedure is applied,
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FORECASTING

Forecasting function

Choice of approach to forecasting
(sequential or step-by-n step integration).

MULTIPARAMETRIC OPTIMIZATION

Function of the parametric optimization
method

Definition of objective function.

Running the method.

Return of the optimal parameter of the AFA and its

The objective function of the parametric
optimization method

Formation of AFA with the optimal parameter.

Calculation of the optimization criterion for AFA with the
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I current parameter.
1

Choose the type of AFA (Anfis, Genfis2 or Genfis3)
with optimal parameters.

Forecasting and determining the forecast error.

Figure 1 — Process forecasting scheme

4 EXPERIMENTS

The forecasting of the percentage content of the
chemical composition of cast iron at the output (which is
one of the main indicators of blast furnace smelting) can
significantly improve the quality of control of the blast
furnace process. To ensure the efficiency and continuity
of control, LF was used in the blast furnace, which has a
close correlation with the chemical composition of the
cast iron at the outlet [9]. Studies on the effectiveness of
the proposed methods of forecasting were carried out with
an example of the percentage content of silicon in cast
iron (data obtained in the Blast Furnace No. 3 of the
Mariupol Metallurgical Plant named after Ilyich).

As an AFA, we used Anfis, Genfis2, Genfis3. As a
method of parametric optimization, the golden section
method was used, which varied the following parameters
of AFA (Fig. 1):

— for Anfis it is the belonging function of the hidden
layer;

— for Genfis2 it is the range of the cluster center
influence R;;

— for Genfis3 it is the number of clusters k..
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The initial sequence was divided into training and test
samples equally, and as an optimization criterion, the
relative mean square error between the real (Y*) and

predicted (\?) values, calculated on the test sample (B),
was used [12]:

. [¥aim+n1-Yg[m-+ nj
T Pemen] .

The remaining parameters of the AFA (the training
function for Anfis, the fuzzy logic algorithm for Genfis3)
varied with a simple search.

The depth of the forecast was taken 5 cycles, and the
depth of memory was taken 4cycles.

As approaches to forecasting, Snl and SI were used,
and the forecast error was calculated as a relative error at
each step:

_(Y[m]-Y[m])
Copr Ty 1)
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The result of predicting the silicon content in cast iron
at the outlet using SI and Snl is shown in Table 1 and in
Fig. 2, 3.

In Fig. 2, 3 is denoted: TREND is a time signal LF,
which is closely correlated with the chemical composition
of cast iron at the outlet, PREDICT is its forecast, URR is
a forecast mode indicator.

Adaptive GENFIS2 AFA Prediction
i L e B ===l

FREDICT |:
URR

________________________________________________________________

Content of silicon, %
| =

055 i I i i i I i i
1960 1985 1870 1975 1920 1995 2000
Time, tact

a

Table 1 — Forecast errors

Approach to Type AFA
forecasting LF Anfis Genfis2 | Genfis3
Snl, % 8,72 7,79 8,36
SI, % 6,53 5,63 6,25

Adaptive GENFISZ2 AFA Prediction

TR END :
PREDICT |
URA ;

=
o

o,
~
o

Content of silicon, %
o
&

0.65

1
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1 | 1 |
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0.55

1965 1980
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2000 2005

1
1885

1985 1920

Time, tact

Figure 2 — Forecast of the silicon content for 1 (a), 3 (b), 5 (c) cycles ahead using SI

5 RESULTS

As can be seen from the table 1, on the whole, the
error in SI forecasting is 25-27% less than the Snl error.
It is established that for both approaches to predicting
AFA Genfis2 gives the best results: here, for the SI, the
minimum of criterion (20) corresponds to the Genfis2
AFA with the cluster center effect range equal to 0.4, and
for Snl it is equal to 0.6.

As a result of forecasting the silicon content using the
Genfis2 AFA shown in Fig. 2, 3 it was established that
the forecast errors (21) for the Snl was 5.62%, and for the
SI—4.16%.

Statistical check by the criterion of signs [13] showed
the significance of the findings.

Time to find optimal solutions for optimizing the
parameters of AFA on a computer with a Pentium IV
processor was 12...18 minutes, and the forecasting time
for silicon content in cast iron was 7...8 millisecond for
the forecast cycle, which allows using this approach
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online and does not introduce time limits on application
of this approach in blast-furnace production.

In general, control errors are determined by prediction
errors. Advancement of the AFA improves the
convergence of the adaptation algorithms and,
accordingly, provides a reduction in the control error.

6 DISCUSSION

As a result of the simulation of neural-fuzzy
forecasting of the content of the chemical composition of
cast iron at the blast furnace output, it was found that the
best accuracy is provided by a fuzzy filter with
subtractive clustering with sequential integration of the
current data. At the same time, the forecast error is 4.2%,
that is much less error when using linear or NN AFA [9].
The time for finding the optimal solutions does not
introduce time restrictions on the application of this
approach in blast-furnace production. The adequacy of the
data was confirmed.
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Figure 3 — Forecast of the silicon content by 1 (a), 3 (b), 5 (c) cycles ahead using Snl

Statistical check by the criterion of signs showed the
significance of the findings.

Further research should be aimed at developing
automatic control systems for nonlinear random
processes.

CONCLUSIONS

The solution of the problem of forecasting nonlinear
random processes based on the example of blast-furnace
production is substantiated.

The scientific novelty of the obtained results consists
in substantiating the use of neural-fuzzy adaptive filter-
approximators for forecasting non-linear processes of
blast-furnace production (in the form of: Adaptive neuro-
fuzzy inference system, fuzzy algorithm of subtractive
clustering and fuzzy C-means clustering algorithm),
which realize sequential and step-by-n step integration of
current information. To optimize these filters for real
processes, their parameters are identified by the accuracy
criterion on the training and verification sequences.

Neural-fuzzy filters allow to increase the accuracy of
the forecast of non-linear processes of blast furnace
smelting and, due to this, to improve the quality of
management of the production of cast iron. Further
research should be directed to the development of
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automatic control systems for non-linear processes of
blast-furnace production.

The practical significance is that the obtained results
allows to reduce prediction errors and improve the quality
of data control by blast-furnace processes.

Prospects for further research should be directed to
the development of automatic control systems for
nonlinear random processes.
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AHOTAIIA

AKTyanbHicTh. PO3MITHYTO HeWpo-HEWiTKe NPOTHO3YyBAaHHS XIMIYHOTO CKJIaay 4YaByHY Ha BHIYCKY IOMEHHOI medi s
TTiIBUIICHHS SIKOCTi KepYBaHHS JOMEHHUM BUPOOHULITBOM.

MeTo010 poOOTH € 3HIKEHHS TOXMOOK IPOTHO3yBaHHS HENiHIHHNX MPOLECIB JOMEHHOIO BUPOOHHUIITBA.

MeTtoa. 3anponoHOBaHO Ul NPOTHO3YBAHHS HENiHIHHUX MPOLECIB JOMEHHOrO BUPOOHUIITBA BUKOPHCTOBYBATH HEHPO-HEUITKI
aganTHBHI QiIbTpHU-anpokcUMaTopH (Y BHTIISAL: aTalTHBHOI HEHPOHEWITKOI CHCTEMH BUCHOBKY, HEUITKOTO alTOPUTMY BiIHIMAar04oi
KJIacTepu3allii 1 HeYITKOTO aNropuTMy kiactepusanii C-cepeiHix), sKi peanizyoTh HOCIiIOBHE 1 IOKPOKOBE iHTErpYBaHHS MOTOYHOT
indopmamii. g onTumizanii nux GiIBTPIB MiJ peanbHi NPOIEcH BUKOHAHA iTeHTU(IKAI TX mapaMeTpiB 3a KpUTEepieM TOYHOCTI Ha
HaBYaJIbHIH 1 IepeBipOYHiil MOCIIITOBHOCTAX.

PesyabTaT. B pesynbraTi MOJEIIOBaHHS HEWpPO-HEWITKOIO HPOTHO3YBAaHHS 3MICTy XIMIYHOTO CKJIaJy 4YaByHY Ha BHITYCKY
JIOMEHHOI Teui OyJio BCTaHOBJICHO, IO HAMKpally TOYHICTH 3a0e3ledye HEeWiTKHH (QiIbTp 3 BIIHIMAIOUOI KIIACTEPH3ALEI0 IpH
MOCIIZIOBHOMY IHTErpyBaHHI MoTOYHMX AaHuX. [Ipu 1boMy HoxuOka HPOrHO3y CTaHOBUTH 4,2%, a yac MOLIYKYy ONTHMAaJbHUX
pillleHb He BHOCHTb 4acOBHUX OOMEXEHb Ha 3aCTOCYBAaHHS L[bOTO MiAXOLYy B JOMEHHOMY BUpOOHMUTBI. ITiNTBEp/UKEHO afieKBaTHICTD
OTPUMaHHX pPe3yJIbTaTIB.

BucnoBku. Heiipo-HeuiTki (GinbTpy T03BOIAIOTH MiABHIIATH TOYHICTH MPOTHO3Y HENIHIHHUX MPOLECiB JOMEHHOI TUIABKU H, 3a
paxyHOK IIbOTO, IIOJIMIINTH SIKICTh KEpYBaHHS BHPOOHHITBOM d4aByHY. Ilomambmii mocmimkeHHS MOBHHHI OyTH CHpsSMOBaHI Ha
PpO3poOKy aBTOMaTHYHHX CHCTEM KepyBaHHS HENIHIHHIMU IPOLECaMH JJOMEHHOTO BUPOOHUIITBA.

KJIIOYOBI CJIOBA: mporHo3, HeniHilHI IpolecH, IHTErpyBaHHs, aJalTHBHHN (IIBTP anpoKCHMAaTop, XIMIYHMI CKiIaj
YaByHY, TJOMEHHE BUPOOHHIITBO.
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AHHOTADIUA
AKTyaJIbHOCTb. PaCCMOTpeHO HeﬁpO-He‘{eTKOC IIPOrHO3UPOBAHUE XUMUYECKOI'0O COCTaBa YyryHa Ha BBIITYCKE JIOMEHHOW TIeun
JUIA IOBBIIICHUA Ka4€CTBa YIIPAaBJICHUA JOMEHHBIM IPOU3BOJICTBOM.
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Ileabio padoTHI SIBISIETCS CHIDKEHHUE OMMOOK MPOTHO3MPOBAHMS HEJIMHEIHBIX IIPOIIECCOB JOMEHHOTO IIPOM3BOICTBA.

Meroa. IIpennoxeHo A IPOrHO3UPOBaHUS HEIMHEHHBIX [IPOLIECCOB JOMEHHOI'O IIPOU3BOICTBA UCIIOJIB30BATh HEUPO-HEUETKHUE
aJanTHBHBIC (OMIBTPHI-ANIPOKCHMATOPHl (B BUJAE: aQJANTHUBHOW HEHPOHEYETKOH CHCTEMBI BBIBOJA, HEUYETKOIO alIropuTMa
BBIYMTAIOIIEH KIIACTEPU3alUU U HEYETKOTO aJlrOpuTMa Kinactepusanuu C-cpeaHnx), peaau3youe Mocue10BaTeNbHOE U TOIIaroBoe
MHTErPUPOBaHUE TeKylueid nudopmaruu. s onTUMU3aMU 3THX QUIBTPOB I10J] peabHbIC IPOLECCH BBINOJIHEHA HICHTU(UKALMSA
HX TTapaMeTpOB TI0 KPUTEPHIO TOYHOCTH Ha 00ydaromIe ¥ MPOBEPOIHOM IOCIEJ0BATEILHOCTSIX.

Pe3yabTarthl. B pesynprate MopemupoBaHus HEHPO-HEUETKOTO MPOTHOZUPOBAHMS COAEPKAHNS XUMUIECKOTO COCTaBa YyryHa Ha
BBIITYCKE JIOMEHHOH ITe4d OBLIO YCTAQHOBJICHO, YTO HAWMIYYIIyI0 TOYHOCTH OOECHEYMBAEeT HEUYETKHH (WIBTP C BEMHTAIOIIEH
KJIacTepH3alyel MpH IO0CIEN0BAaTeIbHOM HHTETPUPOBAHUU TEKYyIIUX NaHHBIX. [Ipu sToM ommOka mporHosa cocrasiseT 4,2%, a
BpeMsl IIOMCKA ONTUMAJbHBIX PELICHUII He BHOCUT BPEMEHHBIX OIpaHMYECHUIl Ha IPUMEHEHHE 3TOro IOAX0Ja B JIOMEHHOM
npousBojcTse. [loaTBepskaeHa aeKBaTHOCTD MOJTY4YEHHbIX Pe3yJIbTaToB.

BriBoabl. Heiipo-Heuerkre QuiIbTpbl MO3BOJISIOT MOBBICUTh TOYHOCTH IPOrHO3a HEMHEHHBIX MPOLIECCOB JOMEHHOW IIaBKU U
3a CUET 3TOTO0 YJIYYIIUTh Ka4eCTBO YIPaBJICHNUS IPOU3BOJACTBOM uyryHa. JlanbHelIIe Hccie10BaHus JOMKHBI ObITh HAaPABIECHBI HA
pa3paboTKy aBTOMATHYECKUX CUCTEM YIIPaBICHUSI HETMHEHHBIMU ITPOLECCaMU JJOMEHHOTO IIPOU3BOACTBA.

KJIIFOYEBBIE CJIOBA: mporHo3, HeEJIHHEHHBIE NpPOLECCH, WHTEIPHUPOBAHHE, AaNalTHUBHBIA (UIBTp ammpoKCHMaTop,
XMMUYECKUH cOCTaB YyryHa, JOMEHHOE IIPOU3BOJICTBO.
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