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ABSTRACT

Context. Lightweight model and effective training algorithm of on-board object detection system for a compact drone are
developed. The object of research is the process of small object detection on aerial images under computational resource constraint
and uncertainty caused by small amount of labeled training data. The subject of the research are the model and training algorithm for
detecting small objects on aerial imagery.

Objective. Goal of the research is developing efficient model and training algorithm of object detection system for a compact
aerial drone under conditions of restricted computing resources and the limited volume of the labeled training set.

Methods. The four-stage training algorithm of the object detector is proposed. At the first stage, selecting the type of deep
convolutional neural network and the number of low-level layers that is pre-trained on the ImageNet dataset for reusing takes place.
The second stage involves unsupervised training of high-level convolutional sparse coding layers using modification of growing
neural gas to automatically determine the required number of neurons and provide optimal distributions of the neurons over the data.
Its application makes it possible to utilize the unlabeled training datasets for the adaptation of the high-level feature description to the
domain application area. At the third stage, there are reduction of output feture map using principan component analysis and building
of decision rules. In this case, output feature map is formed by concatenation of feature maps from different level of deep network
using upscaling upper maps to uniform shape for each channel. This approach provides more contextual information for efficient
recognition of small objects on aerial images. In order to build classifier of output feature map pixels is proposed to use boosted
information-extreme learning. Besides that, the extreme learning machine is used to build of regression model for predict bounding
box of detected object. Last stage involves fine-tuning of high-level layers of deep network using simulated annealing metaheuristic
algorithm in order to approximating the global optimum of complex criterion of training efficiency of detection model.

Results. The results obtained on open datasets testify to the suitability of the model and training algorithm for practical usage.
The proposed training algorithm utilize 500 unlabeled and 200 labeled training samples to provide 96% correctly detection of objects
on the images of the test dataset.

Conclusions. Scientific novelty of the paper is a new model and training algorithm for object detection, which enable to achieve
high confidence of recognition of small objects on aerial images under computational resource constraint and limited volume of the
labeled training set. Practical significance of the paper results consists in the developed model and training algorithm made it possible
to reduce requirements for size of labeled training set and computation resources of on-board detection system of aerial drone in
training and inference modes.

KEYWORDS: growing neural gas, convolutional neural network, boosting, objects detector, information criterion, simulated
annealing algorithm, extreme learning.

ABBREVIATIONS E, is a training efficiency criterion of decision rule
CNN is a convolutional neural network;
ELM is a extreme learning machine; ) o
IoU SHFN is a Intersection over Union; e, 1s a g, -th parameter which impacts on feature
is a single-hidden-layer feedforward network
PCA is a Principal Component Analysis; . L .
SSD is a Single Shot Detector; féz is a &, -th parameter which impacts on efficiency
VGG is a Visual Geometry Group; of decision rules, &, =1,2, ;
XOR is a exclusive OR logical operation;
YOLO is a You Only Look Once.

for X? class;

representation, &; =1,Z; ;

H is a the hidden layer output matrix of the SHFN;
I} is a k -th RGB image

NOMENCLATURE IoU; is a IoU between ground truth box and
Bj is a set of ground-truth bounding boxes which  appropriate i-th predicted box;
correspond to objects of interest on k -th image; Jcis is a information effectiveness criterion of
b, is a the bias of the r-th hidden node; classification analysis;
b, is a support vector of data distribution in class JLoc 18 a effectiveness criterion of bounding box
prediction;
X7

K is a the size of training sets;

{d} is a set of concentric radii of hyperspherical K, is a the size of test sets;

container in binary Hamming space;
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N is a dimension of instance;
N, is a number of induced binary features;
n 1is a size of dataset;

n, is a the volume of the training set of X? class;

z

o; is a the output of the network with respect to the j-

J
th input vector x; ;

uniform_random random is the function of generation
of a random number from the uniformed distribution from
the assigned range;

step_size is the size of a range of the search for new

solutions, neighboring to S, e ;

Seurrent 18 @ current solution of simulated annealing
algorithm

w, is a the weight vector linking the input layer with

2
the 7-th hidden node, w,. = (w,q, W5, ..., w,N)T ;
Awy is the correction vector of weight coefficients of

the neuron-winner;
Awy, is the correction vector of weight coefficients of

the topological neighbors of neuron-winner;
. . . T.
x; isa j-th input vector, X; =(xj1,xj2,...,xﬂv) ;

T.

v is a the target output vectors, y = (11, V2, > Vy)

7 is a label of j-th instance;

o, is a false-positive rates of classification decisions

z
regarding belonging of input vectors to the X? class;

B, is athe weight vector linking the output layer with
the -th hidden node, B, = (B,1, B2, Bar) s

B, is a false-negative rates of classification decisions

regarding belonging of input vectors to the X? class;

g, is the constants of the update force of weight
coefficients of the neuron-winner;
g, is the constants of the update force of weight
coefficients of topological neighbors of the neuron-
winner;

G is an any small non-negative number;

7, is the initial value of learning rate;

Nfinal 1S the final value of learning rate;
1, is the current value of learning rate;
¢(x) is a activation function that can be any bounded

non-constant piecewise continuous functions;
7 is a the number of matched predicted box.

INTRODUCTION
Aerial drones are widely used in the tasks of search,
rescue, remote inspection and robotic aerial security
services. One of the ways to increase the functional
efficiency of the aerial drone is to integrate artificial
intelligence technologies for on-board sensors data

analysis. The surveillance cameras is the most
informativeness sensor and object detection function is in
demand. Development of accurate detectors of visual
objects of interest is a promising direction, but the limited
computing resources and the weight of the drone
complicate the task. Resource restrictions do not make it
possible to implement in compact drone the models of
visual data analysis, adapted to a full range of possible
observation conditions and a variety of modifications to
objects of interest. This causes the need for the
development of computationally effective models and
algorithms of adaptation to new condition of operation,
inherent in the specific field of application area.

In terms of computational efficiency and generalizing
power, the leader among the models for visual
information analysis is convolutional neural networks.
However, training and retraining of convolutional
networks requires significant computing resources and
large amount of labeled training samples. It is possible to
reduce computational load of retraining for adaptation of
model to the new conditions of functioning due to the use
of the transfer learning techniques. It based on copying
the first layers of the network, trained on the ImageNet
dataset or another large dataset [1, 2]. However, the layers
of high-level feature representation needs learning from
scratch. In this case, it is difficult to estimate in advance
the required number of neurons in each convolutional
layer. Therefore, to use the principles of growing neural
gas is promising approach to unsupervised learning of
high-level layers and to determine automatically the
necessary number of neurons. In this case, the output
layers of detector model require fine-tuning, which is
typically implemented as one of modifications of the error
backpropagation algorithm [2, 3]. However, this
algorithm is characterized by a low convergence rate and
getting stuck in local minima of loss function. There are
alternative metaheuristic search optimization algorithms,
however, effectiveness of using these algorithms in
problems of networks fine tuning is scantily explored [3].

That is why the research, aimed at development of
model and effective training algorithm of the objects
detector under conditions of limited computing resources
and learning data, is relevant.

1 PROBLEM STATEMENT
Let Dyin =411, B |1 k=LK, }

a and
Dot ={1;, B, | k=LK, } are collected training and test

datasets, respectively. Let the set {X7|z=1,Z} is
characterized by small-sized objects on aerial photos, be
given. In this case, total number of ground-truth bounding
boxes per class does not exceed 200 samples. Moreover,
the structure of the vector of model parameters of object
detector is known

8 =< €55y ﬁ,...,f§2 ,...,sz >,

Sty =2,
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In this case, the constraints R§1 (el,...,eé1 s g, )<0,
Re, (fl,...,fg2 ”"’f32 ) <0 are impose on parameters.

It is necessary to find optimal values of parameters g

(1) which provide to achieve the maximum value of
complex criterion J

J=Jcis JLoc (2)
g = argmgx{](g)} . 3)

When the object detector functions in its inference
mode, it is necessary to provide high confidence of
localization and classification of objects of interest on test
images.

2 REVIEW OF THE LITERATURE

The works in [4, 5] proposed the models of the visual
feature extraction based on Haar-like filters, histograms of
oriented gradients, local binary patterns, histograms of
visual words and other models of local information
descriptors. In this case, high-level contextual information
is ignored that leads to decrease effectiveness of smile-
sized objects detection under conditions of limited
volume of training sets. In addition, non-hierarchical
feature representation models are characterized by high
labor consuming computing under conditions of a large
variation of observations [5].

In the image analysis problems, numerous models of
hierarchical feature representation model based on CNN
are widely used [6]. VGG-16, VGG-19, ResNet-50,
GoogleNet, MobileNet, SqueezeNet are the most popular
of them [5, 7]. These networks differ in the number of
layers, existence of residual connections and multiscale
filters in each of the layers. In this case, it known that the
models trained on dataset ImageNet accumulate in
themselves important information regarding the analysis
of visual images [5, 8]. Despite many target domains are
far from the ImageNet context, the few layers of trained
networks are possible to be reused. In addition, narrowing
the scope of application, for example, by reducing the
number of classes, makes it possible to reduce the
resource requirements of objects detector.

It was proposed in works [8, 9] to perform fine-tuning
of object detector based on convolutional network VGG-
16 using mini-batch stochastic gradient descent. However,
this would require a significant volume of training set and
a few days of working on the graphics processing unit for
successful training. In work [10], it was proposed to scan
of the normalized high-level feature map by a sliding
window, in each position of which classification analysis
was carried out. In research work [11], it was proposed to
carry out classification analysis of a high-level feature
representation using information-extreme decision rules.
The main idea of this approach is to transform input space
of primary features into binary Hamming space where
building radial-basis decision rules. This approach

provides high computation efficiency because simple
operation of comparison with thresholds and Hamming
distance calculation based on logical XOR and counting
are used. However, solutions of issue of adaptation of
high-level layers of feature extractor to domain area of
use and fast optimization algorithm of thresholds for
features was not proposed. Random forest based feature
induction and boosted similarity sensitive coding are two
promising approaches to speedup thresholds optimization
for binary feature encoding, but integration aspects are
not investigated [12].

The works in [7, 13] proposed the unsupervised
learning of convolutional layers based on autoencoder or
the restricted Boltzmann machine that require a large
amount of resources for obtaining an acceptable result. In
articles [14, 15], it is proposed to combine the principles
of neural gas and sparse coding for learning convolutional
filters for unlabeled datasets. This approach has a soft
competitive learning scheme, which facilitates robust
convergence to close to optimal distributions of the
neurons over the data. In this case, embedding the sparse
coding algorithms makes it possible to improve the noise
immunity and generalization ability of feature
representation. However, the number of neurons is not
known in advance and is assigned at the discretion of a
developer.

Usage of growing neural gas principles to
automatically determine the required number of neurons
is a promising approach to training of high-level
convolutional layers of convolutional network [15].
However, the mechanism of the insertion of new neurons
based on setting the insertion period leads to distortion of
the learned structures and instability of the learning
process. However, it was shown in article [16] that it is
possible to ensure stability of learning by replacement of
the neurons insertion period with the threshold of a
maximum distance of a neuron from every datapoint of
the training set, referred to it. However, the mechanisms
of neurons updating for adaptation of the learning process
to the sparse representation of observations have not been
revised yet.

The problem of objects detection based on feature
maps of convolutional network is solved by using
detection layers YOLO, Faster R-CNN, and SSD [17, 18].
An important part of these layers is bounding box
regression model which provides precise object
localization on image. However, training such layers
under conditions of a limited size of training dataset and
computing resources based on stochastic gradient descent
is ineffective. One of the promising ways to implement of
bounding box regression model is using the ELM which
characterized by rapid training to obtain the least squares
solution of regression problem [19]. In order to eliminate
overfitting which occurs when the number of hidden layer
nodes is large, the incremental learning via successively
adds hidden nodes is actual to investigate. In this case, the
task of fine-tuning of feature extractor can be solve by
application of metaheuristic algorithms as alternative of
gradient descent approach. Among them, it is worth
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highlighting the simulated annealing algorithm which
characterized by better convergence and less probability
of getting stuck in the “bad” local optimum [20].
However, its use in the problems of fine tuning of
convolutional filters remains insufficiently studied.

3 MATERIALS AND ALGORITHMS

To solve the problem of the development of the model
for data analysis under conditions of limited volume of
training set and computing resources of a compact aerial
drone, it is essential to maximize the use of all available a
priori information. Transfer learning technique is one of
the examples of using a priori information, accumulated
in the trained network for the future reuse [1, 2]. This
technique allows the lower layers of the model to be
borrowed from a pre-trained deep learning network and
the top layers to be adapted to the particular domain
requirements. However, when objects of small sizes are
detected, the zone of interest contains little information
and the context, which allows to eliminate uncertainty,
becomes increasingly more important. Fig. 1 depicts a
proposed architecture for the detection of objects of small
sizes based on a combination of transfer learning and
contextual information obtained by concatenating the
feature maps of different artificial neural network layers.
Upscaling is used to provide uniform shape of each
channel of feature map. Concatenation with upscaling are
considered as single upscale-concatenation layer.

Transfer learning layers ~ Domain adopted layers
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Figure 1 — Generalized architecture of the detector
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Inception, Xception, VGG and Fire, among others, are
some of the popular choices of modules to be used when
constructing deep convolutional networks. These modules
have different microarchitecture, which, in turn, implies
different computational complexity and learning
efficiency. We propose to adopt the lower layers from a
pre-trained Squeezenet network, which consists of Fire
modules and is characterized by the high computational

efficiency. Upper layers of the network in this case can be
built with the simple VGG modules which afford
significant flexibility where different learning techniques
are concerned,

At the first stage of training algorithm, we propose to
use unsupervised pre-training of the high-level layers of
the network to maximize utilization of the unlabeled
domain training samples. In this case, to ensure the noise
immunity and informativeness of feature representation, it
is proposed to calculate the activation of each feature map
pixel based on orthogonal matching pursuit
algorithm [12].

It is proposed to carry out unsupervised training of the
high-level layers of a neural network using a growing
sparse coding neural gas, based on the principles of
growing neural gas and sparse coding. In this case, the
dataset for training high-level filters of the convolutional
network is formed by partitioning input images or feature
maps into the patches. These patches reshape to 1D
vectors, arriving at the input of the algorithm of growing
sparse coding neural gas, the basic stages of which are
given below:

1) initialization of the counter of learning vectors #:=
0;

2) two initial nodes (neurons) w, and w, are assigned
by random choice out of the training dataset. Nodes w,
and w, are connected by the edge, the age of which is
zero. These nodes are considered non-fixed;

3) the following vector x, which is set to the unit
length (L2— normalization), is selected;

4) set each basis vector w,k =1,M to unit length (L2-

normalization);
5) calculation of the measure of similarity of input
vector x to basis vectors w, €W for sorting

—(wT x)2 <..<Z —(WT x)2 <..< —(wT x)2;
So Sk Sp-1

6) the nearest node wy and the second by proximity
node wy;;

7) to increase by unity the age of all incidents wy;

8) if wy is fixed, we proceed to step 9, otherwise — to
step 10;

9) if (wsTox)2 >v, we proceed to step 12. Otherwise,
we add new non-fixed neuron w, to the point that
coincides with input vector w,=x, besides, a new edge that
connects w, and wy is added, then we proceed to step 13;

10) node wy and its topological neighbors (the nodes,
connected with it by the edge) are displaced in the
direction to input vector x according to the Oja’s rule [14]
by formulas

Awgo =M, Yo (X = YoWs0)» Yo = WsoXs

T
Awgo = €,M Yy (X = Y Wen )5 Vi = Wep X,
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O<eg, =1, 0<g, =¢,

t/t
N =NoMfinal /Mo) ™,

1) if (w] x)> > v, we label neuron wy as fixed;

12) if wyy and wy, are connected by the edge, its age is
nulled, otherwise, a new edge with the zero age is formed
between wyy and wy;;

13) all edges in the graph with the age of more than
amax are removed. In the case when some nodes do not
have any incident edges (become isolated), these nodes
are also removed;

14) if 1<t,,.x, proceed to step 15, otherwise — increment
of the step counter #-=¢+1 and proceed to step 3;

15) if all neurons are fixed, the algorithm
implementation stops, otherwise, proceed to step 3 and a
new learning epoch begins (repetition of training
dataset).

Concatenations of the feature maps of different layers
of the artificial neural network leads to a high
dimensionality problem of feature representation. To
counter that, we propose to use one of the simplest
techniques — Principal Component Analysis. This would
allow removal of the features from the low levels of the
network which are insensitive to the specific domain
context.

In addition, it is proposed to carry out such
classification analysis of the feature map in the
framework of boosting and the so-called information-
extreme technology. This makes it possible to synthesize
a classifier with low computational complexity and
relatively high accuracy under of limited training sets size
constraint [11].

Boosted information-extreme classifier that evaluates
belonging of j-th datapoint x; (pixel of feature map) with

N, features to one of the Z classes performs feature

encoding using boosted trees and decision rules
constructed in radial basis of binary Hamming space. In

this case, there is the training set D={x, y, | J =1,_n}.
The training of boosted information-extreme classifier is
performed according to the following steps.

1. Initialize weight w, =1/n.

2.Fork=1... K do
3. Bootstrap D, from D
distribution P(X =x;)=w;,

using probability

4. Train decision tree 7, on D, using entropy
criterion to measure the quality of split.

5. Binary encoding of x; datapoint from D using
concatenation of decision paths from 7, ,., 7, . A
datapoint x; is classified in the leaf node by boosted

trees. Each decision node receives a unique identifier. If a
test is satisfied in a node, then the corresponding bit is
asserted. Finally, the encodings for each tree are
combined by concatenation (or more generally by hashing

the features ID onto a smaller dimensional space) [12].
Binary matrix {b,;[i=1,Ny;s= E; z=1,Z} s
output of the step. Hence the equality n = Z n, is met.
z
6. Build information-extreme decision rules in radial

basis of binary Hamming space and compute optimal
information criterion :

E. =max E_(d),
i}

where {d}:{0,1,...,(21)27,.@1)671. —1} with center b of
i

data distribution in class X , which computed using rule

1 n, 1
b = 1, if n_ZbZ,S,i > —

0~ z s=1 c=1

0, otherwise.

where E_ is computed as the normed modification of the
S. Kullback’s information measure [11]:

_ 1_(GZ+B2) 10g 2_(az+Bz)+g ) (4)
7 logy(2+9)-logy g (o, +B,)+¢

In order to increase learning efficiency, it is common
to reduce the problem of the multi-class classification to
the series of the two-class one by the principle “one-
against-all”. In this case, to avoid the problems of class
imbalance, due to the majority of negative datapoints in
datasets, a synthetic class is an alternative to the X_
class. The synthetic class is represented by n_ datapoints

of the remaining classes, which are the closest to support
vector b, .

7. Test obtained information-extreme rules on dataset
D and compute error rate for each sample from D .
Under the inference mode, decision on belonging of

datapoint b to one class from set {X_ |z :I,_Z} is made
according to maximum value of membership function
p.(b) through the expression argmax{u.(b)}. In this
case membership function p_(b) of binary representation
b of input datapoint x to X class, the optimal container
of which has support vector b, and radius ., is derived
from formula

NZ
. (b) = exp[—Zb, @b, /dj].

i=1
8. Update {w;} proportional to errors on datapoint x; .

9.If | E, - E, , |< & abort loop.
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Another important task in detecting precise object
boundaries hampered by subsampling is bounding box
prediction. We propose to implement bounding box
prediction on the basis of a regression model based on a
SHFN.

Consider n arbitrary  distinct  datapoints
{(x;,¥)) 1% €R",y; e R", 1< j<n}. The SHFN with R
additive hidden nodes and activation function ¢@(X) can
be represented by

R
;B,-@(WIXJ +b)=0,,1<j<n.

The network with R hidden nodes can approximate
these N samples with zero error when all the parameters
are allowed to be adjusted freely, i.e., there exist B3, , w,
and b, .

rewritten as the matrix equation

The above n equations can be compactly

HB=Y,
where
(P(WlT X +b) (P(W; X, +bg)
H = s

(P(WlT X, +b) (P(W; X, +Dbg) R
B y

B=] .. , Y =
By Yo'

RxM nxM

In order to solve such issues of network training as
redundant hidden nodes and slow convergence rate, the
orthogonal incremental ELM is proposed to use as
regression model. It avoids redundant nodes and obtains
the least squares solution of equation HB=Y through
incorporating the Gram-Schmidt orthogonalization
method into well-known incremental extreme learning
machine. Rigorous proofs in theory of convergence of
orthogonal incremental extreme learning are given by Li
Ying [19]. The training of orthogonal incremental ELM is
performed according to the following steps.

1. Set maximum number of iterations L

max

and
expected learning accuracy E,.

2.For L =1... do

3. Increase by one the number of hidden nodes:
r=r+l.

4. Randomly generate one hidden node and calculate
its output vector h, .

5.1fr=1then v, =h, else

6. If || v, | € calculate the output weight for the new
hidden node B, =V;E/(v;v,) and calculate the new
residual error E=E -V, 3, else r =r—1.

7.1If || E|= E, abort loop.

For training classifier and regression model or fine-
tuning of feature extractor we collect training set using
matching strategy to determine which default bounding
boxes correspond to ground truth bounding boxes.
Default bounding boxes are defined as feature map
pixels reprojected on input image. We consider
condition of aerial survey with down oriented camera
and high altitude (higher than 100m) therefore multiple
anchor boxes associated with feature map pixel are not
used. In this case each default box is associated with
feature map pixel reprojected on input image. Each
ground truth box is matched to the default box with the
best Jaccard overlap and default boxes is matched to
any ground truth box with IoU higher than 0.4.
Regression model is trained only on positive samples
(matched default boxes).

The complex criterion J (2) of learning efficiency of
object detector should be takes into account both
effectiveness of classification analysis Jcis and bounding

box prediction J . . It is proposed to calculate the

criterion of object classification effectiveness from
formula

Jus =

z
D E,.
z=1

N|—

Effectiveness of bounding box prediction is proposed
to calculate from formula

At last stage of training algorithm, it is necessary to
fine tune of high-level layers of feature extractor after
unsupervised learning in order to take into account
significant imbalance between objects of interest and
background patches. It is proposed to use simulated
annealing as metaheuristic search optimization
algorithms. The efficiency of the simulated annealing
algorithm depends on the implementation of the
create_neighbor_solution procedure, forming a new
solution S; on the i-th iteration of the algorithm. Fig. 2
shows a pseudocode of the simulated annealing
algorithm, which is implemented by the epochs_max
iterations, on each of which function f() is calculated by
passing a labeled training dataset through the model of
the system of detection and calculation of a complex
criterion (2) [3, 20].
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s <« create _initial _solution()

current
Sbcst <~ S(rurrem

T «T,

ce¢g, O<exl

for(i =1to epochs _max)

s, <= create _neighbor _solution(s
i 1) 2 S Seupren)

S S

current

i 75 > £ (5,0

Spest < S

end if
elseif eXp(Mj

current )

> uniform _random(0,1)

s,

Scur/‘enl

end if
T «<cxT
end for
return(s,,, )
Figure 2 — Pseudocode of simulated
annealing algorithm

An analysis of the pseudocode in Fig. 2 shows that
current solution S.,,,..;, in relation to which new best
solutions s, are sought for, is updated in case of
providing a new solution of the criterion increase (2), or
randomly from the Gibbs distribution. In this case, an
initial search point that is formed by the
create_initial_solution procedure can be either randomly
generated or a result of the preliminarily training by
another algorithm. To generate new solutions in the
create_neighbor_solution procedure, it is proposed to use
the simplest non-adaptive algorithm, which can be
represented as formula [3]:

S urrent = Seumrens +URIfOrm _random(—1,1) - step _ size.

The non-maximum suppression algorithm is used for
filtering unnecessary actions of the detector to one and the
same image object [17, 18].

Thus, we propose a model and object detector training
algorithm based on the fusion of different techniques with
the aim of maximizing obtained domain context
information under the small labelled training set and
limited computational resources constraints.

4 EXPERIMENTS

To train the object detector, 200 images from dataset
of Inria Aerial Image Labeling Dataset were used [21].
Each image has the resolution of 5,000%5,000 pixels. 5,00
unlabeled 224x224 pixel images were generated through
random crop with rotation for unsupervised learning. Also
200 labeled images 224x224 pixel images were generated
for supervised learning. Labeled training set was
augmented to create 1000 instances by adding noise, a
contrast change, rotation and cropping.

A large number of vehicles in the urban area were
presented in the Inria Aerial Image Labeling Dataset.
Vehicles were selected as the objects of interest and the
urban area was considered a usage domain. In this case,
the set of classes contained Z=3 classes, where the first
class corresponded to cars, the second class corresponded

to trucks, and the third one — to the background. The size
of objects in pixels in random images varied in the range
of [7x7, ..., 10x10].

In accordance with transfer learning technique, the
first 7 Fire modules of pretrained convolutional neural
network Squeezenet were adopted. As a result, each input
image was encoded into the feature map with 13x13x384
pixel dimensions.

The subsequent layer is trained unsupervised on the
unlabeled datasets from the usage domain area consisting
of filters with kernels of 3x3 with stride=1. Output feature
map is formed by concatenation of feature maps from Fire
6, Fire 7 modules and last convolutional layer.

It is proposed first to train the detector using the
unsupervised pretrained last layer of feature extractor via
growing sparse coding neural gas without fine tuning. In
this case, a fixed value of the training dataset
reconstruction v=0.8 is used during training. In addition,
in the information-extreme classifier of the feature map
pixels, the number nodes in decision trees is constrained
to 16. The depth of each tree is set to 6.

In order to improve the results of machine learning of
the detector, informativeness of feature description is
increased by fine-tuning of the unsupervised trained
convolutional layers. In this case, the following
parameters of simulated annealing algorithm were used:
¢=0.98, T, =10, epochs _max=6000, step_ size=0.001.

Each fine-tuning step is involved a re-training of a
regressor and classifier. To maximize the model’s
generalizing ability and minimize computational
complexity, we implemented sequential tuning of the
hyperparameter v responsible for the density of neuron
distribution with a step of 0.1.

Prior unsupervised learning of the upper convolutional
layers on unlabelled samples from the intended usage
domain is aimed at increasing the subsequent supervised
machine learning efficiency. It is worthwhile considering
the influence the parameters of the growing sparse coding
neural gas algorithm used in unsupervised learning have
on the results of supervised learning. Table 1 presents the
machine learning results and quantity N, of generated
convolutional filters (neurons) as a function of the
parameter v, which characterises the accuracy of coverage
of the training set by the convolutional filters.

Table 1 — Detector learning results at various values of the
unsupervised learning training set coverage parameter

Percentage of
discovered
M Ne Ja Jroc J objects in the
test set

0.4 196 0.0912 | 0.450 0.04104 0.67
0.5 337 0.1502 | 0.511 0.07675 0.73
0.6 589 0.2508 | 0.621 0.15574 0.87
0.7 889 0.4203 | 0.700 0.29421 0.93
0.8 1519 1.0000 | 0.921 0.92100 0.96
0.9 3058 1.0000 | 0.923 0.92300 0.95
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Analysis of the Table 1 demonstrates that quantity of
neurons and values of partial and general optimisation
criteria increases with the growth in hyperparameter v (2).
However, at v < 0.8 model accuracy as per the test set
increases with the increase in parameter v, however a
further increase in this parameter leads to decrease in
results quality due to overfitting. At the same time,
selection of the quantity of the principal components for
each value of v was made in accordance with the Kaiser
criterion : selecting only the principal components with
eigenvalues exceeding 1.

Fig. 3 provides the graphical representations of the
dependency of learning efficiency information criterion
(4) on container radii of each class. These can be used to
evaluate the accuracy and noise immunity of the
synthesized classification decision rules.

Analysis of Fig. 3. shows that all classes X, have
error-free radial-basis decision rules by the training set.

Optimal container radii in this case are equal to d, =30,

d; =50 . Corresponding distances between the container

centres are equal to d;, =95 .

We have thus been able to formulate highly accurate
decision rules on a training set of a limited size, ensuring
that datapoint distribution of each class are relatively
compact in the feature space with substantial clearance
between classes.
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Figure 3 — Dependency of classifier learning efficiency
information criterion on class container radius:

a—class X ;b—class X,

6 DISCUSSION

To understand the advantages of prior unsupervised
learning, let's consider the results of simulated annealing
machine learning algorithm before and after unsupervised
training with growing sparse coding neural gas algorithm.

Fig4. shows the dependency of the simulated
annealing algorithm learning information criteria (2) on
the number of training epochs with parameters ¢=0.998,
Tv=10, epochs_max=5000, step size=0.001.

Analysis of Fig.4 shows that prior unsupervised
learning on the basis of sparsely coded growing neural
gas algorithm allows to improve the final outcome of the
supervised learning with simulated annealing algorithm.
The use of prior unsupervised learning allows reaching
the global maximum of criterion (2) more than 10 times
faster. Apart from that, the resulting model test on the
training set indicates that the use of prior unsupervised
learning allows to reduce the overfitting effects when the
labelled training set is limited.

The information criterion (2) calculated for the
training set was equal to J;,;,=0.921 which provides of
96% correctly detection on test dataset where prior
unsupervised learning was applied. At the same time,
there was a substantial difference between the criteria
Jrain=0.3011 and 85% correctly detection on test dataset
where unsupervised learning was not applied.

Thus the proposed algorithm of the prior
unsupervised training of the upper layers allows to
increase the learning efficiency criteria and percentage of
the objects detected in the test images. In addition, the use
of such algorithm allows to reduce the overfitting effect
and increase the speed of convergence on the global
maximum in the subsequent supervised learning process
when the labelled training set size is limited. The
relationship between the learning efficiency criterion and
the parameters of the simulated annealing algorithm was
not considered in the present study, however. Thus,
further research will be focused on improving the detector
model and development of the algorithms parameter
tuning on the process of machine learning.

T T T T T

0.2 = 1
0.0

0 1000 2000 3000 4000 5000 k
Figure 4 — Dependency of the optimization criteria (2)
on the number of learning epochs:

1 — before prior unsupervised learning; 2 — after prior

unupervised learning
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CONCLUSIONS

The scientific novelty of the work lies in the new
model and training algorithm of small-sized object
detection under computational resource constraint and
limited volume of the labeled training set for a compact
drone are developed.

The model contains seven first modules of the
computationally effective convolutional Squeezenet
network, one convolutional sparse coding layer,
upscaling-concatenation layer, PCA-transformer, the
information-extreme classifier and extreme learning
regression model. This approach provides more
contextual information for efficient recognition of small
objects on aerial images.

The training algorithm consist of multiple stages :
transfer learning, unsupervised learning of additional
high-level convolutional sparse coding layers, PCA-
transformation of output feature map, information-
extreme learning of pixel classifier for object detection,
orthogonal incremental extreme learning of regression
model for bounding box prediction and fine tuning of the
upper layers by using the metaheuristic simulated
annealing algorithm. It was shown that the use of prior
unsupervised learning makes it possible to decrease the
overfitting effect and to increase by more than 10 times
the rate of finding the global maximum at supervised
training on dataset of limited size.

The practical significance of the achieved outcomes
is that the requirements for size of labeled training set and
computation resources consumption are reduced. The
proposed model provides acceptable for practical use
reliability of detection of the objects, the size of which in
pixels is by 7...14 times smaller than the size of the
smallest side of the aerial image. The proposed training
algorithm utilize 500 unlabeled and 200 labeled training
samples to provide 96% correctly detection of objects on
the images of the test Inria Aerial Image Labeling dataset.
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AHOTAIIA

AKTyanbHicTh. P03po0iieHO 00YHCIIOBANIBHO MPOCTy MOJETb i e(PEeKTHBHHI alrOPUTM HaBYaHHSI OOPTOBOI CHCTEMH
JeTeKTyBaHHs 00’€KTiB Ha MicueBocTi. O0’€KT TOCHIIKEHHS — IPOLEC ISTEKTYBaHHS MaJOpO3MIpHHUX 00 €KTiB Ha aepo(OTO3HIMKaX
B yMOBaX 0OMEXKEHHX OOYHCIIOBAILHUX PECYpCiB i HEBH3HAUCHOCTI, 3yMOBICHOI MajliM 00’€MOM PO3MiYeHOI HABYaJIbHOI BUOIPKH.
[Ipenmer mociimKeHHS — MOJETH 1 METO/ HABYAHHS MOJEINI IS IETEKTYBaHH MAJIOPO3MIpHUX 00’ €KTiB Ha aepo(OTO3HIMKAX.

Meta goc/izkeHHs] — po3poOKa e(PEKTUBHUX MOJIENI 1 alTOPUTM HAaBYaHHS CUCTEMH JETEKTYBaHHS 00’€KTiB MaJOradapuTHHM
JITAlOYUM arapaToM B yMOBaX OOMEKEHUX 0OUHCITIOBAIBHIX PECYpPCiB i 00MEXEHOro 00csry po3MiueHoi BUOIpKH.

Metoau jnocaixkenHsi. B po6oti 3amponoHOBaHO YOTHPHOX €TAlHMil alrOPUTM HaB4YaHHS JeTekropa o6’ekriB. Ha nepruomy
eTami 3iHCHIOEThCS BHOIp 3ropTKOBOI HelipoMepexi, ImonepefHb0 HaBdeHol1 Ha Habopi ImageNet, a Takoxk BHOip KUIBKOCTI IIapis,
ski OynmyTh 3anosudeHi. Jpyruit eran mependavae jomaBaHHS 3rOPTKOBOIO PO3PIMHKECHO-KOIYIOUOro miapy, IO HaByaeThcs Oe3
BUMTENsA, UIs (HOpMyBaHHSA KapTH o3Hak. Jlns peamizamii apyroro eramy po3poOiieHO MOAMGIKAIio aaroOpUTMy 3pOCTaHYOro
HEWPOHHOTO rasy, sika 3abe3nedyye aBTOMaTH4He BU3HAYCHHST HEO0OXiTHOT KiJIbKOCTI HEHPOHIB i1 IX ONTHUMaJILHUI PO3IOLI 32 JAHUMH.
Ile no3Bossie eheKTHBHO BHKOPHCTOBYBATH HEpO3MiueHi HAOOpH JaHMX AJIs ajanTaiii BUCOKOPIBHEBOIO O3HAKOBOT'O OIHCY 0
JoMeHHOI o6acTi BUKopucTanHs. Ha TpeTboMy erarri poBOANUTHCS PEAYKILis BUXIJHOI KapTH O3HAK LIISXOM 3aCTOCYBaHHS METOLY
TOJIOBHUX KOMIIOHEHT ¥ HaBYaHHS BHUpilladbHUX NpaBuil. [Ipu nboMy BHXifHA KapTa 03HaK OyIyeThCs IUIIXOM KOHKAaTeHauil KapT
03HAK HIKHIX PiBHIB 3 MacmITa0OBaHUMH KapTaMH O3HAaK BEpXHBOTO piBHA. JlaHui migxixg 1o moOyJOBH KapTH O3HAK MOKJIMKAHUN
3a0e3MeYnTH MiABUIICHHS eEKTUBHOCTI PO3Ii3HABAHHSA MaJOPO3MIpHHX 00 €KTIB 32 PaxyHOK 30UIBIIEHHS KiTBKOCTI KOHTEKCTHOI
iHpopManii B xoxHOMY mikceni. [ToOyzmoBa mozneni kiacu@ikamifHOTO aHaNi3y MIKCENiB BHUXiTHOI KapTH O3HAK IPOMOHYETHCS
3[IMCHIOBATH HA OCHOBI IPHHIMIIB OycCTIHTY 1 iH(pOpPMAIiifHO-eKCTPEMAIILHOTO MAaIIMHHOTO HABYaHHS, a IPOTHO3YBAHHS MEX
JICTEKTOBaHUX 00 €KTIB MPOIOHYEThCS peaii3yBaTH Ha OCHOBI MAIlMHHM EKCTpeMaJbHOro HaBuaHHs. OCTaHHIN eTam alropuTMy
HAaBYaHHS IIOJSra€ B TOHKIil HAcTpOiLli BHCOKOPIBHEBHMX ILNAPiB €KCTPAKTOpPa O3HAK HAa OCHOBI METACBPHUCTHYHOIO AITOPUTMY
CUMYJIALIT BifNaly 3 METOI0 MAaKCHMAaJbHOTO HaONIDKEHHS A0 TIJI00AJBHOTO ONTUMYMY 3HAUCHHS KOMIUICKCHOTO KPHTEpiro
e(eKTHBHOCTI HABYAHHSI IETEKTOPA.

PesyabTaTn. Pesynbraty, oTpuMaHi Ha BiJKpUTOMY HAaOOpi AaHMX, HiITBEPPKYIOTh MPUIATHICTH 3alIPONOHOBAHUX MOJEINI Ta
ITOPUTMY HAaBYAHHS JI0 MPAKTUYHOIO 3aCTOCYBaHHs. 3alPONOHOBAHMIT METOJ| HaBYaHHA 3abe3nedye 96% TOYHOCTI IETEKTYBaHHS
MaJIOpO3MIpHUX O00’€KTIB Ha TECTOBUX 300paxkeHHs npu BukopuctanHi 500 Hepozmiuenux i 200 po3MivueHHMX HaBYATBHHX
300paKeHb.

BucHoBku. HaykoBa HOBH3HA CTaTTi MONSAra€e B po3poOli HOBMX MOJAENI 1 METOAy HaBYaHHS AETEKTOpa 00 €KTiB, IO
3a0e3MeUylOTh BHCOKOJOCTOBIpHE pO3Mi3HABAaHHA MAaJIOPO3MIpHHX OO0’€KTiB Ha aepoOTO3HIMKAX B YMOBaX OOMEKEHHX
00YHCITIOBANEHUX PECypCiB i MaJloro 00CSATY PO3MIUCHHX HaBYalIbHUX BHOIpok. IlpakTudHe 3HAUCHHS OJEPXKAHHX DPE3YNIbTATiB
pobotu moyiArae B po3poOIii Mojeni Ta alropUTMY HaBYAHHS JETEKTOpa 00 €KTIiB, IO JO3BOJIIIOTH 3HM3UTU BHMOTH N0 0OCSTY
HaBYAJIBHOI BHOIPKH 1 00UNCITIOBAIEHUX PEeCypciB OOPTOBHMI CHCTEMH JIITAIOUOT0 anapara B pe)KMMax HaBUaHHS Ta CK3aMeHY.

KJIFOYOBI CJIOBA: 3pocratounii HeiipoHHUII ra3, 3ropTkoBa Mepeska, OyCTiHT, IeTeKTOp 00’ eKTiB, iHpopMariiHuil KpuTepiii,
CHMYJIALUS BiANIATy, EKCTpEeMaIbHe HaBYaHHSI.
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AHHOTADIUSA

AKTyanabHOCTh. Pa3paboTaHo BBIYHCINTENHEHO MPOCTYIO MOJENb M (PQEKTHBHBIH adropuTM 0O0y4eHHS OOPTOBOH CHCTEMEI
JCTEKTUPOBAHUSI O0BEKTOB Ha MecTHOCTH. OOBEKT HCCIENOBaHHMS — IPOLECC ACTEKTHPOBAHHS Mallopa3MEpHBIX OOBEKTOB Ha
aIPOCHUMKAX B YCIOBHSX OrPaHMYEHHBIX BBIYMCIHMTEIBHBIX PECYpPCOB M HEONPEIEICHHOCTH, OOYCIOBICHHONW MajbiM 00bEeMOM
pa3medeHHON oOydwaromeil BoIOOpkH. [Ipeamer uccienoBaHWs — MOJENb M AITOPHUTM OOYYEHHS MOJEIH Ul JETEKTHPOBAHMS
MaJIOpa3MEPHBIX 0OBEKTOB Ha a3POCHHMKAX.

Heap wucciaenoBanust — pa3paborka 3PQPEeKTHBHBIX MOAENH W METOAa OOY4YEeHHs CHUCTEMbl [IETEKTHPOBaHHS OOBEKTOB
MaJiorabapuTHBIM JIETAIOMIMM alapaToM B YCIOBUSIX OTrPAHMYEHHBIX BBIUMCIUTENBHBIX PECYPCOB U OTPaHMYEHHOro oOBEMa
Ppa3MeueHHOH BEIOOPKH.

MeTtonbl uccaeaoBanus. B pabote npemioskeH yeThIpex TamHbIi anroput™ o0ydeHus AeTekTopa o0bekToB. Ha mepBom arame
IIPOU3BOJUTCS BBHIOOP CBEPTOUHOU HeifpoceTH, npenoOydeHHOM Ha Habope ImageNet, a Taxke BBIOOpP KOJIHUYECTBA CIIOEB, KOTOPHIE
OymyT 1mM03anMCTBOBaHBL. BTOpoii aTam mpemycMaTrpruBaeT OOABJICHHE CBEPTOYHOTO Pa3pesKeHHO-KOAUPYIOIIETO CII0sl, 00y4aeMoro
0e3 yuurens, s (GOPMHPOBAHHS KapThl MPH3HAKOB. [ peanm3aruy BTOPOTO 3Tama pa3paboTaHo MOAM(GHKAIMIO aNrophUTMa
pacTyIiero HeHPOHHOTO rasa, KOTopas 00ecleYnBaeT aBTOMAaTHYECKOE OINpe/ielIeHHe HeOOXOJUMOro KOJIMYecTBa HEHPOHOB M MX
ONTHMAJBHOE pacHpelielieHHe MO0 JAHHBIM. JTO IMo3BoyisieT 3(P(EKTUBHO HCIIONB30BATh HEPa3MEUECHHbIE HAOOPHI JAHHBIX IS
aJlanTaniy BEICOKOYPOBHEBOIO IPH3HAKOBOIO OMMCAHUS K JIOMEHHOH o0nacTu ucrosb3oBanus. Ha TpeTbeM dTame mpou3BOJUTCS
pEIyKIMs BHIXOZHON KapThl MPU3HAKOB IyTe€M NPUMEHEHHsS METOZA ITaBHBIX KOMIIOHEHTH M 00ydeHHe pemraromux npasui. IIpu
9TOM BBIXOZIHAas KapTa NPH3HAKOB CTPOHMTCS ITyTEM KOHKAaTEHAlMM KapT IMPU3HAKOB HIDKHUX YPOBHEH € MAacIITabMpOBaHHBIMHU
KapTaMu IPU3HAKOB BEPXHETO ypoBHs. JaHHBIM MOAXOJ K MOCTPOSHUIO KapThl MPU3HAKOB MPH3BaH OOECHEUHTH IMOBBIMICHHUE
3¢ PeKTHBHOCTH PacIIO3HABAHUS MANIOPa3MEPHBIX OOBEKTOB 3a CUET YBEIMUICHHS KOJIHMYECTBA KOHTCKCTHOH MH(OPMAIN B KAXKIOM
mukcene. [TocTpoenne Momeny kiIaccH(UKAIHHOTO aHAIN3a MIKCENei BEIXOAHOM KapThl IPU3HAKOB MPEAIAraeTcs IPOU3BOIUTh HA
OCHOBE TIPHHIMIOB OycTHHra ¥ HH()OPMAIMOHHO-IKCTPEMATbHOTO MAIIMHHOTO OOydYeHHUs, a IPOTHO3MPOBAHME TPaHMI]
JICTeKTUPOBAHHBIX OOBEKTOB IpEIUIaracTcs peal30BaTh HAa OCHOBE MAIIMHBI JKCTpeManbHOro oOydeHus. Ilocnmemumit stam
aroputMa OOy4eHHs COCTOMT B TOHKOM HAacTpOHKE BBICOKOYPOBHEBBIX CJIOEB OKCTPakTOpa IIPU3HAKOB Ha OCHOBE
METa’3BPHUCTUYECKOTO AITOPUTMa CHMYJISIIIAY OTKHUTa C [EJII0 MAaKCHMAJIbHOTO MPHOIIIDKEHNUS K TTI00aJIBHOMY ONTHMYMY 3HAaUeHHE
KOMIUIEKCHOTO KpHTepHs 3 (HEKTUBHOCTH 00yUCHUSI JETEKTOPA.

Pe3yabTathl. Pe3ynbrarhl, MogyueHHbIE HAa OTKPBHITOM Ha0Ope TAHHBIX, MOATBEP)KIAI0T IPUTOJHOCTD MPEATI0KEHHBIX MO 1
anroputMa OOydYeHHs] K IpaKkTHYecKoMy NpuMeHeHuio. IIpennoskeHHbll amroputm oOydeHus obecrmeunBaeT 96% TOYHOCTH
JETeKTUPOBAHUS MaJOpa3MEpHBIX OOBEKTOB Ha TECTOBBIX M300paxkeHUsX mnpu ucnons3oBaHun 500 HepasmeueHHbIX u 200
pa3MeueHHBIX 00yYaromux H300pakeHNH.

BoiBoabl. Hayunas HOBU3HA CTaThH COCTOMT B Pa3pabOTKe HOBBIX MOJIENH M aNrOpuTMa OOydeHHs JETEeKTOpa OObEKTOB,
00ecreunBaloNMX BEICOKOJOCTOBEPHOE PACHO3HABAHME MAIOPA3MEPHBIX OOBEKTOB HA a9POCHUMKAX B YCIOBUSX OTPAHMYCHHBIX
BEIYHCIUTENBHBIX PECYPCOB M Maloro o0beMa pa3MEUeHHBIX OOydarommx BEIOOpOK. IIpakTudeckas 3HaUMMOCTh PeE3yNIBTATOB
paboTBl cocTOMT B pa3pabOTKe MOJEIH W METoAa OOY4eHHS! AETEKTOpa OOBbEKTOB, ITO3BOJISIONIMX CHH3HTH TPEOOBAHHS K 00BEMY
o0ydaromei BHIOOPKH M BEIYUCIUTEIBHBIM pecypcaM OOPTOBOM CHCTEMH JICTAIOIIETO aIlliapaTa B pexxuMax o0ydeHHs ¥ DK3aMeHa.

KJ/IIOUEBBIE CJIOBA: pactymmii HEHpOHHBIN ra3, CBEpTOYHAsl CEThb, OYCTHHI, JETEKTOp OOBEKTOB, MH(OPMAIIMOHHBIH
KPUTEPHH, CUMYJISALHS OT)KHUTa, SKCTPEeMalIbHOE 00yUYeHHeE.
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