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ABSTRACT

Context. This paper presents a method for solving the problem of product’s quality assurance at the stage of the initial
manufacture process design in accordance with the process-analytical technology for the design of modern certified manufacturing —
QbD. The method uses the information technologies of multivariate statistical analysis (MSA) to evaluate the influence of time
multivariate critical process parameters (CPPs) on the time product critical quality attributes (CQAs). Preparatory transformation of
clusters of critical process (manufacture process) parameters into factors of product critical quality attributes was carried out.

Objective. To disclose the method of multivariate statistical analysis for assessing the character and features of the influence of
time multivariate critical process parameters on time multivariate critical quality attributes at the design stage of the manufacture
process.

Method. The method consistently uses: statistical procedures of exploratory multivariate data analysis; transformation the
homogeneous observed values matrices of CPPs and product CQAs into data frame (table) with factorized data; construction the
regression trees of multivariate CPPs with a multivariate responses (CQAs). The method is implemented the R language packages
software.

Results. Factorized time multivariate CPPs make it possible to use methods of multivariate statistical analysis for evaluating the
influence of CPPs factors on the time multivariate CQAs.

Conclusions. This method of statistical analysis, together with statistical multivariate canonical analysis, represents an up-to-date
information technology for detailed estimation the influence of time multivariate CPPs objects and some CPPs components on
CQAs.

KEYWORDS: quality-by-design, critical quality attributes, critical process parameters, design of experiment, multivariate
statistical analysis.

ABBREVIATIONS NOMENCLATURE
CCA is a canonical correspondence analysis; X is a observations array of random multivariate
CMAS. is a c'ri.tical material attributes; manufacture process variables (CPPs observations);
CPPs is a critical process parameters; Y is a observations array of random multivariate
CQAs is a critical quality attributes; manufacture responses (CQAs observations);
DoE is a design of experiment; i ) ] .
MBSE is a model based systems engineering; X7 is a m-dimensional vector of the j-th
MRT is a multivariate regression trees; (/=1,2,...,n ) observation of m random CPPs;

MSA is a multivariate statistical analysis;
NDI is a non-development item;
NMDS is a nonmetric multidimensional scaling;

Y/ is a k-dimensional vector of the j-th
(j=1,2,...,n) observation of £ random CQAs;

PAT is a process analytical technology; x_ is a m-th component of x/, x/ = (X{sors Xy 5
PCA is a principal component analysis; m _

PDCA 1sa pla.n—do—chec.k—act cycle; Vi is a k-th component of Y’ , Y/ = {ylﬂ”'7yk} ;
QbD is a quality-by-design; )

QFD is a quality function deployment; X/ is a point in the s-dimensional space of attributes:

RDA is a redundancy analysis;

SEMMA is a sample, explore, modify, model, assess
TPQP is a target product quality profile;

VAT is a visual assessment of cluster tendency;

VS is a variables selection. multivariate population at the v-th attribute.

J i j.
X x),..x]

Xf is a gxm (¢g=1,2,..,n) sample from the
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INTRODUCTION

Market conjuncture and increased rivalry objectivity
set the task of developing and improving methods for
ensuring high quality products in stage of the initial
manufacture process design with further management of
the entire production cycle (PDCA, [1]) in accordance
with the TPQP [2].

One of the actual ways to solve this problem is the
QbD methodology [2, 3]. This methodology shifts the
emphasis of product quality assurance towards
information technology of statistical research and
attentive experiment planning at the stage of product
development and manufacture process design. The QbD
concept is a significant transformation in product quality
regulation from an empirical process to a more scientific
and risk-based approach. The QbD concept combines
categories under the general term “critical quality
attributes”: CMAs, CPPs and CQAs with TPQP. In turn,
TPQP determines the quantitative parameters of the
product safety and efficiency [2] and allows them to be
compared with the requirements of standards, as shown in
Fig. 1.

The dependence of product CQAs on CPPs and CQAs
is considered as a quality function: CQAs = F(CPPs).

This quality function is structured according to the main
stages of the QFD [4] manufacture process, for which
critical quality attributes are determine and QbD
principles are applied, as shown in Fig. 1.

As an important tool for QbD, PAT [5, 6] is
considered, which actively uses MSA information
technologies to provide and maintain critical quality
attributes within the standards requirements in the design
space. The results of the data multivariate statistical
analysis of the multifactor experiment at the design stage
make it possible to establish the permissible variability
ranges of CPPs and CMAs based on the extent of
influence on CQAs.

It should be noted that with the strict requirements of
standards (ISO 9001 [7], ISO 22000 [8]) for CMAs, the
influence of CPPs on CQAs is more often considered [5].
In this case, the time multivariate statistical data CPPs
generally have a group/object influence on CQAs and
therefore need a software factorization of the time
multivariate computer format data.

The object of the study is the process of product’s
quality assurance at the stage of the initial manufacture
process design.

In accordance with the abovementioned, the task of
products quality assurance at the stage of the initial
manufacture process design is concretized as the
definition of CPPs and their objects, which significantly
affect on CQAs.

The solution of this problem is proposed to implement
by consistently application of the following MSA
methods:

— Defining the structure and hierarchy of time
multivariate data: CPPs and CQAs;

— Defining of qualitative and quantitative measures of
relations between the formed objects (factors) CPPs and
CQAs;

— Comparison of the results of factor and component
analysis of the influence of time multivariate CPPs on
time multivariate CQAs.

Together with  computer-intensive  information
technologies of statistical canonical analysis [9], the
factorized multivariate data of critical quality attributes
provide additional principal opportunities for multivariate
statistical analysis of the affect of CPPs on CQAs.

The method of Genichi Taguchi is known for solving
this problem by fractional and factored planning of the
experiment with subjective test sets of design parameters
and noise factors. These data form the matrix experiments
using orthogonal arrays [10]. According to the effects of
noise factors, orthogonal design parameters are evaluated
for robustness and analyze possible losses of the quadratic
quality function.

In contrast to this decision, it was suggested to apply
MSA and computer-intensive information technologies
for carrying out a statistical full-factor experiment with
direct factorization of each of the observation tables after
the exploratory data analysis. At the same time, statistical
estimates of multivariate factor analysis are adequately
supplemented by estimates of the component affect of
CPPs on CQAs.

The subjects of studies are informational
technologies for estimating the factor influence of
manufacture CPPs on product CQAs.

Standards
Critical process parameters < > m‘:ﬁ::m'
(CPPs) efficiency...
Critical
Material Unit process operating Critical Qnalliy
Attributes :>(an lntnm.ﬁonne.hmhm> .m:lm > TPQP
M AR} {COAN
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Figure 1 — The relationship between categories of critical quality attributes and TPQP according to the QbD concept
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The proposed method of MSA of the time multivariate
critical quality attributes of manufacture process with the
data factorization is should be considered as the evolution
of the QbD approach of product quality assurance at the
design development stage. The QbD concept and method
are aimed at an experimental study of the influence
degree of CPPs on CQAs.

1 PROBLEM STATEMENT
The statistics of the experiment operates with data
from object-oriented n observations formed into two
arrays of random multivariate variables Xand ¥, X »> Y.
A random variable X potentially determines the

properties of the random variable Y: X 3{Xj },

Y D{Yj } The category X —Y is described by the

quality function of the manufacture process:
COAs = F(CPP,),COAs = {CQAk} .

Formally, the results of monitoring (sampling) of
random multivariate values of X and Y are data of the
QbD development space, but do not represent a
categorized information space of relations X — Y .

To determine and characterize the causal relations in
the information space of the variables X and 7, it is
necessary to inquire into the structure and hierarchy of
observational data X and Y, as well as the qualitative and
quantitative measures of the relations between them.

The problem of solving this task is that empirical
arrays of X and Y data have a computer format in the form
of time interrelated matrices that are not ready for issue.
To conduct multivariate statistical analysis, the X and Y
data arrays must undergo a preparatory processing step in
the form of statistical procedures of exploratory data
analysis, clustering, factorization and interpretation of the
results [11]. In practice, observations of exogenous
variables are not offline, but are groups of related CPPs.
These groups form clusters with an interpreted
dependence of variables for which it is of interest to
estimate the influence on the multivariate responses of the

manufacture process (Y 4 ). It is suggested to cluster the

time random multivariate data CPPs (X 4 ) and identify
them with the influence factors on the multivariate

responses of the manufacture process CQAs (Y )

These operations make it possible to determine the
potential trends and relationships between factorized
observations of variables X and an array of multivariate
responses Y, and also allow MSA to be used to research
dependence X —>Y as a quality function:

CQAs = F(CPR).

2 REVIEW OF THE LITERATURE
The QFD process methodology [4, 12], the methods of
assurance the TPQP with the detailed QbD [2, 5, 13] and
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the risk-oriented process approach [4, 14, 3] — are the
dominants of modern quality management systems [7].

High requirements to product quality and market
competition — lead to the need of products quality
assurance at the QbD development stage [13, 5] at an
decomposition of the quality function (QFD) [4]. An
adequate tool for QbD are the PAT methods [6, 15],
which are based on information MSA technologies.

At the design stage, the PAT methods are focused on
the research of multifactorial relationships between CPPs
and CQAs, exogenous factors and their influence on the
on the final product quality [12, 16].

In [17], an actual systematic review of a large number
of references on the topics of applications of MSA
methods is given. The known methods for determining
the nominal values of CQAs, CPPs and permissible
variation for them offer statistical solutions to the
multivariate VS. The VS statistical methods (essentially
MSA methods) research the contribution of exogenous
factors to the variability of the quality function values (a
multivariate endogenous variable).

Thus, MSA methods create an adequate reasoned
basis for transformation functional requirements into
design parameters and for justification of design
parameters permissible variation [18]. The adequate CPPs
and CMAs are determined on the basis of an reasonable
(standards-oriented) change in the characteristics of the
quality function and the sensitivity of this function to
critical quality attributes.

This problem can be considered from the position of
system engineering [19, 20, 21], when models play a key
role at one or several stages of the development process
and are part of the process design by the MBSE [22]. The
main stages of research and design of the product/process
from the general requirements to the system [21] within
the background of robust design [18] inevitably lead to
the architecture (structure + logic) of the experiment [16,
21, 23]. One of the general trends of this logic is the
decomposition of the quality function (QFD) [3, 4, 18]
using the DoE technology [19], similar to the
methodology of careful experiment planning (QbD) [2, 3,
5] with PAT tools [6].

It is also important to note one of the features of
modern process design, which is the use of NDI
technologies (for example, software packages of MSA
methods on R language) [24].

At the design and experimentation level, this direction
is getting widespread use in connection with the intensive
introduction of information technologies of object-
oriented MSA and the high confidence of engineers in the
developed and tested software packages.

Thus, the review of literature enables to emphasize the
following features of the task:

— the definition of the requirements for methods of
technological approximation to the specified values of
CQAs attributes, as a some quality function of the CPPs
values, is made at the stage of the initial manufacture
process design;
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— the guaranteed and certified product quality at the
hierarchical level of the initial manufacture process
design is achieved by computer-intensive information
MSA technologies of manufacture process and products
in the multivariate space of design parameters.

3 MATERIALS AND METHODS
To ensure the standardized quality of products on the
initial manufacture process design, the task is to
determine from the data of n observations the m CPPs —

{xl,...,xm} and their objects (factors) that significantly

affect on & CQAs of product — { Pees yk} multivariate

Pprocess responses.

The cluster analysis methods combine samples X’ of
the observable data set into groups of objects that are in
some sense homogeneous and called clusters or classes,
as shown in Fig. 2.

Suppose that each of the observations X7 is given as

a point — X v] in the s-dimensional space of attributes:
le , ij - ij . The set of these points can be treated as a

sample gxm - Xf (¢=1,2,...,n — the number of

observations corresponding to the v-th attribute) from the
multivariate population at the v-th attribute.

A number of observations of the g-th attribute form an
object (cluster), which is a factor of the homogeneous

affect of ¢ observations on CQAs. Some observations ¥/
are grouped into objects by this attribute by conducting a
constrained ordination. Based on the results of such an
analysis, a diagram is constructed — an “ordination three
plot”, which shows the variability of the CQAs with
relation to the two CCAI-CCA2 (canonical
correspondence axis) projection axes and the statistical
relationships with each critical process parameter —

(%, |

The research used partitioning algorithms of the R
language that decompose the data set of n observations
into s clusters with previously unknown parameters. This
algorithms searches for centroids, i.e. the centers of points

concentration with the minimum scatter within each
cluster as far as possible from each other and with the
verification of clustering quality [11].

The interrelation between the components of
multivariate data of X and Y arrays was established under
the multivariate statistical canonical analysis with the
means of software packages of the R language [11]. In
particular, the mathematical apparatus of multivariate
canonical ordination was used: RDA, CCA and NMDS.

These methods are positioned as an extension of
multivariate statistical regression analysis in modeling the

multivariate response of the manufacture process (Y7 ) to
the multivariate value of the critical process parameter
(X7).

Thus, the sequence of performing statistical
procedures for clustering and factorization of multivariate
data CPPs and CQAs creates a model of a statistical full-
factor experiment that is realized by methods of
multivariate statistical causal analysis.

4 EXPERIMENTS
In the case under consideration, the experiment
assumes the study of cause-effect or causal dependencies.

To determine the causal relationships of multivariate X J

and ¥/ variables, three conditions must be fulfilled [25]:
1. The events and facts related with a X* variable

must precede events and facts related with a ¥ J variable.
2. The variation of the X’ variable must be

accompanied by a variation of the Y/ variable.
3. The influence of the third variable, which implies
an alternative explanation to empirical observations and a

statistically confirmed relationship between X / and Y/
should be excluded.

Thus, is proposed a scheme of the experiment in the form
of a sequence of actions above multivariate observational
data as critical attributes of the quality of the manufacture

process:

vyl y2 y3 y4 yﬁ.n

4

(Clusters — Factors |

x1 x2 x3x4x§_- XIm

o

Figure 2 — Formation of factors of time multivariate data X’ and ¥’
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1. The carrying out an exploratory analysis of
exogenous variables data: determination of correlated
variables, estimation of clustering tendency.

2. The carrying out of clustering of the constrained

values ( X7 ) and quality estimation of this clustering.
3. The transformation of random multivariate

homogeneous arrays (data frames) of variables X /" and

Y’ into data frames with factor variables.
4. The carrying out and estimating of unconstrained

ordination of responses Y’ and constrained ordination of

responses Y7 by factors of exogenous variables X~ .
4a. The comparison of the results of unconstrained

and constrained ordination of multivariate responses Y’
(without and with affect the factors of exogenous

variables X7).
4b. The comparison of estimates the constrained

ordination of the responses Y’/ with the canonical
analysis by CCA and NMDS methods.

4c. The formation of the MRT of an exogenous X
variables array with a multivariate responses Y.

5. The estimation the MSA results of the relations
between an array of exogenous variables X and an array
of multivariate responses Y.

In general, this algorithm corresponds to the SEMMA
methodology [26] for determining physical regularities at
statistical analysis. SEMMA focuses on structuring
processes (such as QFD), as well as applying statistical
analysis and visualization of results at each stage of the
design process and gives the researcher the freedom to
choose the concept and implementation of explore.

5 RESULTS
The results correspond to the multivariate statistical
analysis of time-data arrays of predictors X and responses Y
specified in the form of uniformly distributed random

Principal component X

o @
-7 [
b1
_ £
2 o 3

o o |
m L]
e >
(=] Q
=
. ]
o
9 2
S L

Comp.1 Comp2 Comp3 Comp4 Comp5 Comp6
a

values of the design space within the ranges specified in
standards.

The exploratory data analysis was used for descriptive
statistics of sample properties. This analysis included:
processing and systematization of empirical data, visual
presentation of multivariate data in the form of tables and
graphs, as well as quantitative characteristics of the basic
statistical parameters. Estimation of the weight or variable

importance of predictors X7 and their tendency to
clustering, taking into account the low multicollinearity,
was evaluated using the principle components analysis
and VAT, as shown in Fig. 3a.

The search for an optimal scheme for combining
predictors into clusters was performed by permutation of
multisets at various combinations of the groups number,
distances metrics and clustering methods using 30 quality
parameters (indices).

Based on the results of the calculations, the optimal
number of clusters was chosen, as shown in Fig. 3b.

The operation of transforming homogeneous arrays of
numerical variables X and Y into tables with factor
(cluster) attributes was performed by identifying the
x/

factor with the cluster of observations and

corresponding group of multivariate responses ¥ .

As a result, tables (data.frame) with factorized data
arrays X and Y were formed, as shown in Fig. 2.

Unlike  unconstrained  ordination, constrained
ordination allows to connect variability of multivariate

values of responses Y7/ with affect of predictors X7 .

In Fig. 4 shows the ordination of the multivariate
response components Y on the principal components
plane (unconstrained ordination) and the distribution of
these values over the objects of the X array factors on the
principal components plane (constrained ordination).

Optimal number of clusters -k =2

Number of clusters k
b

Figure 3 — The result of estimating the weight of the predictor components X /" _a. The result of determining the optimal
number of clusters according to the estimates of different indices — b
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An unconstrained ordination analysis of responses
matrix Y makes it possible to obtain a mapping in the
orthogonal coordinate system of only some particular
structural features of the research data array in the form of
graphic projections of the components of multivariate

response Y’/ on the principal components plane, as
shown in Fig. 4a.

In the diagram of Fig. 4b shows the grouping of
observations by factor characteristics on the background

(dashed lines)

associated with the eigenvectors of the X array (ordination
three plot).

Note, that the use of PCA-ordinance is a method of
smoothing random data fluctuations and contributes to the
construction of more stable (robust) cluster structures.
The practice of direct ordination allows combining the
operations of hierarchical formation of objects on the
separating predictors of the X array with the projection of
multivariate data of responses array Y into the space of the
principal components.

To assess the component relationship of two arrays of
multivariate variables X and Y, used statistical canonical
ordination procedures: CCA and NMDS.

of the explanatory components x

Variables factor map (PCA)

1.0

Dim 2 (28.05%)
05 00 05

-1.0

|
i
i
i
i
|
T T T f T T T
0

Dim 1 (4983%)

a

To represent the results of NMDS, when the least
distorted distance metric between the two-dimensional

projections of the Y’ values on the principal component
axis is determined. This distance metric is determined by
the Spearman correlation coefficient for each of the

variants of the distance metric in the ¥’ response spaces

and predictors X J
The NMDS results: the projections of the response

Y/ values on the ordinate axis NMDS1-NMDS2 and the
relations with the components of predictor variables x

are shown in Fig. 5.

At constructing of regression trees of an exogenous
variables array X with multivariate responses Y (MRT),
the task of estimating the affect of the components of

exogenous variables x ~on the common variability of the

components of the multivariate response Ve is solved, as

shown in Fig. 6.

Figure 4 — Diagrams of unconstrained ordination — a and constrained ordination — b of the array of responses Y on principal
components plane (PCA)

0.05

NMDS2
0.00

-0.05

NMDS&1

Figure 5 — The ordinance results of the response values Y’ 7" on the NMDS1-NMDS?2 axis and the relations

with the predictors components x,
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Figure 6 — MRT with multivariate response Vi for clusters of

an array of exogenous variables X

MRTs are formed as a result of a recursive operation
of dividing the rows of the responses data array Y into
homogeneous subsets using an array of exogenous
variables X as the separating parameters.

MRTs provide visualization of the effect of the

components of exogenous variables x, on the formation

of an array of multivariate responses Y and show which
components of the array initiate the decomposition of the
researched population Y in the tree nodes and determine
the composition of the formed objects Y.

The results demonstrate the great potential of MSA at
the analysis of time multivariate data for a practical
application of products quality assurance at the stage of
the initial manufacture process design.

6 DISCUSSION

The article presents the results of the research at the
design stage of the manufacture process, during which a
multivariate statistical analysis of the cause-effect
relationships between the variability of the critical quality
attributes and the action of certain factors identified with
the critical process parameters. The study contains
elements of exploratory, descriptive and analytical
statistical analysis.

The evaluation of the x predictors variable

importance and the tendency to clustering the X array,
taking into account the possible multicollinearity of the
components x ., were estimated using the PCA-method

and visualization of the trends formation of clusters
(VAT).
The PCA-method yields the

contribution of each component x (Com.m) to the

relative expected

common data variation, as shown in Table 1.

Note that all components of a multivariate X array are
characterized by an almost equal contribution
(proportions of variance 16.6%) to the expected
distribution and together they give a common contribution
of 100%. The clustering tendency available in this test is
characterized by Hopkins statistics (0.5087), which shows
a moderate tendency to form clusters at a random
distribution of data.
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Table 1 — The expected contribution of components x, to the

common variation of the X data array

Comp. | Com.l | Com.2 | Com.3 | Com4 | Com.5 | Com.6
Param.
Standard 1.15 1.02 0.99 0.97 0.937 0.84
deviation

Prop-n of | 0.22 0.17 0.16 0.15 0.14 0.12
variance

Cum-ve 0.22 0.40 0.57 0.73
prop-n

0.878 1.00

The criterion for the effectiveness of clusterization is
based on the metric hypothesis of compactness. If it is
possible to find such a division of observations into
groups that the distances between observations from one
group (intra-cluster distances) will be less than a definite
value € >0, and between observations from different
groups (cross-cluster distance) — bigger than & and
therefore clustering is successful.

According to this criterion, the results of assessing the
quality of clustering according to the Zagoruiko test for
clusters of an array of multivariate data X were obtained
(Fig. 3b), as shown in Table. 2. In Table 2 on the main
diagonal are located average intra-cluster distances, which
are smaller than the cross-cluster distances (off-diagonal
elements of the table), that indicates the possibility of
division the value space of an X array into two clusters.

Table 2 — The quality data of clustering estimation by the
Zagoruiko test

Cl. dist CL. dist. 1 CL. dist. 2
No
1 3.044665 3.623451
2 3.623451 3.009617

The operation of transforming a homogeneous table of
endogenous variables observations Y into a table with
factor variables was carried out after research the
characteristics of this array.

The results of the projection in the principal
components orthogonal coordinate system of some
features of the internal relation of the multivariate
response array components Y (unconstrained ordination)
are shown in Table 3.

Table 3 — The results of unconstrained ordination of the data Y
array on the principal components axis

Dim. | Dim. 1 Dim. 2 Dim. 3
Y
vl 43.56287 | 10.7237730 | 45.71336
2 8.30943 88.6417708 | 3.04880
3 48.12770 | 0.6344562 51.2378

From Table 3 that the components of the responses
array y, in value of their contribution to the components

of the decomposition Diml1, Dim2, Dim3, the factors do
not form and have a weak correlation. The unconstrained
ordination is limited only to an estimate of the distribution
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of the elements y on the principal components plane

and the interpretation of the contribution of each
component. The constrained ordination allows to establish
correspondence the variability of multivariate values of

responses Y/ with affect of exogenous variables x .

The constrained ordination of the responses array (Fig.
4b) is shown against the background of the components
(dotted lines) and corresponds to relation the internal

features of responses ¥’ with the factorized effects of the
critical process parameters X’ . The location of responses

Y’ in both factor objects indicates a weak correlation of
the components Vi and the predominance of random

affects of the components x ~on the response

components variability Y7 . This fact makes it necessary
the research of the component influence of predictors x

on the variability of the components of a multivariate

dependent random variable Y” . The predominance result
of the influence the random constituent of the predictors

variability x ~on the components of multivariate

responses Y7 is confirmed by the NMDS of projections
of the array values Y on the ordinate axis NMDSI-
NMDS2.

The NMDS method is most applicable for data arrays
with a significant influence of random or unaccounted
factors, as in the case under consideration.

The results of application of the NMDS method are
summarized in Table 4.

Table 4 — The NMDS results of the response array Y on the
NMDS1-NMDS2 axis and the relations with the predictors x,

MDS | NMDSI | NMDS2 2| PrCr)
X

xl 0.48665 | 0.87360 | 0.0329 | 0.201
x2 —0.33369 | —0.94268 | 0.0292 | 0.239
X3 0.97049 | —0.24114 | 0.0213 | 0.327
x4 0.06534 | —0.99786 | 0.0087 | 0.665
x5 0.99269 | —0.12071 | 0.0010 | 0.960
x6 —0.71850 | —0.69552 | 0.0024 | 0.900

From Table 4 it follows that with a low statistical

significance of the influence of exogenous variables x

on the responses Y J , there is a high correlation of some
components x with the ordinate axes (for example, x5
with NMDS1 and x4 with NMDS2).

At interpreting (Fig. 5), it should be borne in mind that
the result of the nonmetric scaling of multivariate

responses Y’/ is imposed on the components of

exogenous variables X which situated depending on
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their calculated correlation coefficients with the ordinate
axes NMDS1-NMDS2.

From Fig. 5 that the NMDS model, even with a small
number of multivariate data components X and Y, gives
only a conditional idea of the affect of exogenous

variables x, on the responses Y7 .

The detailing impact of the components x is usually
performed by projection on the constrained ordinance of

the responses Y7 of isolines contours of the smoothed
components x of the data array X. Note, that with

increasing number of components, as well as with a weak
tendency to clustering of X and Y array values, the
analysis becomes more complicated.

At the final stage of the analysis, an MRT of an array
of exogenous variables X with a multivariate response Y
was formed, as shown in Fig. 6. For this MRT, “leaves”
are clusters of objects Y with minimal differences between
points in a multivariate space within each cluster. Note,

that in order to explain the effect of variables x ~on

responses Y7 the MRT software package has the option
of selecting a various number of clusters. For this MRT
(Fig. 6), the dividing variable is the component x6, which
forms equivalent clusters with an almost equal number of
observations (47 and 53) at the absence of explicit

dominance of the components Y-

The discussion shows that the experimental data of the
computer format require processing, analysis and
interpretation procedures that determine the potential
trends and dependencies between unit components and
objects of the time multivariate data for the purpose of
practical interpretation at the stage of the initial
manufacture process design.

CONCLUSIONS

The idea of design a quality function of the
manufacture process at each of QFD stages in order to
obtain predictable values of the attributes of the product
critical quality at variability of the critical process
parameters values within the tolerances is realized using
the multivariate statistical analysis methods.

The scientific novelty of obtained results is that the
MSA method uses the preparatory transformation of
clusters of critical process parameters of manufacture
process into factors of product critical quality attributes is
carried out.

This method is used under statistical experiments with
multivariate arrays of critical quality attributes of
computer format to products quality assurance at the stage
of the initial manufacture process design.

The researches results are consequence of combining
the causal methods of multivariate statistical analysis that
allow to obtaining the numerical characteristics with an
adequate practical interpretation of the influence the
critical process parameters on the product critical quality
attributes.
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The prospect of further research consists in the

synthesis or application of robust design methods to
provide standard values of product critical quality
attributes that are resistant to the affects of various
environmental factors and to the variability of critical
process parameters.

11.

12.

13.

REFERENCES
Deming W. E. Out of the crisis, Cambridge, Mass:
Massachusetts Institute of Technology, Center for Advanced
Engineering Study, Cambridge: Cambridge University Press,
1986, 507 p.
Lionberger R. A., Lee S. L., Lee L. M., Raw A., X. Yu.
Lawrence Quality by Design: Concepts for ANDASs, American
Association of Pharmaceutical Scientists journal. Jun. 2008,
10(2), pp. 268-276. DOI: 10.1208/512248-008-9026-7
ICH Q8. Pharmaceutical Development. [Electronic resource].
Access mode:
http://www.ich.org/products/guidelines/quality/quality-
single/article/pharmaceutical-development.html
Eshan S. J. A Case Study on Quality Function Deployment
(QFD), [International Organization of Scientific Research
Journal of Mechanical and Civil Engineering (IOSR-JMCE),
Nov-Dec, 2012, Volume 3, Issue 6, pp. 27-35.
https://doi.org/10.9790/1684-0362735
Zhang L., Mao S. Application of quality by design in the current

drug development, Shenyang Pharmaceutical University,
Wenhua Road, Shenyang, China: Asian journal of
pharmaceutical sciences, 2017 (12), No.103, pp. 1-8.

https://doi.org/10.1016/j.ajps.2016.07.006

Guidance for Industry PAT A Framework for Innovative
Pharmaceutical Development, Manufacturing, and Quality
Assurance. [Electronic resource]. Access mode:
http://www.fda.gov/cder/OPS/PAT.htm

ISO 9001: 2015. Quality management systems. [Electronic
resource]. Access mode:
https://www.iso.org/standard/62085.html

ISO 22000: 2005 Food safety management systems. [Electronic
resource]. Access mode:
https://www.iso.org/standard/35466.html

Legendre P. Short course on Advanced spatial ecology.
Research Center of Plant Ecology and Biodiversity
Conservation, Institute of Botany, Chinese Academy of Sciences,
1-5 July 2006, pp. 575-600. [Electronic resource]. Access
mode:
http://biol09.biol.umontreal.ca/PLcourses/Legendre Canonical.
pdf

. Rao S., Samant P., Kadampatta A., Shenoy R. An Overview of

Taguchi Method: Evolution, Concept and Interdisciplinary
Applications, International Journal of Scientific & Engineering
Research, October 2013, Vol. 4, Issue 10, pp. 621-626.
[Electronic resource]. Access mode:
https://www.ijser.org/onlineResearchPaperViewer.aspx?An-
Overview-of-Taguchi-Method-Evolution-Concept-and-
Interdisciplinary-Applications.pdf

Coghlan A. A Little Book of R For Multivariate Analysis,
Release 0.1, February 19 2017, 47 p. [Electronic resource],
Access mode: http://a-little-book-of-r-for-time-
series.readthedocs.org/

Food and Drug Administration. Final Report on Pharmaceutical
cGMPs for the 21st Century. A Risk Based Approach.
[Electronic resource]. Access mode:
https://www.fda.gov/downloads/drugs/developmentapprovalpro
cess/manufacturing/questionsandanswersoncurrentgoodmanufac
turingpracticescgmpfordrugs/ucm176374.pdf

[Kannissery P., Tahir M. A., Charoo N. A., Ansari S. H., Ali
J.]JPharmaceutical product development: A quality by design

© Havrylko Ye. V., Kurchenko O. A., Tereshchenko A. 1., 2019
DOI 10.15588/1607-3274-2019-1-16

14.

15.

16.

17.

19.

20.

21.

22.

23.

24.

25.

26.

of  Pharmaceutical
pp. 129-138. DOI:

approach,  International  Journal
Investigation, Jul-Sep 2016, 6(3),
10.4103/2230-973X.187350.

ISO 31000 Risk management. [Electronic resource]. Access
mode: https://www.iso.org/iso-31000-risk-management.html
Guidance for Industry. PAT — A Framework for Innovative
Pharmaceutical Development, Manufacturing, and Quality
Assurance. [Electronic resource]. Access mode:
https://www.fda.gov/downloads/drugs/guidances/ucm070305.p
df

Mohamed 1. Progressive Modeling: The Process, the Principles,
and the Applications, Procedia Computer Science, 2013, Vol.
16, pp. 39-48. https://doi.org/10.1016/j.procs.2013.01.005
Araujo F., Pimentel P., Fogliatto F. S. Variable selection
methods in multivariate statistical process control: A systematic
literature review, Department of Industrial Engineering,
Federal University of Rio Grande do Sul, 90035-190 Porto
Alegre, RS, Brazil, Computers <& Industrial Engineering.
January 2018, Vol. 115, PD- 603-619.
https://doi.org/10.1016/j.cie.2017.12.006

. Gohler S. M., Husung S., Howard T. J. The Translation between

Functional Requirements and Design Parameters for Robust
Design, Procedia College International pour la Recherche en
Productique  (CIRP), 2016, Vol. 43, pp. 106-111.
https://doi.org/10.1016/j.procir.2016.02.028
Gausemeier J., Gaukstern T., Tschirner C. Systems Engineering
Management Based on a Discipline-Spanning System Model,
Procedia Computer Science, 2013, Vol. 16, pp. 303-312.
https://doi.org/10.1016/j.procs.2013.01.032
MacCalman A., Kwak H., McDonald M., Upton S. Capturing
Experimental Design Insights in Support of the Model-based
System Engineering Approach, Procedia Computer Science,
2015, Vol. 44, pp- 315-324.
https://doi.org/10.1016/j.procs.2015.03.030
Kaiser L., Bremer C., Dumitrescu R. Exhaustiveness of Systems
Structures in Model-Based Systems Engineering for
Mechatronic Systems, Procedia Technology, 2016, Vol. 26, pp.
428-435. https://doi.org/10.1016/j.protcy.2016.08.055
Mac Calman A., Lesinski G., Goerger S. Integrating External
Simulations Within the Model-Based Systems Engineering
Approach Using Statistical Metamodels, Procedia Computer
Science, 2016, Vol. 95, pp- 436-441.
https://doi.org/10.1016/j.procs.2016.09.309
Lemazurier L., Chapurlat V., Grossetéte A. / An MBSE
Approach to Pass from Requirements to Functional
Architecture, International Federation of Accountants (IFAC)-
Papers OnLine, July 2017, Vol. 50, Issue 1, pp. 7260-7265.
https://doi.org/10.1016/j.ifacol.2017.08.1376
Clement S., Register A., Wise R. Key Enablers for Leveraging
Non-Development Items in a System, Procedia Computer
Science, 2015, Vol. 44, pp. 164-173.
https://doi.org/10.1016/j.procs.2015.03.009
Cohen J., Cohen P., West S. G., Aiken L. S. Applied multiple
regression/correlation analysis for the behavioral sciences.
Mahwah, New Jersey, US: Lawrence Erlbaum Associates
Publishers, Third Edition, 2003, 703 p-
https://doi.org/10.1177/019394598000200320
Azevedo A., Santos M. F. KDD, SEMMA and CRISP-DM: a
parallel overview, IADIS European Conference on Data
Mining, Amsterdam, the Netherlands 22-27 July 2008,
Proceedings of the IADIS European Conference on Data
Mining, 2008, pp. 182-185. [Electronic resource]. Access
mode:
https://pdfs.semanticscholar.org/7dfe/3bc6035da527deaa72007a
27cef94047a719.pdf
Received 14.06.2018.
Accepted 01.10.2018.

175



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2019. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 1

YK 004.94:658
METOJ BATATOBUMIPHOI'O CTATUCTHYHOI'O AHAJII3Y YACOBHUX BAT'ATOBUMIPHUX KPUTUYHHUX
ATPUBYTIB AKOCTI NPOLIECY BUPOBHUITBA 3 ®PAKTOPU3ALIEIO JAHUX

T'aBpuako €. B. — 1-p TexH. Hayk, npodecop Kadeapr KOMI IOTepHOI imxkeHepii, Jlep>kaBHUH yHIBEpCUTET TeIeKOMYyHIKamii,
Kuis, Ykpaina.

Kypuenko O. A. — xaHA. TeXH. HayK, JOLEHT, 3aBilyBad Kadenpu ynpasiiHHs iHpOpMaLiiiHOIO Ta KiOEPHETHYHOIO Oe3IeKolo,
JepxaBHuil yHiBepCHTET TeneKkoMyHikarii, Kui,Ykpaina.

Tepemenko I. B. — kanxa. TexH. HayK, JIOLEHT, AOUEHT Kadenpu iHpokoMyHiKaniiiHOl imKkeHepil, XapKiBCbKUi HaI[iOHATbHUN
YHIBEPCUTET PadioeNeKTPOHIKH, XapKiB, YKpaiHa.

Tepemenko A. I. — acmipanT xadenpu ynpasiiHHS iHPOPMAIiHOIO Ta KiOepHETHYHOIO Oe3MeKoro, JlepkaBHUN yHIBEPCHUTET
TesnekoMyHikaiit, Kuis, Ykpaina.

AHOTAIIA

AKTyasIbHiCTB. Y CTaTTi 3ampONOHOBAHO METOA PO3B’S3aHHS 3amadi 3a0e3MedeHHs SIKOCTI NMPOAYKIIl Ha eTami MepBHHHOTO
MIPOEKTYBAHHS IPOLECY BHPOOHHMLTBA BiINOBIZHO O aKTyaJbHOI HMPOLECHO-aHAJITUYHOI TEXHOJIOTI] KOHCTPYIOBaHHS Cy4YacHHX
cepTU(IKOBaHUX BUPOOHHUITB — «SIKICTh yepe3 an3aitn» (QbD). O6’ekToM JOCIIHKEHHS € Mpoliec 3a0e3NeYeHHs SKOCTI IPOAYKTY Ha
paHHIX eramax HPOeKTyBaHHsA. MeToJ BHKOPHCTOBYE iH(oOpMaLiiiHi TexHomorii 6araTOBUMipHOrO CTAaTUCTHYHOrO aHamizy MSA
(Multivariate Statistical Analysis) [Is OLIHKH BIUIMBY YaCOBHX 0araTOBUMIPHUX KPHUTHYHUX MapameTpiB Mpolecy BUPOOHHUITBA HA
4acoBl aTpuOyTH KPUTHYHOTO SKOCTI MpoAykTy. IIpoBoamThcs TpaHCOpMAIlsl KIACTEPIB KPUTHYHHX IapaMeTpiB MpoLecy
BHPOOHUIITBA B YUHHUKU KPUTUIHUX aTPHOYTIiB SIKOCTI MPOAYKTY.

Metoa. MeTox NOCIIIOBHO BHKOPHCTOBYE: CTaTHCTHYHI IPOIEIypH PO3BIAYyBAaILHOTO aHaNi3y OaraTOBUMIPHUX NaHHX;
TpaHc(OpMamilo OJHOPIAHMX MATPUIb 3HAYEHb CIIOCTEPEXEHb KPUTHYHHX MapaMeTpiB BHPOOHHYOTO IPOIECY 1 KPUTHYHHUX
aTpuOyTiB SKOCTI NMPOXYKTY B TaOmuui 3 (aKTOpi30BaHMMH JaHMMH; IOOYIOBY JiepeB perpecii 0araTOBUMIpHHX KPHUTHYHHX
rapaMeTpiB Iporecy BUPOOHUITBA 3 0araTOBUMipHUM BiAryKOM. MeToJ peanizoBaHHi 3a JOIOMOTOI0 IPOrpaMHMX MakeTiB MOBH R.

PesynbraTn. dakropizoBaHi 4acoBi OaraTOBHMIpHI KPHUTHYHI aTpuOyTH SIKOCTI Mpolecy BHPOOHHMITBA HAJalOTh JOJATKOBI
CTyMeHi cBOOOM BUKOPHCTAHHSI METO/IB 0araTOBUMIPHOIO CTATUCTUYHOTO aHaIi3y /Ul OLIHIOBAHHS BIUTHBY (DaKTOPIB KPUTHUHHX
rmapaMeTpiB BUpPOOHUYOTO TPOLIECY Ha YAaCOBi OaraTOBUMIpHI KpUTHYHI aTPHOYTH SKOCTi IPOIYKTY.

BucHoBKH. 3anpOIIOHOBaHUI METOJI CTaTHCTUYHOTO aHAJI3y MPEICTaBIIsIE aKTyalbHY iHQOPMAIIfHY TEXHOJOTIIO IETaIbHOTO
OLIIHIOBAaHHS BIUIMBY OO’€KTIB 4YacoBMX 0araTOBHMIpHHMX [aHUX KPUTHYHHUX IapaMeTpiB IIPOIECY BHPOOHHITBA i OKPEMHX
CKJIQJIOBHX HA KPUTUYHI aTPHOYTH SIKOCTI IIPOJYKTY.

KJIOYOBI CJIOBA: sxicte uepe3 1M3aifH, aTpuOyTH KPUTHYHOI SIKOCTi, KPUTHYHI IapaMeTpu IpoLecy, IU3aiH
EKCIIEpUMEHTY, 0araTOBUMIpHUI CTaTUCTUYHHN aHaIi3.

YK 004.94:658

METOJ MHOI'OMEPHOTI'O CTATUCTUYECKOI'O AHAJIN3A BPEMEHHBIX MHOI'OMEPHBIX KPUTHYECKHUX
ATPABYTOB KAYECTBA IMPOIIECCA IMTPOU3BOJICTBA C ®PAKTOPUSAILIAEN JAHHBIX

I'aspuako E. B. — n-p TexH. Hayk, mpodeccop kadeapsl KOMIBIOTEpPHOW WH)KEHEpHH, [ OCyIapCTBEHHBIH YHUBEPCHTET
TenekoMMyHuKanuit, Kues, Ykpauna.

Kypuenko O. A. — xaHJ. TexXH. HayK, JOIEHT, 3aBeAyIOMuil kKadenpoil ynpasieHuss MHGOPMANUOHHOW M KHOEPHETHYECKOH
0e30macHOCTEI0, ['ocyJapcTBEHHBIH YHIUBEPCUTET TeIeKOMMYHUKanuid, Kues, Ykpanna.

Tepemenko M. B. — kaHn. TexH. HayK, JOLEHT, IOLEHT Kadeapsl MHOOKOMMYHHMKAILIMOHHOH HHXKEHEpHH, XapbKOBCKHN
HallMOHAJIBHBIN YHUBEPCUTET PAAUOIEKTPOHUKH, XapbKoB, YKpanHa.

Tepemenko A. WM. — acnupant kadeapbl ynpasneHus HHOOPMALMOHHOW U KHOEPHETHUECKOW Oe30MacHOCThHIO,
T'ocynapcTBeHHBIN YHUBEPCUTET TelleKOMMYHUKauii, Kues, YkpanHa.
AHHOTAIUA

AKTYaJIBHOCTB. B cTaThe Npe/yioKeH METO/ pelleHHs 3aJa4l 00ecreyeHnsl KauecTBa MPOAYKIHN Ha JTale IepBOHAYAIbHOTO
NIPOEKTHPOBAHUS ~ IIpoIecca IIPOM3BOJACTBA B COOTBETCTBHHM C AaKTyaJIbHOH IIPOLECCHO-aHATUTHYECKOH TEXHOJIOrHeit
KOHCTPYHPOBAHHUSI COBPEMEHHBIX CEPTH(QHIMPOBAHHBIX MPOU3BOJICTB — «KadecTBO uepe3 ausaii» (QbD). O6bexToM Hccae0BaHus
SIBJISICTCS] TIpoLiecC O0ecIeyeH sl KayecTBa IPOAYKTa Ha paHHHUX JTarax MPOEKTHPOBaHHS. MeToa HMCIoib3yeT MHPOPMAlOHHBIE
TEXHOJIOTHH MHOTOMEPHOI0 cTaTucTuueckoro ananmmsza MSA (Multivariate Statistical Analysis) Uil OLEHKH BIHSHHS BPEMEHHBIX
MHOI'OMEPHBIX KPHTHYECKHX MapaMeTpoB Ipolecca MPOU3BOJICTBA HA BPEMEHHbIE aTPHOYThl KPUTHYECKOIO KauecTBa MPOAYKTA.
ITpoBoautcs TpaHchopMaIys KIACTEPOB KPUTHYECKHX MAapaMeTpoB MHpoliecca MPOU3BOJICTBA B (haKTOPbI KPUTHUYECKUX aTPHOYTOB
KauecTBa MPOIYKTa.

Metoa. Meroq IOCIEIOBATEILHO HCIOJb3YET: CTAaTHCTHYCCKHE IIPOLEIYPBl pa3BE/bIBATEIBHOIO aHANH3a MHOTOMEPHBIX
JaHHBIX; TPAHCHOPMALIMIO OTHOPOAHBIX MATPHIl 3HAUCHUH HAOJIIOICHUH KPUTHYECKUX NTapaMeTPOB ITPOU3BOICTBEHHOTO IIpoLecca 1
KPUTHYECKUX aTpUOyTOB KadecTBa IPOMYKTAa B TAONMIBI C (AaKTOPU30BAHHBIMH [aHHBIMHU; IIOCTPOCHHE JIEPEBHEB PErpeccHU
MHOTOMEPHBIX KPUTHUYECKUX IapaMeTpPOB IIPOIecca NPOHM3BOJCTBA ¢ MHOTOMEPHBIM OTKJIMKOM. METOJ peann3oBaH C MOMOIIBIO
IPOrPaMMHBIX TAKETOB s3bIKa R.

PesyabTatel. DaxkTopu30BaHHBIE BpPEMCHHBIE MHOTOMEPHBIE KPUTHYECKHE aTPHOYTHI KadecTBa Ipolecca IPOU3BOACTBA
HPEIOCTABIISAIOT JIONOJHUTENIBHBIE CTEHEHH CBOOOABI HCHOJIB30BAHUS METOJOB MHOTOMEPHOIO CTAaTUCTHYECKOrO aHajim3a JULL
OLICHKH BIUSHUS (PAKTOPOB KPUTHYECKUX IapaMeTPOB IPOM3BOACTBEHHOTO IPOILEcca Ha BPEMEHHbIE MHOTOMEPHBIE KPUTHUYECKHE
aTpuOyThl Ka4yecTBa MPOLYKTA.

BbiBoabl. IIpensoskeHHBIH METOJ CTATUCTHYECKOTO aHallM3a IPEJICTaBiIeT aKTyaJbHYH HH()OPMALMOHHYIO TEXHOJOTHIO
JIeTaJIbHON OLICHKH BIMSHHS OOBEKTOB BPEMEHHBIX MHOTOMEPHBIX JaHHBIX KPHUTHUYECKHX IapaMeTpoB IPOIecca MPOHM3BOJACTBA U
OTHENBHBIX COCTABIIIOIINX HA KPUTHUECKUE aTPUOYTHI KauecTBa IPOYKTa.
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