e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2019. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 1

UDC 004.057.4:004.051

ANALYTICAL MODEL OF RANDOM MULTIPLE ACCESS PROTOCOL
PREDICTIVE P-PERSISTENT CSMA

Dadenkov S. A. — PhD, Associate Professor at the Department of «Automatics and telemechanicsy», Perm National
Research Polytechnic University, Perm, Russia.

ABSTRACT

Context. New model and quantification method of probable and time characteristics of information-control network with carrier
sense random multiple access protocol and predicting network load of predictive p-persistent CSMA had been created. The object of
the research was the process of information exchange in Fieldbus-networks LonWorks, BacNet with the analyzed protocol.

Objective. The aim of the research is to increase the accuracy of quantitative estimates of the characteristics of time and delivery
reliability of information messages in the network with the analyzed protocol.

Method. The method of probability theory has been used there to solve the problem of creating a new correct model. The analy-
sis of the functioning principles of the predictive p-persistent CSMA protocol is performed and the parameters influencing its work
are set (on the example of the LonTalk stack). A graph of states and transitions of the protocol model describing the principles of
transmission of information messages over a network with a software communication medium, considering the allocated significant
network and protocol parameters. A method for calculating the graph is offered and new analytical relations are obtained to estimate
the main model probabilistic and temporal characteristic: the average delay time of message transmission, the average load of the

communication channel, the probability of successful/unsuccessful transmission and data loss in the network.

Results. The developed model and method of quantitative assessment of probabilistic and temporal characteristics of data trans-
mission in a network with multiple access protocol predictive p-persistent CSMA. The results are mostly differ from analogs by cor-
rect accounting of sporadic and diverse network load by the node delivery services.

Conclusions. The held experiments have confirmed the work capacity of the proposed mathematical support and allow to rec-
ommend it for solving the assessment characteristics problems of information exchange in the design of analyzed networks with giv-

en probabilistic and temporal characteristics.

KEYWORDS: protocol model, random multiple access, probabilistic and temporal characteristics, information transmission,
industrial network, sensor network, LonWorks, fieldbus, predictive p-persistent CSMA.

ABBREVIATIONS
ACKD is an acknowledged message;
ACK is a message-acknowledgment;
REM is a reminder message;
RES is a message-request;
REQ is a response message;
UACKD is a unacknowledged message;
UACKD_ RPT is a unacknowledged-repeated message.

NOMENCLATURE

A — amount of model states;

BL — predicted channel load (backlog);

b — current predicted load;

B — maximum predicted load;

C —nominal bandwidth of the network;

d — share of network traffic with a concrete message type;

e — number of attempts of successful transmission;

k — allowed amount of retransmissions;

m — current amount of messages in the network;

M — maximum amount of messages in the network;

N — current amount of nodes in the network;

N — maximum amount of nodes in the network;

O — number of features characterizing original sample;

P« — probabilities of collision transmission;

py — probabilities of successful transmission;

Puy — probabilities of an unsuccessful transmission;

p. — probabilities loss of the original message;

p; — probability of generating by the nodes in network
i of messages during the packet cycle;

PL — length of the message (package) in bits;
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g — the node queue size;

r — amount of channels between the receiver node and
the sender;

S — number of instances in the original sample;

u — average value of the network characteristic;

U — vectors of state characteristics of the model of the
network;

Wiase — basic width of the window access;

W — current width of the window access;

Z —number of instances in the result sample;

A — the intensity of generation by the node;

p — intensity of processing the network messages by
the channel;

T — duration of the packet cycle;

B, — minimum interpackage interval of access;

B, — duration of the access slot.

INTRODUCTION

Carrier sense multiple access protocols are widespread
and are used in networks with a shared data transfer envi-
ronment. Nowadays, random access protocols are suc-
cessfully used in wired industrial, sensor (Fieldbus) and
wireless decentralized self-organizing communication
networks (MANET). The advantage of random access
over deterministic time division of the transmission me-
dium is the ability of providing less time access delays
and data transmission over the network. This is possible
due to the organization of information transfer only at the
necessary time, and not planned accepted “schedule”. It is
known that the use of random access is effective when the
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value of bandwidth utilization factor of communication
channel is less than 0.5 [1]. In other cases, deterministic
access methods are mostly used because of warranty in-
tervals of data delivery and the high predictability of the
maximum value of access and transfer delay. There is a
large variety of different protocols of a random multiple
access with carrier sense, the prevention and avoidance of
collisions. In fieldbus networks CSMA/CA protocols (in-
dustrial buses CAN, KNX/EIB, DeviceNet), 1 -
CSMA/CD (EtherNet/IP, ModBus/TCP), predictive p-
persistent CSMA (BacNet, LonWorks) could be applied.
The distinctive features of the protocols is to ensure the
operational efficiency of the network (time and reliability
of transmission) at the different: congestion of the net-
work channels, the quantity of nodes, the fre-
quency/sporadicity of the network load and other parame-
ters. Passed in analyzed networks traffic has “exploded”
sporadic character. This actualizes the study and applica-
tion of protocols self-adapting to the changing level of
network channel load, in particular, the protocol with pre-
dictive load p-persistent CSMA.

The object of the study is the process of a node ac-
cessing to communication channel and transmitting a
message on a network with a random multiple access pro-
tocol and avoiding collisions predictive p-persistent
CSMA. Designing real-time sensor networks is a complex
task. The main task is to provide the given probabilistic
and temporal characteristics of information exchange.
This requires a high accuracy in quantifying the character-
istics of the network.

The subject of study is the ways of quantifying of
probabilistic and temporal characteristics, reliability of
information transmission in networks with random access.
The known methods [2-21] have a low level of detail
with significant parameters of the protocol functioning
and are characterized by tight limitations.

The purpose of the work is to increase the accuracy
of quantitative assessments of the probabilistic and tem-
poral characteristics of information exchange in networks
with the protocol of random multiple access predictive p-
persistent CSMA by correctly accounting previously not
analyzed in the aggregate parameters of the protocol.

1 PROBLEM STATEMENT

The system is characterized by a set of precedents <x,
y>, where x={x"}, x={x;}, x’={x"}}, x={x";}, =0}, s = 1,
2,..,8j=12,.,0,z=1,2, .., Z The x-states of the
system change according to the stochastic law. For a giv-
en set of precedents <x, y> the problem is to find the av-
erage y,-characteristics of the system.

Set of precedents has finite dimension and the state of
the x-system is returnable and nonzero. In this case, the
solution is to use the discrete Markov chains calculation
method [22, 23] and find the stationary probabilities 7’ of
the system states. The average values y, of the system can
be obtained by superposition of all output values ', of
the set taking into account stationary probabilities of
states y, = > )", m..
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2 REVIEW OF THE LITERATURE

Wide application for analysis of different network al-
gorithms random access found classical queueing system
with repeated calls (resulting from the loss or lack of re-
sponse), the priorities studied in the works of authors
A. A. Nazarov [4-6], I.I. Homichkov [7, 8], S. N. Ste-
panov [9], etc. The results of these studies can be used to
assess the probabilistic and temporal characteristics of
networks mostly with 1-persistent protocol of random
multiple access CSMA/CD, used in industrial Ethernet,
ModbusTCP, EtherNet/IP, HSE, ProfiNet, Interbus-
TCP/IP, etc. Analytical and simulation modeling of the
CSMA/CA random access Protocol in the EIB\KNX net-
work is performed in [10]. The analysis of CAN bus char-
acteristics with CSMA/NBA access algorithm is devoted
to the works [11-14]. Works [17-20] are devoted to the
analysis of sensor networks LonWorks, BacNet with the
protocol with dynamic level of persistence predictive p-
persistent CSMA.

Assessment of the characteristics of the analyzed pro-
tocol predictive p-persistent CSMA is dedicated to a large
number of publications, among which are the main works
of the authors Moshe Kam [20], Marek Miskowicz [18,
19], Peter Buchholz and Jorn Plonnigs [17]. The pre-
sented models take into account mostly the protocol fea-
tures of only the channel and physical layers of the OSI
model, and do not take into account the significant fea-
tures of the functioning of the overlying network and
transport layer of the protocol stack. The research in [18—
20] is conducted in the mode of saturation (full load) of
the data channel, in which the main factor affecting the
probabilistic and temporal characteristics of the network
is the constant number of active nodes (and messages)
competing for the transmission channel according to the
modified protocol predictive p-persistent CSMA. The
system research in this mode is caused by simplicity of
the decision of the task of the quantitative assessment of
transmission characteristics by accepting the account of
dynamically changing network and protocol parameters of
the model, including the changing over time the number
of rival nodes and their messages. Models with this re-
striction can be used for assessment the upper level of
delay, without the messages queue arising on the nodes,
but cannot be used to exact assess the characteristics of
the network in normal operation. The basis for the con-
struction of these analytical models is the apparatus of
discrete Markov chains, and the calculation of the prob-
abilities of transitions between the states of the model and
the assessment of the characteristics of the model is per-
formed using the apparatus of probability theory.

In work [20] the simplest model of the functioning of
the researched protocol and the way of assessment by the
transmission delay through the assessment of the average
quantity of time slots to the access node to the channel are
offered. The results of the assessment can be attributed to
the assessments performed for the information delivery
service without acknowledgment, which is due to the
principle of changing the predicted load identical to this
service. In work [19] the development of the model [20]
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of the protocol operation are offered, taking into account
features of the transmission services the transport layer
and types of addressing of the network layer of OSI in the
transmission of messages of different types. In particular,
the account methods in the model of homogeneous deliv-
ery services are offered: “without acknowledgment”,
“with acknowledgment”, “request-response”, and types of
addressing “unicast” and “multicast”, taking into account
their influence on the protocol parameters of the model,
including the predicted load on the transmission channel
in the case of a certain type of message. The issues of the
principles accounting of information delivery are not suf-
ficiently processed: features of delivery service “the re-
peated transmission without acknowledgment” and types of
the transferred messages-reminders (Reminder), the re-
peated messages (Repeated simple); the number of simul-
taneously possible outgoing transactions (restricted by the
saturation mode, that is, the node always has only one mes-
sage for transmission); timers and counters for transmis-
sion/reception and other important factors of functioning.

Model [18] is the development [19], in which the pro-
posed method of accounting for the heterogeneity of the
information load by services of delivery and the types of
addressing that is transmitted via a network channels
which improves the correctness of the model and assess-
ment results.

In work [17] made the transition to a more adequate
model of the protocol of the access nodes to the network,
taking into account the random nature of the load on the
data transmission channel, given the exponential distribu-
tion. The authors analyze the transmission channel by
decomposing it into components — nodes, which are rep-
resented by elements of the Queuing system and are
sources of information, and the transmission channel is a
servicing device. On the basis of the mathematical model
and the proposed analytical expression [18], the authors
further suggested that the accounting methods used the
following protocol features: options detection of a colli-
sion, the restriction of the buffer size of the node, differ-
ent dimensions of information messages. Use in the mod-
el [17] of these developments in the mode of saturation of
the communication channel indicates an incorrectness of
the access algorithm for various services and types of
addressing.

Analytical review of publications identified the prob-
lem of correctness of existing models and quantitative
assessments of their probabilistic and temporal character-
istics. The problem is in the low detailing of the models
by significant protocol parameters and features of func-
tioning: limitation of node rivalry for the channel at the
time of getting of all stipulated in the type of transaction
response (confirmative) messages; the limit on the wait-
ing time of the acknowledgment (transmission timers);
the limit on the number of repeated attempts of transmis-
sions for different types of messages; dependence of the
number of rival nodes in the model on their individual
intensities and with considering the type of information
messages; heterogeneity of delivery services and types of
addressing used in the channels of the network; priorities
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of access of rival nodes for the channel, etc. This deter-
mines the importance of the range of set and solved tasks
of the development and analysis of a new correct analyti-
cal model and methods of quantitative assessment of
probabilistic and temporal characteristics of the network
with the protocol of random multiple access predictive p-
persistent CSMA.

3 MATERIALS AND METHODS

The predictive p-persistent CSMA random access pro-
tocol is a protocol with a variable (pseudo - constant) lev-
el of persistence p-nodes of network for channel access.
The level of persistence of nodes during transmission
varies in the range [0.0625..0.000976] with changing pre-
dicted channel load. The adjusting of persistence allows
to reduce the chance of collision when the load on the
network channel increases and reduce the access time
when the channel load decreases.

Data transmission in the network with the protocol is
performed in synchronous packet cycles (Fig. 1) [2, 3]
containing: 1) minimum inter-packet time interval B, of
establishing the lack of activity in the communication
channel; 2) priority interval equal to the number of prior-
ity access time slots, with the duration of each [,; 3) ran-
dom access interval 7, equal to the random amount of
access slots with duration of B,, chosen uniformly from
the range [0..W-1], where the width of the competition
window W=W,,.'BL, the base width of the competition
window Wy,se=16 [2], the predicted channel load (back-
log) BL=[1..64] adjusts the persistence level of channel
nodes p=1/W; 4) the transmission delay of the packet is
equal to the duration of the transmission of PL data bits
over a channel with a bandwidth of C. The choice of
equal number of access slots by nodes and simultaneous
transmission leads to a collision that requires retransmis-
sion of data. The need to prevent collisions in the next
packet cycle requires an increase of predicted load [2] on
1. A successful or free packet cycle is completed reducing
by the nodes of predicted load on channel per unit to re-
duce access time.

Delivery services, types of addressing and types of
messages transmitted have a significant impact on the
transmission characteristics. Influence is connected with
various change of parameters of a network [2, 3]: pre-
dicted loading (backlog, b), number of messages (mes-
sage, m) in a network, number of active nodes-rivals
(node, n) for the channel. Table 1 systematizes the pa-
rameters and the influence of the types of messages
transmitted on the network parameters (n, m, b) for suc-
cessful and unsuccessful transmission. There are com-

| busy packet cycle | idle cycle

.Iﬁl" T_.I L | window size_]

T acket | B2 T—

packet AR EEEEEE NN packet ||||||||||||’|’V|
random slots

priorities random slots By

Figure 1 — The Structure of packet cycles
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Table 1 — Characteristics of delivery services, types and types of message addressing

. . Types of Successful transmission | Unsuccessful transmission Rep_eat‘ Timer
Delivery service . Types of messages transmission
addressing
n | m | b n | m b
Unicast ACKD, REQ 0 0 [2..5]
Unicast ACK, RES -1 -1 0
Multicast Transmit
ACKD/ACK ACKD, REQ [2.5] Receive
REQ/RES Multicast REM ack-1 0 0
REM MES 1
REQ dmn-1 15 [2.5]
Broadcast RES
Unicast -1 -1 .
UACKD Multicast UACKD 0 Receive
Unicast UACKD RPT 0 pt-1 0 Receive
UACKD_RPT Multicast | UACKD RPT S | _0(1) 1 och [ -1 Repeat
monly used the designation of services delivery [2]: ser- (s -TY 7
vice data transmission with acknowledgement (Acknowl- ;= Z_—ef = 2)

edged, ACKD/ACK, ACKD — message requiring the ac-
knowledgement ACK); without acknowledgement (Unac-
knowledged, UACKD); without acknowledgement with
the repetition (Unacknowledged Repeated,
UACKD_RPT, RPT - original message RPT S — repeat
message) reminder (Reminder/Message, REM — reminder
REM_MES - reminder and message); the service re-
quest/response (Request/Response, REQ/RES, REQ is the
request RES — response). Types of message addressing:
unicast (unicast), multicast (multicast), broadcast (broad-
cast). For each type of message, individual counters are
used: the counter of the maximum number of retransmis-
sions (Retry count), the timer of the allowable transmis-
sion time (waiting for a response) (Transmit timer), the
timer of receiving (recognition of duplicates) (Receive
timer), and the minimum interval of the transmission de-
lay of repeated messages (Repeat timer).

It is possible to present the work of the access and
transfer protocol model in terms of Queuing systems. The
service device in the model is a half-duplex network
channel that processes information packets with a delay
equal to the value of the packet cycle 1. For ease of analy-
sis it is advisable to take the initial restriction of the mod-
el for homogeneity of parameters of information load: the
priorities, the size of information packets, types of ad-
dressing and services, the intensity A of the load nodes,
etc. The information load generated by all nodes transmit-
ting over the channel is the sum of the intensities A;
(packets per second) generated by each i-node separately:

n
As :ZXi:n~ki. (1)
i=1

The load of the transmission channel p is determined
by the relation of the load intensity Ay to the workflow
intensity o = 1 / 1. Since the network uses services with
retransmission of messages, the actual load of the channel
may differ from the analytical one, which requires con-
sideration in the model.

The analyzed service system is open (disconnected)
that is, the nodes form packets regardless of the channel
state, so that the probability of i-packets formation by
nodes in the channel during any time interval 7T is de-
scribed by Poisson's distribution:
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For the time interval 7, the size of the packet cycle 1
should be taken, the average size of which can be deter-
mined based on the assumption that the network is in the
saturation mode [18]. In view of the assumption of equal-
ity loads A, created by each node separately, it is correct
to assume the uniform distribution of messages of the
system m among all » = N nodes of the channel. Thus, the
amount of rival nodes n per transmission channel changes
proportionally to the amount of information messages m,
i.e. n=m for n <m, and n=N for m > n.

The probabilistic process of generation and servicing
of messages in the network can be represented using the
discrete Markov chains. Model States should be charac-
terized by the main selected parameters (n, m, b), influ-
encing the characteristics of access and transmission (Fig.
2). Different sets of parameters (n, m, b) determine the
sets of individual characteristics of each state of the mod-
el: the packet cycle time of transmission t, the probability
of a successful p, and unsuccessful p, transmission, the
number E of transmission attempts before a successful,
the delivery time T, of the message, the probability p; of
the i formation messages during the packet cycle. As-
sessment of these parameters of each state of the model is
necessary for quantitative calculation of the model and
can be performed according to the relations offered in
[21]. Transitions between the States of the model should
be associated with the probabilities of events: the prob-
ability of successful and unsuccessful transmission, the
probability of formation of i messages for a discrete time
of the packet cycle. These probabilities form the joint
events at discrete points in time of the model (the mo-
ments of completion of the packet cycles of the transmis-
sion) and definitely influence the change of the parame-
ters of the state.

Correct drawing up of the state graph and transitions
of the model requires considering the basic principles of
message transmission. The transmission of a simple mes-
sage without the possibility of re-sending and acknowl-
edgment is characterized by the following provisions: the
successful transmission ends with a reduction in the num-
ber of messages m and rival nodes »n per channel by 1
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(m=<N); the collision (at #n > 2) ends with the deletion of all
messages >2 (m—2) got in it. Changing the parameters of
the model state also depends on the principle of collision
detection: 1) nodes do not detect a collision; 2) nodes are
guaranteed to detect a collision. The change of state pa-
rameters of model in successful transmission is invariant
to the detection of collision: (n<m, m—1+i, b—1) and is
characterized by a decrease in the number of messages by
1 and an increase in the number of messages by i gener-
ated by the network nodes during the access and transfer
time t; a decrease in predicted load by 1.

The result of changing the parameters in a collision
when the nodes do not detect a collision is identical to the
result of a successful transfer, but differs in that the num-
ber of messages per number of nodes (>2) in the model
involved in the collision (n<m, m—2+i, b—1) reduces. The
variant with detection is differed by an increase in the
predicted per channel load (n<m, m—2+i), b+1). The influ-
ence of all possible outcomes of the packet cycle comple-
tion events on the parameters (n, m, b) of the model state
is presented in the form of an elementary graph in figure
2. The given mathematical description allows to construct
a discrete Markov chain of the network model (Fig. 3).
The state space of the model is divided into several parts,
each of which is characterized by the following features:
1) the states of the model with the number of nodes-rivals
for the channel n<2 are characterized by the lack of
events of unsuccessful transmissions; 2) states with n = m
(at m < N) are characterized by the lack of message
queues (one message per node); 3) states with n = N (at m
> N) (Fig. 4, dotted line) are characterized by the exis-
tence of a message queue in the node (s), in which each
node has one message and additionally each of (m—N) <N
nodes has at least one message in the transmission queue.

The discrete circuit meets the requirements of irre-
ducibility and aperiodicity, and since all states of the
model are returnable nonzero, there is a stationary prob-
ability distribution for it [22, 23]. The quantitative calcu-
lation of stationary probabilities of States is possible pro-
vided that the chain has the property of finiteness. The
predicted load and the number of messages per channel
have Protocol limitations B = 64 and N = 128. The upper

limit M of the number of messages in the network channel
can be set equal to the product of the number of nodes in
the network and the capacity of the node message buffer,
that is, M = N-q. Thus, the dimension (number of states) 4
of model:

A=M-B=N-q-B. 3)

The calculation of stationary probabilities of the mod-
el can be performed by compiling and solving a system of
linear algebraic equations [22, 23]. Further superposition
of the model state parameters with the calculated station-
ary probabilities allows to determine the analyzed charac-
teristics of the network channel: the probability of colli-
sion, successful delivery and loss of data, the distribution
and the average values of access and transmission delay.

Modeling the various service delivery requires analy-
sis of the transmission of different type messages (Table
2) and creation of model graphs peculiar to them. Previ-
ously, when modeling a service without acknowledgment
(Fig. 2), in case of collision, the removal of two “encoun-
tered” messages from the system was accepted. However,
the purpose of the analysis is to simulate a network with
heterogeneity in delivery services. Thus, allowing hetero-
geneity of traffic and, accordingly, the possibility of par-
ticipation in the collision of different type messages, it is
necessary to revise the graph of the delivery service with-
out acknowledgment. The most likely, taking into account
the possible types of messages, is the loss of one message
in the event of a collision (Fig.4). This assumption
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acknowledgment», «response» Multicast ACKD/ACK, REQ/RES

will not significantly influence the small and medium load
of the channel, and will be significant only with a large
load, the analysis of which in practice is not of interest.
Analysis of complex delivery services with more than one
type of messages (as part of one delivery service) requires
an analysis of the proportionality of their number within
the model state with m messages. The proportionality for
each service and type of addressing can be specified using
the fraction d of messages of various types in the model
state (Fig. 4).

The proportion of messages of different services de-
livery:

1)  Unicast transmission with acknowledgement or
response (ACK/ACK, REQ/RES). For each original mes-
sage there is a response, so the number of messages of
types ACKD, REQ (d = 0.5) and acknowledgments (an-
swers) ACK, RES (d = 0.5) is equal. The amount of mes-
sages in a collision does not change, that is, an unlimited
number of retransmissions are accepted, which will influ-
ence only the simulation results with a large channel load;

2) Multicast transmission with  confirmation
(mACKD) or service request/response (REQ/RES). For
each original message there are an ack of responses, for
original messages d = (1/(ack + 1)), response d = (ack /
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(ack + 1)) (the estimated number of acknowledgements
ack is equal to the number of nodes in the group grp—1);

3)  Unicast/multicast without acknowledgements
(UACKD). All messages are original, non-confirmed
(d=1)

4)  Unicast/multicast repeatable messages without
acknowledgment (ACKS_RPT). To the original message is
assumed rpt of repeated messages, original message share
d= (1/(rpt+ 1)), repeated messages d = (rpt/ (rpt + 1)).

Thus, modeling of service by the channel of certain
types of messages has to be performed by the made
graphs (Fig. 4), considering in the state transition branch-
es the coefficients d at the probabilities of successful and
unsuccessful message transmission. Created graphs al-
lows to create a network model with different but homo-
geneous composition of services delivery of messages.
Taking into account the heterogeneity of delivery services
and types of addressing can be performed by superposi-
tion of the obtained elementary graphs of the model
(Fig. 4) considering the share of their presence in the net-
work traffic of the communication channel. A proportion
qi of the traffic of a certain k-type of service delivery and
addressing can be defined in the following way. As part
of the total original intensity Ay of the message load on
the network channel, it is necessary to identify individual
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components of the intensity A, of each delivery service.
So, the share of the intensity of the data traffic with the
service k can be defined by the relation:

M

g = . 4)

Thus, the heterogeneity of delivery services and types
of addressing in the model can be considered by the su-
perposition of elementary graphs of delivery services
(Fig. 4) taking into account the received traffic shares of
various services as multipliers (probability of transmis-
sion in the packet cycle of the message of a certain ser-
vice) at connections of elementary graphs.

The quantitative assessment of the model characteris-
tics is based on the determination of stationary probabili-
ties of the model states and the assessment of probabilis-
tic-temporal characteristics of communication interactions
of nodes in a distributed system by the obtained relations.
Determination of stationary probabilities m states of the
Markov discrete chain model (Fig. 4) performed using the
known methods [22, 23] of compiling and solving a sys-
tem of linear algebraic equations on the matrix P of the
probabilities of model transitions:

P11 P2 P14
n=mn-P=[n,n,,....,n4] P P P24 . (5
Py Pa P4y

The result of solving the equation system is the deter-
mination of the vector m of stationary probabilities of
finding the system in each model state (n, m, b). Assess-
ment of probabilistic-time characteristics of the commu-
nication interactions of nodes in the network is performed
using a covariant vector © of the stationary probabilities
of the states and contravariant vectors U of the network
characteristics in each model state [21]. Then the average
values of U characteristics can be determined by the gen-
eral ratio:

uzZ(n-U). (6)

By expression (6), it is necessary to assessment the
average number of active nodes ng, in the transmission
channel, the average number of messages i, to be trans-
mitted, the average duration of the packet cycle 1., and
the time of delivery of the message 7, of the probability
of collision p, and successful transmission py.

The message delivery time T,° must be calculated in-
dividually for each node, depending on the priority used
in the delivery service transaction and the size of the
sender and recipient node queues. This requires the cor-
rection of a calculation expression of the time of delivery
T, of the message in the model state. The delivery time of
a model-state message depends on the average queue size

© Dadenkov S. A, 2019
DOI 10.15588/1607-3274-2019-1-18

198

r of the original node and is therefore equal to the product
of the average delivery time 7, and queue length:

T;=Tu-(1+r). @)

In the (n, m, b) state of the model, the queues of all chan-
nel nodes contain (m — n) messages. Given the equality of the
intensities of the nodes, the messages in the queue, are uni-
formly distributed on the queues of the n of nodes.
Therefore, the average size of the node queue:

p=mzn) ®)
n

Delivery time depends on the transmission service and
the type of addressing. For the service “without acknowl-
edgment” delivery time 7,° is determined by the expres-
sion (7). This is true in the case of successful transmis-
sion, that is, with the probability of the reverse probability
of the message loss (1 — p,) (for the service “without ac-
knowledgment” p, = p,). For the service "with acknowl-
edgmenty, the specified value 7, of time is fair with the
same probability (1-p,). Thus, the probability of loss of
message re-transmissions is lower for guaranteed detec-
tion of collisions. In case of lack of detection option, the
node that sent the message during ¢, with a probability of
unsuccessful delivery p,, = 1-p, is awaiting a response
within the transmission timer. Therefore, the successful
delivery of a message is preceded by the wait time for a
certain number of retransmissions during the transmission

timer. Then the average message delivery time:

k
TS =Y (Ty+et)-(1- puy) Py » )
e=0

where e is the number of successful transmission at-
tempts, & is the allowed number of retransmissions.

The full probability of losing the original message
“with acknowledgment” during the transmitting through
one or more channels of a distributed system is determined
by the possible number of failed message deliveries:

Pa=Phy . (10)

The message delivery time with the service “repeat
transmission without acknowledgment” is determined by
the time of a number of consecutive transmission attempts
until successful, with a maximum number of transmission
attempts equal to the number of repeated transmissions,
provided that each transmission may fail with a collision.
Then the expression for determining the delivery time (9)
is also true for this service, regardless of the collision de-
tection option, with the # — timer of the repeated transmis-
sion (if the timer is less than the access time, then 7 = T}°).
The probability of loss (unsuccessful delivery) of an in-
formation message is determined by expression (10).

When evaluating the average time of message delivery
service “request/response” must be considered a sequence



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2019. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 1

of message transmissions within a transaction. In this
case, the delivery delay is composed of the time 7,; and
T,y of delivery of the original and response messages by
the nodes i, j. The assessment should take into account the
following: messages are generated and sent by nodes with
different priority levels; the nodes that form the original
and response message have different lengths ¢ of the
transmission queue; the queue size of the responder node
q = 0, which is conditioned the priority of sending re-
sponse messages; with the possibility of a collision py, the
message-response may be lost, the result is a retransmis-
sion of the original message after the transmission timer ¢
after it is sent. Considering presented, the delivery time
can be determined by the expression (9), taking into ac-
count the fact that the delivery time of 7= T,+T};. How-
ever, the probability of unsuccessful delivery of message
in a single transmission attempt in an expression depends
on the ability of the node to detect a transmission colli-
sion. With the collision detection option, a message may
not be delivered just because of a response message colli-
sion, and therefore the probability of an unsuccessful
transmission py, is equal to the probability of a collision.
Without the collision detection option, the probability of
an successful delivery is calculated as the probability of a
collision in at least one transmission in the channel: 2-(1 —
PP« + P The probability of losing a message with the
service “request / response” should be calculated by the
expression (10).

Calculation of delivery time of the message by nodes
from different communication channels shall consider
features of transfer through several intermediate channels.
The case of collision detection is reviewed below. The
complexity of the calculation is conditioned factors: the
possibility of losing the message when transmitting not in
one channel, but in several; the ability of communication
nodes to perform retransmissions in case of a collision in
each of the channels. Assume that the transit communica-
tion nodes of the network do not retransmit the message
in case of a collision. Then the probability of unsuccessful
message delivery in one attempt is equal to the sum of the
probability of loss of messages in each folowing channel,
provided that in all previous channels there was no loss:

r i—1

Puy = szi 'H'(l_pxo)a
i=1

o=1

(11)

where 7 is the number of message transmission channels on
the way from the source to the recipient. For the request-
response service, the probability of unsuccessful delivery is
determined based on the probability of non-delivery along
the full transaction chain (to both “sides”). Taking into ac-
count the fact that the time of delivery T, in the distributed

system represents the sum of the time of message delivery
in each channel by different nodes, the delivery time can be
calculated by the expression (9). The total probability of
loss is described by the expression (10).

To solve the problem of quantitative assessment of the
characteristics of the transfer protocol model, because of
its inherent large dimension and high computational com-
plexity, a software implementation of the construction and
calculation of the characteristics of the analytical model in
the system of engineering and scientific calculations
MathCad were developed.

4 EXPERIMENTS

The main characteristics of data transmission (p, 7},
Dys P Pn) in the network with the protocol of random
multiple access predictive p-persistent CSMA and hetero-
geneous delivery services are assessed for the four scenar-
ios specified in table 2 were performed. The time parame-
ters in the table are given in milliseconds, the intensity of
transmission and processing of channels in the amount of
packets processed per second, the channel bandwidth in
kilobits per second, the message size in bits.

Table 2 — Initial data

N[ N[ CPt] & | n [ A d
L1 25 Bi= duackp=
2 ] >0 ~0.868 =04

312078 | 96 | 100 | 293 B _ 3] 20 dackp=
= =

_ =0.4

4 150 =0.168 dreg=0.2

5 RESULTS

The results of the assessment of probabilistic and tem-
poral characteristics of data transmission in the network
with the protocol of random multiple access predictive p-
persistent CSMA are shown in table 3.

6 DISCUSSION

Analysis of simulation results (Tab. 3) does not con-
tradict the known provisions [3, 17-20] and allows mak-
ing the following main conclusions:

— the linear increasing of the load on the communication
channel (experiments 1-4) leads to an exponential increase
in the loss probability and time of message delivery in the
network;

— the increase in the difference in the time of message
transmission with different delivery services occurs with the
increase in the load of the communication channel and con-
nected with the use of mechanisms for re-sending messages
with a response due to the increase in the probability of colli-
sions and the expiration of transmission timers;

— the equality of probabilities of message loss delivered
to the services with acknowledgment and request/ response

Table 3 — Simulation results

Ne P Py Px Pu UACKD Pun ACKD&REQ TucUACKD TucACKD/ACK T,\.‘REO/RES
1 0.16 0.9991 0.0009 0.0009 4.1-10° 4.14 4.14 8.28
2 0.31 0.9960 0.0040 0.0040 1.9:10° 4.65 4.74 9.49
3 0.57 0.9825 0.0175 0.0175 1.3-10* 6.24 6.61 13.75
4 0.81 0.9457 0.0543 0.0543 1.0°10° 11.64 12.88 26.53
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is connected with the same number of retransmission at-
tempts, sufficient to ensure a high probability of correct de-
livery in the transaction (the probability of loss of p,=0.1%
when loading p=0.3).

The proposed model and method of analysis allow
performing a quantitative assessment of the main charac-
teristics of data transmission in the network individually
for each message delivery service, and depending on the
main protocol characteristics of communication channels.
This actualizes the use of the proposed analytical tools for
the design of networks with the protocol of random mul-
tiple access predictive p-persistent CSMA and promotes
to the problem solution of choosing the permissible com-
position of nodes in the communication channels and the
message delivery services they use to provide the required
performance characteristics and reliability of information
transmission.

CONCLUSIONS

The analytical model is constructed and the method of
quantitative estimation of probabilistic and time charac-
teristics of information transmission in the network with
the protocol of random multiple access predictive p-
persistent CSMA widely used in distributed fieldbus net-
works of soft real time is offered. The scientific novelty
of obtained results is that was the first to propose a model
that takes into account the sporadic nature of heterogene-
ous types of messages network load nodes, with specific
delivery services timers and transmission counters. The
practical significance of the results is to improve the cor-
rectness of the assessment of the characteristics of the
message transmission of different types and the possibil-
ity of using tools for the design of network channels with
the choice of the permissible composition of nodes in the
communication channels and used message delivery ser-
vices to ensure the required performance characteristics
and reliability of the transmission of sensory information.
Prospects for further research are to create an algorithm
for designing a sensor network with specified data trans-
mission characteristics.

ACKNOWLEDGEMENTS

The research done with the financial support of RFBR
in the framework of the scientific project Ne18-37-00070
“Algorithms for designing information and control net-
works LonWorks with the required probabilistic and tem-
poral characteristics”. The author expresses gratitude to
the scientific supervisor prof. Kon Yefim Lvovich for the
help and useful discussion of the work.

REFERENCES

1. Olifer V. G., Olifer N. A. Komp’yuternye seti. Printsipy,
tekhnologii, protokoly: ucheb. dlya vuzov. 4-¢ izd., SPb., Pi-
ter, 2010, 944 p.

2. LonTalk protocol specification: ANSI/CEA-709.1-B. United
States, 2006.

3. Ditrix D., Shvajncer G. Yu. LON-texnologiya, postroenie
raspredelennyx prilozhenij. Per. s nem. pod red. O. B. Ni-
zamutdinova. Perm’, Zvezda, 1999, 242 p.

© Dadenkov S. A, 2019
DOI 10.15588/1607-3274-2019-1-18

200

4,

10.

11.

13.

14.

15.

16.

17.

18.

19.

Nazarov A. A., Kuznetsov D. YU. Issledovanie seti svyazi,
upravlyaemoj adaptivnym protokolom sluchajnogo mnozhe-
stvennogo dostupa, v usloviyakh kriticheskoj za-gruzki,
Problemy peredachi informatsii, 2004, No. 3, pp. 69-80.
Nazarov A. A., TSoj S. A. Obshhij podkhod k issledovaniyu
markovskikh modelej setej peredachi dannykh, upravlyae-
mykh staticheskimi protokolami sluchajnogo mnozhestven-
nogo dostupa, Avtomatika i vychislitel 'naya tekhnika, 2004,
No. 4, pp. 73-85.

Nazarov A. A., YUrevich N. M. Issledovanie seti so
staticheskim  h-nastojchivym  protokolom sluchajnogo
mnozhestvennogo dostupa «Alokha», Avtomatika i vychis-
litel 'naya tekhnika, 1995, No. 31, pp. 68-78.

KHomichkov I. I. Model’ lokal’noj vychislitel’-noj seti s 1-
nastojchivym  protokolom mnozhestvennogo dostupa,
Matematicheskie metody issledovaniya setej svyazi i setej
EHVM, 1990, No. 2, pp. 151-152.

KHomichkov, I.I. Model’ lokal’noj seti s protokolom dos-
tupa CSMA/CD, Avtomatika i vychislitel ' naya tekhnika,
1988, No. 5, pp. 53-58.

Stepanov S. N., TSitovich LI. Otsenka veroyatnostnykh
kharakteristik modelej s povtornymi vyzovami, Modeli
raspredeleniya informatsii i metody ikh analiza: tr. X Vse-
soyuz. shk.-seminara po teorii teletrafika. Moscow, 1988,
pp. 4-12.

Kohler, W. Simulation of a KNX network with EIBsec pro-
tocol extensions: building a KNX network with a simulation
framework, 2010, 140 p.

Hong S. H., Kim W.H. Bandwidth allocation scheme in the
CAN protocol, Control Theory and Applications: IEEE
Proc., 2000, Vol. 147, pp. 37-44.

. Hong, S.-H., Lee J.-H. A bandwidth allocation scheme in

fieldbuses, International Journal of Control, Automation,
and Systems, 2010, No. 8 (4), pp. 831-840. DOI:
10.1007/512555-010-0415-1

Lian F.-L., Moyne J. R., Tilbury D. M. Performance evalua-
tion of control networks: Ethernet, ControlNet, and De-
viceNet. Technical Report: UM-MEAM-99-02, 1999. Pe-
UM JOCTyTa: http://www-
personal.umich.edu/~tilbury/papers/Imt99csm.pdf (nara o6-
pawenus: 28.09.2016).

Tindell K., Burns A., Wellings A. J. Calculating controller
area network (CAN) message response times, Control Engi-
neering Practice, 1995, Vol. 3, Issue 8, pp. 1163-1169.
DOI: 10.1016/0967-0661(95)00112-8

Wen Li., Xiangyu Dai Performance Evaluation Analysis
about Ethernet and DeviceNet, Internet of Things. Commu-
nications in Computer and Information Science, 2012, Vol
312, Springer, Berlin, Heidelberg, pp. 64-69. DOI:
10.1007/978-3-642-32427-7_9

Mary G. 1., Alex Z. C., Jenkins L. Response Time Analysis
of Messages in Controller Area Network: A Review, Jour-
nal of Computer Networks and Communications, 2013.
DOI: 10.1155/2013/148015

Buchholz P., Plonnigs J. Analytical analysis of access-
schemes of the CSMA type, Proc. of IEEE International
Workshop on Factory Communication Systems WFCS, 2004,
Wien, 2004, pp. 127-136.

Miskowicz, M. Access delay in LonTalk MAC protocol,
Computer Standards & Interfaces. — Nederland: Elsevier
Science Publishing Company, 2009, pp. 548-556. DOI:
10.1016/J.CSI1.2008.03.025

Miskowicz, M. Analysis of mean access delay in variable-
window CSMA, Sensors. Schweiz: Molecular Diversity
Preservation International, 2007, Vol. 7, pp. 3535-3559.



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2019. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 1

20. Moshe, K. Collision resolution simulation for distributed  22. Klejnrok, L. Vychislitel’nye sistemy s ocheredyami. Mos-

control architectures using LonWorks, [EEE International cow, Mir, 1979, 600 p.

Conference on Automation Science and Engineering. Ed-  23. Krylov V. V., Samokhvalova S. S. Teoriya teletrafika i ee

monton, 2005, pp- 319-326. DOL: prilozheniya. SPb, BKHV, 2005, 288 p.

10.1109/COASE.2005.1506789 Received 01.11.2018.
21. Dadenkov S. A. The simulation of p-persistent CSMA algo- Accepted 09.12.2018.

rithm of wunequal random multiple access. DOI:
https://doi.org/10.15588/1607-3274-2018-2-11

YK 004.057.4:004.051

AHAJITHYHA MOJIEJIb TIPOTOKOJIY CTYYAMHOT O MHOKWHHOTI'O TOCTYITY PREDICTIVE P-
PERSISTENT CSMA

Hanenxos C. A. — KaH/I. TeXH. HayK, JOLUEHT Kadeapu « ABTOMATHKa i TenemexaHikay [lepMCbKOro Hal[iOHaIbHOTO JOCIIKEHb-
Hi3auii moniTexHiyHOro yHiBepcurery, r. [lepms, Pocis.

AHOTAIIA

AkTyajabHicTb. CTBOPEHO HOBI MOJIENI 1 cIOCiO KUTbKICHOT OWIHKK iIMOBIPHICHHX 1 THMYAaCOBHX XapaKTEPUCTUK iH(POPMAIiitHO-
Kepyro4ol Mepesxi 3 MPOTOKOJIOM BHIAJKOBOTO MHOXKHHHOTO JOCTYILy 3 KOHTPOJIEM HECYHOi i MPOrHO3yBaHHSIM MEPEKEeBOro HaBaH-
takeHHs predictive p-persistent CSMA. O6’exrom nocnijpkeHHs OyB mpornec iHdopmariiiHoro obminy B fieldbus-mepesxax
LonWorks, BacNet 3 aHanmizoBaHiX MpOTOKOJIOM.

MeTta. MeToro poOOTH € MiIBUIICHHS TOYHOCTI KUJIBKICHUX OLIIHOK XapaKTePHUCTHK Yacy 1 HamilHOCTI JocTaBkU iH(opMamiiHuxX
HOBIIOMJICHb B MEPEXKi 3 aHaIi30BaHUX MPOTOKOJIOM.

Mertopn. [lnst BUpillICHHS 3aBaHHsI CTBOPSHHS HOBOI KOPEKTHOT MOJIeIi BUKOPUCTaHMUIl anapat Teopii iMoBipHOCTel. BukoHaHo
aHaJIi3 MpUHIUIIB (YHKLIIOHYBaHHS MPOTOKoIy predictive p-persistent CSMA 1 BCTaHOBJICHI TapaMeTpH BILTMBAIOThH HA HOTO poboTy
(ma mpukmami creka LonTalk). 3ampomonoBano rpad cTaHiB 1 mepexomiB MoOJeNli MPOTOKONY ONKMCYye NPUHIWNHN Tepeaadi
iH(opMaIifHIX MOBITOMIEHb IO MEpEXi 3 PO3MIIIEMHM CEpelOBHUINEM Iepeladi, IO BPaXxOBYe BHUJUICHI 3HAUyIlI MEpexkeBi i
IIPOTOKOJIbHI ITapaMeTpH. 3alpoIIOHOBAHO CIOCI0 po3paxyHKy rpada i OTpUMaHi HOBI aHAIITHYHI CIiBBIHOIICHHS JUISl OI[IHIOBaHHS
OCHOBHUX IMOBIPHICHHX 1 THMYacOBHX XapaKTEpPUCTUK MOJEJI: CepeAHBbOro 4acy 3aTpPUMK{ Mepenadi MOBITOMIICHHS, CEepeaHii
3aBaHTa)KCHOCTI KaHaITy 3B’sI3Ky, HMOBIPHOCTI ycHiLIHOT / HEBIAJIO ITepeiayi i BTpaTH JaHUX B MEPEXi.

Pe3yabraT. Po3pobieHi Monenb i crnocid KigbKiCHOT OL[HKK IMOBIpHICHMX 1 TUMYAaCOBHX XapaKTepPUCTHUK Hepenadi JaHuX B
Mepexi 3 MPOTOKOJIOM MHOXHHHOTO foctymy predictive p-persistent CSMA. PesynbTat mepeBakHO BiIpi3HSIOTCS Bil aHAIOTIB
KOPEKTHHM yPaxyBaHHSAM CIIOPAJUYHOIO i pi3HOPIIHOI O CEPBiCiB JOCTaBKU MEPEKEBOIO HABAHTAXKECHHS BY3IIiB.

BucHoBku. [IpoBeneHi ekcriepuMeHTH MiATBEPAMIN HpaIe3IaTHICTh 3aIPOIIOHOBAHOTO MaTEMAaTHYHOTO 3a0e3Me4eHHs 1 JO3BO-
NS0T PEKOMEHAYBAaTH WOTO JUIA BUpINICHHS 3aBAaHb OIIHKH XapakTePHCTHK iH(opMamiiHOro OOMiHYy NpH NPOEKTYBaHHI
aHaJTi31pyeMUX MEpex i3 3aJaHMMH IMOBIPHICHIMH | THMYaCOBUMH XapaKTePHCTHKAMH.

KJIIOYOBI CJIOBA: Monens IpOTOKOITY, BUIIaJKOBHH MHOXXHHHHI JIOCTYTI, IMOBIPHICHI 1 THMYacOBI XapaKTepHC-THKH, IIepe-
nada indopmallii, mpoMHCIOBa Mepexa, ceHcopHa Mepexa, LonWorks, fieldbus, predictive p-persistent CSMA.

YK 004.057.4:004.051

AHAJIUTAYECKAS MOJIEJIb IIPOTOKOJIA CTYYAMHOI'O MHOKECTBEHHOI'O JOCTYIIA PREDICTIVE P-
PERSISTENT CSMA

Hanenxos C. A. — KaHA. TeXH. HayK, JOIEHT Kadeapsl «ABTOMATHKA U TeJleMeXaHnKa» [IepMCKOro HallMOHAIEHOTO UCCIIEN0Ba-

TEJILCKOTO HOJINTEXHUYECKOT0 YHUBEPCUTeTa, I. [lepms, Poccnst.
AHHOTADIUSA

AxkTyanbHocTb. Co371aHbI HOBBIE MOJENb U CMOCOO KOTHMYECTBEHHOW OIIEHKH BEPOSITHOCTHBIX M BPEMEHHBIX XapaKTEPHUCTHK
HH()OPMAIMOHHO-YTIPABNIAIOIIEH CETH C MPOTOKOJIOM CIIy4aifHOTO MHOXECTBEHHOTO JOCTYIa ¢ KOHTPOJIEM HeCyIIel U MPOTrHO3HPO-
BaHHEM ceTeBOi Harpysku predictive p-persistent CSMA. O0beKTOM HCCIeNOBaHUS SABIISUICS Mpolecc NHHOPMAHOHHOTO OOMeHa B
fieldbus-ceTsix LonWorks, BacNet ¢ aHaau3upyeMbIM TPOTOKOIOM.

Ieas. Lenpro paboTh! ABISETCS MOBBIICHUE TOYHOCTH KOJIMIECTBEHHBIX OIEHOK XapaKTEPHCTHK BPEMEHU U HAJEKHOCTH JIOC-
TaBKM HMH(OPMAIMOHHEIX COOOIICHUH B CETH C aHATM3UPYEMBIM POTOKOIOM.

Meton. [lns pemeHus 3aga4n Co3aHUsI HOBOW KOPPEKTHOH MOJENHN HCIIONb30BaH anmnapar TEeOpUH BeposSTHOCTeH. BrimoiHeH
aHaNM3 NPUHIMNOB (QyHKIMOHKMpPOBaHMs IpoTokona predictive p-persistent CSMA 1 ycTaHOBJIEHBI apaMeTphl BIMSIOIINE Ha €ro
paboty (ua npumepe creka LonTalk). Ilpeasoxen rpad cocTosHHN U MEPEeX0J0B MOAEIH IMPOTOKOJIA OMUCHIBAIOIIMN MPUHIHITBI
nepesayd MHPOPMALMOHHBIX COOOILEHUH TI0 CETH C pa3/ieNiieMOl Cpeloi Mepeady, yUUTHIBAIOMINI BBIIEICHHBIE 3HAYUMBIE CETe-
BBIE ¥ IPOTOKOJIbHBIE TTapaMeTpsl. IIpeaoxken crocob pacuera rpada 1 MOIydIeHbl HOBbIE AaHATUTHYECKUE COOTHOIICHHUS IS OLCH-
KH OCHOBHBIX BEPOSITHOCTHBIX M BPEMEHHBIX XapaKTEPHUCTUK MOJEIH: CPEAHETO BPEMEHH 3aA€PKKH Mepeadn COOOUMICHHS, CpeTHei
3arpy’K€HHOCTH KaHaJla CBSI3H, BEPOSTHOCTH yCHENIHON/HEYJAYHOH Nepelady U MOTePH JaHHBIX B CETH.

Pe3yabTartsl. PazpaboTanHbsle MOZIENb U CIIOCOO KOIMYECTBEHHOH OIEHKU BEPOSTHOCTHBIX M BPEMEHHBIX XapaKTEPHUCTHK Iepe-
JIau¥l TAHHBIX B CETH C MPOTOKOJIOM MHOXECTBEHHOTO joctymna predictive p-persistent CSMA. Pe3ynbTaTsl IpeMMYIIECTBEHHO OTIIH-
YaloTCs OT aHAJIOTOB KOPPEKTHBIM YYETOM CIIOPAIMYECKOil U pa3HOPOIHOM IO cepBUCaM JOCTaBKH CETEBOH HAarpy3KH y3JIOB.

BeiBoabl. IIpoBefieHHbIE SKCIIEPUMEHTHI TTOATBEPAMIN PAOOTOCIIOCOOHOCTD NMPEAI0KEHHOIO MaTeEMAaTHIECKOTr0 00ecreueHus u
MO3BOJISIIOT PEKOMEHI0BATh €0 JUIS PEIeHUs 3aa4 OLEHKH XapaKTepPUCTUK HH(OPMAIMOHHOTO 0OMEeHa MpH NMPOEKTHPOBAHUH aHa-
JIM3MPYEMBIX CeTeH ¢ 3aJaHHBIMU BEPOSTHOCTHBIMU U BPEMEHHBIMH XapaKTePUCTHKAMH.
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DOI 10.15588/1607-3274-2019-1-18

201



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2019. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 1

KJ/IFOYEBBIE CJIOBA: Mozens MpoToKoia, Cly4aiHbI MHOKECTBEHHbIM JOCTYII, BEPOSITHOCTHBIE U BPEMEHHBIE XapaKTepHC-
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