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ABSTRACT

Context. Nonlinear nonstationary processes are observed today in various fields of studies: economy, finances, ecology, demog-
raphy etc. Very often special approaches are required for model development and forecasts estimation for the processes mentioned.
The modeling methodologies have to take into consideration possible uncertainties that are encountered during data processing and
model structure and parameter estimation.

Objective. To develop a modified methodology for constructing models for nonlinear processes that allows for achieving high
quality of forecasts. More specifically heteroscedastic processes are considered that create a wide class of nonlinear nonstationary
processes and are considered in many areas of research.

Method. To reach the aim of the study mentioned the following methods are used: systemic approach to model building and
forecasting, modified methodology for modeling nonlinear processes, methods for identification and taking into consideration possi-
ble uncertainties. To cope with the structural uncertainties following techniques: refinement of model order applying recurrent adap-
tive approach to modeling and automatic search for the “best” structure using complex statistical criteria; adaptive estimation of input
delay time, and the type of data distribution with its parameters; describing detected nonlinearities with alternative analytical forms
with subsequent estimation of the forecasts generated.

Results. The proposed modified methodology for modeling nonlinear nonstationary processes, adaptation scheme for model
building, new model structures proposed. As a result of performing computational experiments, it was found that nonlinear models
constructed provide a possibility for computing high quality forecasts for the process under study and their variance.

Conclusions. Application of the modeling methodology proposed provides a possibility for structural and parametric adaptation
of the models constructed with statistical data. The models developed exhibit acceptable adequacy and quality of short-term forecast-
ing.

KEYWORDS: nonlinear nonstationary processes, systemic approach to modeling, structural and parametric adaptation, com-
bined models, uncertainties in modeling and forecasting.

ABBREVIATIONS U is a Theil coefficient.
ACEF is an autocorrelation function;
AIC is an Akaike information criterion; NOMENCLATURE
AR is an autoregression; h(k) is a conditional variance;
" tARCH is an autoregressive conditional heteroscedas- y1(k) is a gross national product logarithm;
icity; . . .
ARMA is an autoregression with moving average; y2(k) is a logarithm of tax deductions;
DW is a Durbin-Watson statistic; y is a sample mean for the data window W selected

EGARCH is an exponential generalized autoregres-
sion with conditional heteroscedasticity;

GARCH is a generalized autoregressive conditionally
heteroscedastic; X1(K) is a level of internal investment;

GMDH is a group method of data handling method;

GNP is a gross national product;

HSP is a heteroscedastic processes; z (k) is a vector of time delayed values of dependent

IDA is an intellectual data analysis; variable y(K);

KF is a Kalman filter;

MAE is a mean absolute error;

MAPE is a mean absolute percentage error; o j, Yj 1s a model parameters to be estimated with maxi-
MCMC is a Markov chain Monte Carlo; mum likelihood or Monte Carlo Markov chain procedures;

ML is a maximum likelihood; . . . .
’ i (x t of 1 d nonl functions;
MLNSVM is a modified log-normal model of stochas- @i (x) is a st of linear and nonlinear functions;

tic volatility;
NLS is a nonlinear least squares; process under study;

NNP is a nonlinear nonstationary processes; &2 (k) is an account effects of absolute values.
SS is a state space;

for computing conditional variance;
x(k) is a vector of state variables;

X5 (K) is a level of external investment;

zj(k), i =1,2,...,m is an explaining variables for x(k);

¢(k) is a random process that influences financial
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INTRODUCTION

The study is focused on combined models develop-
ment for forecasting nonlinear nonstationary heterosce-
dastic processes in economy, finances, ecology and other
areas. Most of the processes taking place in these areas
belong to the class of nonlinear and nonstationary due to
many random factors influencing their evolution in time.
Financial processes are influenced by various random
shocks happening inside of countries (local inflation, high
competition between companies, unstable market situa-
tions) where they are originated and by outside shocks in
the form of general economic crisis, fast variability of
prices on energy resources, raw materials and food etc.
Processes in modern ecology and climatology also often
exhibit unstable nonstationary development with nonlin-
earities. Thus, the problem of constructing forecasting
models for the process mentioned is urgent and it is con-
sidered by many researchers [1—4].

A simplified classification of NNP in economy, fi-
nances, demography, ecology, is shown in Fig. 1. The
figure provides information for a general situation in the
area of study.

Dynamic processes in finances,
economy. ecology and demography

= ]

[ Stationary M Nonstationary J Piecewise
stationary

Linearly Integrated
integrated

Nonlinear ]

Nonstationary

Cointegrated
Heteroscedastic

Figure 1 — A simplified classification of dynamic
processes

The object of study is the linear process can be non-
stationary only in a case when it contains linear trend.
Nonlinear processes can be piecewise stationary mostly in
their stable mode of operation. NNP are most commonly
met in many areas of study. They include nonlinear inte-
grated process with trends of order two and higher, coin-
tegrated processes with the same degree of integration,
and heteroscedastic processes. The latter suggest simulta-
neous constructing of the following two model types: first
model describing evolution of the process (amplitude)
itself, and the second model describing dynamics of con-
ditional variance that is widely used in practice for solv-
ing the problems of diagnostics (technical, medical, fi-
nancial and economic), risk analysis in various spheres
including, stock trading, investments etc. The article is
concentrated on the studying of nonlinear nonstationary
processes with time varying variance and mean on the
interval of study.
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The subject of study is the known mathematical
models and construct the new ones using statistical data.
An approach to modeling the processes mentioned is pro-
posed providing a possibility for constructing the models
of acceptable adequacy.

The purpose of the work is in development of
methodology and system for constructing mathematical
models of nonlinear nonstationary (heteroscedastic)
processes of acceptable adequacy and providing a possi-
bility for computing high quality of forecasts. Special
software was developed on the purpose and illustrative
examples are given.

1 PROBLEM STATEMENT

The purpose of the study is as follows: (1) develop-
ment of some generalized methodology for modeling and
forecasting nonlinear non-stationary heteroscedastic proc-
esses both for the process itself and its conditional vari-
ance; (2) development of combined model based upon
linear and nonlinear regression; (3) performing of compu-
tational experiments directed towards model constructing
for NNP and computing short term forecasts for the proc-
ess amplitudes and their conditional variances; (4) per-
forming a comparative analysis of the results achieved
with various models constructed with the computational
experiments.

The formal problem statement is as follows: statistical
data are given characterizing nonlinear nonstationary
processes with arbitrary probabilistic  distribution

{y(k)}~ Dist (u(k), o3 (k) k=1,..,N,

p(k)=const is time varying mean; csf, (k)=const is

where

process variance that is varying on the interval of the
process study. The statistical data parameters are subject

to the following restrictions: p(k) <oo; 0< G?, (k) <o
on the interval of studying. It is necessary to con-
struct mathematical models for the process mentioned
of the general structure: y(K)=F[y(k),x(k),0,ek)],
where X(K) is possible independent variable; 6 is model
vector parameters; €(K) is stochastic process induced by
external disturbances and measurement errors. The con-
structed model selection criteria are based upon determi-
nation coefficient, R2, DW , MAPE, Theil coefficient,
U, and combined criterion:

3 =[1-R?|+[2-DW [+U > min . The models will be
0
constructed according to the methodology proposed.

2 REVIEW OF THE LITERATURE
A comprehensive study of nonlinear nonstationary
HSP is given in [5]. Here methodology of modeling and
forecasting HSP using ARCH models is provided based
on statistical data. Several parameter estimation methods
are considered including maximum likelihood. A set of
model misspecification tests is provided and fractionally
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integrated models are analyzed. The volatility forecasting
problem is considered with one-step-ahead and multistep
forecasting using actual statistical data and known com-
puter based systems for time series analysis.

A comparative study of VaR estimation methods for
structured products is considered in [6]. The author stud-
ies forecast accuracy of GARCH and EGARCH models
by means of multivariate extension of the Diebold and
Mariano [7] test proposed for non-nested models. It was
shown that GARCH and EGARCH models often produce
higher capital requirements than ARCH models in order
to avoid default risks.

The article is concentrated on the problem of model-
ing and forecasting heteroscedastic processes using sys-
temic approach to solving the problems. Some special
software was developed for identification and taking into
consideration possible uncertainties relevant to statistical
data processing.

Thus, among possible data uncertainties are the fol-
lowing: missing measurements, random external influ-
ences (state noise), short low informative samples, possi-
ble outliers, noise corrupted measurements etc. These
uncertainties are relatively easy identifiable and easy to
correct with available data processing techniques for the
lost measurements imputation, bootstrap analysis and
filtering techniques. The model structure uncertainties
aforementioned are provoked by poor data structure that
does not contain enough information for model the struc-
ture and parameter estimation.

The parametric uncertainties are closely related to the
quality of available data and their influence is usually
related to biased parameter estimates and low model ade-
quacy. The remedy for avoiding the bias is in application
of alternative parameter estimation techniques, among
which are the following: maximum likelihood and
MCMC procedures. A substantial improvement of fore-
casts estimates can be reached with simultaneous hiring of
alternative forecasting methods and forecasts combining
techniques [8-12].

3 MATERIALS AND METHODS

Fig. 2 illustrates the scheme of the generalized ap-
proach proposed that is suitable for modeling both linear
and nonlinear processes as well as financial risk estima-
tion.

First exponential smoothing, optimal Kalman or elliptical
filtering is applied to input data to perform smoothing and
prepare the data to model constructing procedures. After
smoothing the model can be linear or nonlinear dependently
on the specific effects contained in the input data. Generally
data may contain linear and nonlinear part what will result in
linear and nonlinear models (or components of a single
model) simultaneously. In a case of heteroscedastic proc-
esses analysis usually the following problems are solved:
(1) constructing a model that describes formally the proc-
ess itself; (2) constructing a model describing dynamics of
conditional variance; (3) estimation of short-term fore-
casts using both types of models.
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Data and expert estimates

Data preprocessing ]

I

Statistical data analysis: correlation functions, lag estimation, tests
for stationarity|and linearity, distribution identification

!

[ Model structure estimation: a set of candidate models ]

:

Model parameter estimation: LS, RLS, ML, NLS, MCMC
(a set of parameter vectors for candidate models)

.

Selection of adequate models using a set of statisties
characterizing model adequacy

es
Figure 2 — An approach to modeling heteroscedastic processes
and financial risk estimation

The methodology proposed for modeling nonlinear non-

stationary processes includes the steps formulated below.

— Data pre-processing before modeling that includes
the following operations: imputation of missing observa-
tions, measurements normalization, digital and/or optimal
filtering, statistical processing of outliers etc.

— Identification and elimination (or decreasing of in-
fluence) of data uncertainties using the following data
processing procedures: estimation of non-measurable val-
ues, estimation of statistical parameters for observations
(variance, covariance, mean, median), appropriate data
structuring, analysis of random external influences and
their distributions, coping with measurement errors, tak-
ing into consideration probabilistic uncertainties etc.

— Model structure estimation using statistical (correla-
tion) and probabilistic (mutual information) data analysis
techniques providing a possibility for determining the
following elements of a model structure: model dimen-
sion (number of equations); model order (order of autore-
gression and moving average parts); nonlinearity and its
type (nonlinearity with respect to variables or with respect
to parameters); delay time estimate, and type of probabil-
istic distribution for the variables under study; it is always
desirable to estimate structures for several candidate
models to get a possibility for further selection of the best
one.

— Taking into consideration possible nonlinearities. It
is recommended to construct first nonlinear part of a data
model using various possibilities for describing nonlinear
parts: polynomials, exponents, squared harmonic func-
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tions, bilinear constructions etc. Then linear part of the
model is fitted using nonlinear model residuals. Good
results were achieved with combining linear and nonlin-
ear regression; linear regression and Bayesian networks;
linear regression and special nonlinear functions like non-
parametric kernels etc.

— Model parameters estimation using alternative
methods such as NLS, ML, MCMC procedures and others
providing unbiased estimates of parameters under specific
distributions of variables and model structures. Applica-
tion of alternative parameter estimation techniques pro-
vides a possibility for further comparison of the estimates
and selection of the best ones after comparison of the
models constructed.

— Computing statistical parameters characterizing can-
didate models adequacy and determining the most suit-
able (adequate) one(s) among them. It is not necessarily to
leave only one model for computing forecasts, it can be a
set of the “best” models based on different ideologies.
The final choice is always made after model application
for solving the following specific problems: forecasting,
control, constructing simulation model or deep analysis of
the process under study.

Computing model based forecasts for the process (un-
der study) evolution and their quality estimation for the
final selection of the best forecasting model. Here another
set of statistical quality criteria is used: MAPE, Theil coef-
ficient, mean absolute error, minimum and maximum fore-
casting errors etc. On the purpose of automatized model
selection the following combined criteria is proposed:

3 =[1-R?+|2-DW [+U >min.
6

— Testing the model(s) constructed on similar proc-
esses (model calibration).

To timely and reliably monitor the methodology im-
plementation it is necessary to utilize in modeling system
at least three sets of statistical quality parameters: data
quality parameters, model adequacy and forecasts quality
statistics. Also the quality criteria selected/developed
should analyze alternative decisions based on the fore-
casts generated. Correct practical application of the meth-
odology proposed is an important task aiming construct-
ing adequate models suitable for solving the problems of
forecasting, automatic (or semi-automatic) control, finan-
cial risk estimation, business decision making, complex
system simulation etc.

Today there exist some known methodologies for
studying linear and nonlinear nonstationary processes,
and constructing adequate mathematical models in the
aforementioned fields (including financial processes) us-
ing statistical procedures for regression analysis and SS
representation [8, 9, 12]. Another popular approach to
development linear and NNP models is based on IDA
techniques: artificial neural networks, fuzzy sets, neuro-
fuzzy models, static and dynamic Bayesian networks,
complex multivariate distributions, non-parametric mod-
els, decision trees etc.
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When constructing linear and nonlinear time series
models it is convenient to use the proposed here unified
notion of mathematical model structure:

S:{r,p,m,n,d,w,l} (1)

where r is model dimension (number of equations); p is
model order (maximum order of differential or difference
equation used for process description); m is a number of
independent variables; n is nonlinearity and its type (with
respect to variables or parameters); d is input delay time;
w is external stochastic disturbance and its type of distri-
bution; | represents possible restrictions on variables and
parameter values. The aforementioned elements of a
model structure are estimated using available statistical
tests and correlation analysis techniques: correlation ma-
trix, ACF, partial ACF, bi-correlations, and higher order
correlation functions.

Some nonlinear models that were utilized successfully
in practice resulted from former studying of econometric
time series. Nonlinear regression of the type shown below
is used to describe GNP and tax deductions [10]:

yl(k):ao+alyl(k—l)+b12exp(y2(k))+ 5
+a2 Xl(k)Xz(k)+ Sl(k) ( )
ya(k)=co +cyya(k—1) +byyexp(y;(k)) +
+Co X1(K) Xz (k) + &3 (k).

Also widely used and convenient model structure is
generalized bilinear model:

p q
yk)=ag+y ajyk—i)+ > bjvk—j) +
i=1 j=1

“)

1 M=

S
+3 i jyk=iv(k=j) +&(k),
i=1 j=1

where p, g, m and S are positive numbers that repre-

sent the model order [8].
Very often modeling nonlinear processes is based on
linear combination of linear and nonlinear components:

p
yk =BT z(k) + Y o 9i(0] zk) +ek), (5
i=1

where z (K) is a vector of time delayed values of depend-
ent variable Yy (K), as well as former and current values of
independent explaining variables x(k) with appropriate
time shift. Here @; (X) is a set of (linear and nonlinear)
functions that include the following components: power
ei(x)=x';
@i (X) =sinX or @j(X) =cosX etc.; this equation can be

function trigonometric functions
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expanded with quadratic form of the type z (k) Az(k);

9 (X) = 9(x), Vi,
example appropriate probability density function or logis-
tic function of the type:

where ¢@(X) is a link function, for

1
ox(k2) =17 exp(—x(k,2)) ©)

X(K)y=ag+ oayz;(K)+..+ opmznk) +ek), (7)

where zj(k),i=12,..,

x(k),and @(x(k,z)) respectively.
Another general class of nonlinear models can be pre-
sented in the following form:

m are explaining variables for

p
K =3 o;(x(k-1) y(k—j) +
Vo= 2 o)k ®)

+u(x(k=1) + &(k),

where y(K) is [nx1] a vector of dependent variables;
x (k) =[y(k), y(k=1),..., y(k—=n+1)] is a vector of state
variables; dynamics of the variables is described by the model:

x(k) = h(x(k-1)) + F(x(k-1)) x(k—1) + v(k) . 9)

The model based forecasts can be computed, for ex-
ample, with six selected (or more) techniques given in fig.
3. Regression model (autoregression or with moving av-
erage) is used for generating forecast as well as its trans-
formed version into SS form for further use by optimal
KF. Adaptive version of KF provides a possibility for
forecasting and on-line (off-line) estimation of state dis-
turbances and measurement noise covariance. The
GMDH generates models in the general form of Kolmo-
gorov-Gabor polynomial, and the last three methods are
related to the intellectual data analysis techniques. Thus,
here we have the combination of classic regression (statis-
tical) approach with intellectual data analysis techniques.
The best result of combining the forecasts is achieved
when variances of forecasting errors for selected forecast-
ing techniques do not differ substantially. Some other
possibilities for hiring nonlinear models for formal de-
scription of NNP are shown in table 1. Most of them have
been used successfully for modeling and forecasting eco-
nomic and financial processes.

The models (No. 1-8) presented in Table 1 have known
structure though it can be modified in the process of adap-
tation using specific statistical data. Model 1 was success-
fully applied for trend modeling of various orders together
with short-term deviations from conditional mean. Models
2, 4 can describe bilinear and exponential nonlinearities or
nonlinearity with saturation (model 3). Models 5 and 6 are
used for description of conditional variance dynamics while
modeling heteroscedastic process. The last one turned out
to be the best model for short term forecasting of variance
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Table 1 — Some linear and nonlinear models for describing
process dynamics

Z

Model description
Formal model structure
1 | AR + polynomial of time

yR=ag+ > " ajyk—i)+bk+ .. +by k™ +z(k)

k=0,1,2, ... is discrete time; t = kTS R Ts is sampling
time.
2 | Generalized bilinear model
yk=ao+ 2P ajyk-i)+ ‘J*:lbj vik—i) =

= 2 eyk—Dv(k— ) + & (k)
3 | Logistic regression

o (x(k,2)) =

1
1+ exp(-x(k,z))
X(K) =og+ayzi(kK)+ ..+ apyzmk) +ek)

4 | Nonlinear extended econometric autoregression
y1(K)=ag+ayy;(k—1)+by; exp(y, (k) +
+ayX Xy +81 (K), Y2 (K)=Co+ 1y (kK-1)+
+byy exp(y; (K) +Ca X1 Xp +&3 (K)

5 | Generalized autoreg-ression with conditional heteroscedasti-
city

h(k) = o +Zq:(xi82(k—i)+zp: Bih(k i) .
i=1 i=1

6 | Exponential genera-lized autoregression with conditional het-
eroscedasticity

loglh(k)]= o + Z |8(k _ I)|

i=1 \/h(k—l)
ZB. e =D | S togth(k—iy] + v(k)
NECED)

i=1
7 Nonparametrlc model with functional coefficients

y()=> " foi+Bi+vi yk—d))-
exp(-0;y " (k —d))} + & (K)

8 | Radial basis function

M N
fa(x(k) = 24, exp(—(x(";—f')J o),
Gj

i=1

0 =[pi, o1, A1 M =2,3,...

9 | State-space representation

x (k) = Fla(k),x(k -D] + B[b(k),u(k —d)] + w(k)
10| Neural networks — Selected (constructed) network structure

11| Fuzzy sets and neuro-fuzzy models — Combination of fuzzy
variables and neural network model

12| Dynamic Bayesian networks — Probabilistic Bayesian network
structure constructed with data and/or expert estimates

13| Multivariate distributions — Like copula application for describ-
ing multivariate distribution

14| Immune systems — Immune algorithms and combined models

in about 90% of applications performed by the authors.
Models 7, 8, 9 can describe arbitrary nonlinearities with
respect to variables of order 3—5 or higher. Fuzzy sets
based approach to modeling supposes generating of a set of
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rules that could describe with acceptable quality function-
ing of selected processes and formulate appropriate logical
inference. Neural networks and fuzzy neural networks are
suitable for modeling sophisticated nonlinear functions in
conditions of availability of some unobservable variables.
Dynamic Bayesian networks and multivariate distributions
are statistical/probabilistic models that could describe com-
plex multivariate processes (systems) with generating final
result of their application in the form of conditional prob-
abilities (probabilistic inference).

The model based forecasts for nonstationary process it-
self can be computed, for example, with six selected (or
more) techniques given in Fig. 3. Regression model (auto-
regression or with moving average) is used for generating
forecast as well as its transformed version into SS form for
further use by optimal Kalman filter. Adaptive version of
KF provides a possibility for forecasting and on-line (off-
line) estimation of state disturbances and measurement
noise covariance. The GMDH generates models in the gen-
eral form of Kolmogorov-Gabor polynomial, and the last
three methods are related to the intellectual data analysis
techniques. Thus, here we have the combination of classic
regression (statistical) approach with intellectual data
analysis techniques. The best result of combining the fore-
casts is achieved when variances of forecasting errors for
selected forecasting techniques do not differ substantially.
Some other possibilities for hiring linear and nonlinear
models are shown in table 1.

ke

{ Preliminary data processing J
[ Statistical analysis of data J

Regression Kalman GMDH Neu.ral Ba.ves1a.n. Imm\me
model filter network network algorithm

[ Combining f'oreca.sts J

l

Forecast
Figure 3 — Illustration of the combining principle
for alternative forecasts

Models of conditional variance. Today there exist a
wide variety of models describing dynamic of conditional
variance. Here we will mention only those that were
tested during experimental studies using statistical data.

We propose modified log-normal model of stochastic
volatility in the following form:

hk)
y(k)y=e 2 g(k), ek)~N(0,1), k=1,..., N
h(ky=a+Bih((k-1)+..+Bh(k-p)+ (10)

Sy () +ra a2 k- no, ko~ N, o2
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is conditional

[y(h-y1*

where

h(k):% >

variance that characterizes dynamics of the financial time
series under study. The model proposed also takes into
consideration necessary depth of memory for the process
formed by the values of conditional variance h(k), as well

as the values of basic variable y(k), that provides a possi-

bility for taking into consideration influence of positive and
negative disturbances to conditional variance. The per-
formed testing of the model proved the possibility of its
practical application for forecasting conditional volatility
and financial risk estimation.

One of the best results so far with forecasting the vari-
ance was achieved with exponential generalized autore-
gression with conditional heteroscedasticity (EGARCH)
shown below [2]:

log[h(k)] = 0L0+Zon,M
i=1 h(k ) , (11)
zs. j%@y,mg[h(k Y]+ v(k)

i=1

where h(k) is conditional variance; €(k) is random

process that influences financial process under study;
o, yj are model parameters to be estimated with maxi-

mum likelihood or MCMC procedures; v(k) are model
residuals.

4 EXPERIMENTS

The analysis included three experiments. In the first
experiment time series was applied for studying of the
gold prices within the period between 2005-2006 years.
The statistical characteristics showing constructed models
and forecasts quality are given in Table 2. Here the case is
considered when optimal KF was not used for preliminary
data processing smoothing.

The second experiment was statistical analysis of the
time series selected with application of Goldfeld-Quandt
test proved that gold prices data create heteroscedastic
process with time varying conditional variance. As far as
the variance is one of the key parameters that is used in the
rules for performing trading operations it is necessary to
construct appropriate forecasting models. Table 4 contains
statistical characteristics of the models constructed as well
as quality of short-term forecasting. To solve the problem
we used GARCH models together with description of the
processes trend which is rather sophisticated (high order
process). The models of this type GARCH demonstrated
low quality of short-term forecasts, and quite acceptable
EGARCH one-step ahead forecasting properties.

Forecasting financial process (stock prices) using com-
bined (linear + nonlinear) model — third experiment. The
combined model includes optimal and digital filters, linear
regression models and nonlinear logit model (Fig. 4).
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Optimal

Regression 1
filter
Digiral filter ]_‘_.lr Regression 2

Figure 4 — Combined model: filtering + linear
regression + nonlinear regression

The purpose of using the filters is to perform data
smoothing (suppressing high frequency components)
and this way prepare it for modeling. Besides, applica-
tion of optimal KF additionally provides a possibility
for solving the following problems: estimation of non-
measurable state vector components; variance (covari-
ance) estimation for observations and the state vector;
and short-term forecasting in a case of necessity.

The data used reflect dynamics of stock prices to-
gether with technical analysis indicators. The indicators
computed on the basis of actual dynamics of prices create
useful data for modeling and forecasting financial proc-
esses. Among widely used indicators are the following:
Pivot Point, Woodie’s Pivot Points, Fibonacci’s Pivot
Points, Camarilla’s Pivot Points.

5 RESULTS
Experiment 1 shown that the best model turned out to
be AR(1) + trend of 4™ order. It provides a possibility for
one step ahead forecasting with mean absolute percentage
error of about 3.19%, and Theil coefficient is U =0.024.

Table 2 — Models and forecasts quality without Kalman
filter application

Data Nonlinear Forecast
logistic

regression

Model Model quality I;I)rsecast quality oy

type  |R2 | De*(k) | DW MAE | pi*  [Theil
AR(1) 0.99 | 25644.67 | 2.15 [49.82 | 41.356 8.37 1 0.046
AR(1,4) [0.99 | 25588.10 | 2.18 [49.14 | 40.355 8.12 | 0.046
AR(1) +

Ist 0.99 | 25391.39 | 2.13 (34.39 | 25.109 4.55 10.032
order

trend

AP(1,4)

FISt 099 [25332.93 | 2.18 |34.51 | 25.623 | 467 | 0.032
order

trend

AR(D) +

4th 0.99 | 25173.74 | 2.12 (2592 | 17.686 3.19 | 0.024
order

trend

The Theil coefficient shows that this model is gener-
ally good for short-term forecasting. Statistical character-
istics of the models and respective forecasts computed
with KF application for data smoothing are given in ta-
ble 3. Here optimal filter (with random walk model)
played positive role what is supported by respective statis-
tical quality parameters.

Again the best model turned out to be AR(1) + trend
of 4™ order. It provides a possibility for one step ahead
forecasting with mean absolute percentage error of about
2.71%, and Theil coefficient is: U =0.019. Thus, in this
case the results achieved are better than in previous mod-
eling and short-term forecasting without filter application.
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Table 3 — Models and forecasts quality with
application of Kalman filter

Model Model quality Forecast quality

type R> | Yel) | DW |[MSE |[MAE |MA | Theil
AR(1) 0.99 | 24376.32 |2.11 |45.21 |39.73 |[7.58 | 0.037
AR(1.4) | 0.99 | 24141.17 |2.09 |47.29 [38.75 |7.06 | 0.035
AR(1) +

1* order | 0.99 | 23964.73 |2.08 |31.15 [22.11 |3.27 | 0.029
trend

AR(1) +

4™ order | 0.99 | 22396.83 |2.04 [21.35 [13.52 |2.71 | 0.019
trend

Experiment 2. Statistical analysis of the time series se-
lected with application of Goldfeld-Quandt test proved
that gold prices data create heteroscedastic process with
time varying conditional variance. As far as the variance
is one of the key parameters that is used in the rules for
performing trading operations it is necessary to construct
appropriate forecasting models. Table 4 contains statisti-
cal characteristics of the models constructed as well as
quality of short-term variance forecasting. To solve the
problem we GARCH models together with description of
the processes trend which is rather sophisticated (high
order process). The models of this type GARCH demon-
strated low quality of short-term forecasts, and quite ac-
ceptable EGARCH one-step ahead forecasting properties.

Table 4 — Results of modeling and forecasting
conditional variance

Model quality Forecast quality
Modeltype | | Se*K) | pw | misk | VAP Theil
GA‘?E% 099 | 153639 | 0.113 | 9725 | - | 517.6 | 0.113
G‘?li%{) 0.99 | 102139 [ 0.174 4587 | - | 2113 | 0.081
G‘?li%{) 099 | 80419 | 0337 [4183 | - | 121.6 | 0.058
MLN(S;” I;/; 099 | 61377 [ 0405 | 795 | -~ [ 997 |o0.027
EGAE?% 099 | 45184 | 0429 | 678 | - | 874 |0.023

Thus, the best model constructed was exponential
GARCH(1,7). The achieved value of MAPE = 8.74%
comprises very good result for forecasting conditional vari-
ance. The second was the model proposed MLNMSYV that
has two order parameters: p and g, with MAPE =

9.97%. Further improvements of the forecasts were
achieved with application of the adaption scheme [1, 7]. An
average improvement of the forecasts was in the range be-
tween 0.5-1.5%, what justifies advantages of the approach
proposed. Combination of the forecasts generated with
different forecasting techniques helped to further decrease
mean absolute percentage forecasting error for about 0.5 —
0.8% in this particular case. It should be stressed that
analysis of heteroscedastic processes is very popular today
due to multiple engineering, economic and financial appli-
cations of the models and forecasts based upon them. The
methodology developed also supposes constructing of
combined models including classical statistical regression
and probabilistic models in the form of Bayesian networks.
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Experiment 3. The following notations were used for
the indicators: Pivot is “turning point”; S1 is first level of
support; S2 is second level of support; S3 is third level of
support; R1, R2 and R3 are first, second and third levels
of resistance. All three indicators work in a similar way. If
open price is higher than, Pivot, and the price starts mov-
ing down, then from of view of technical analysis it is
probable that after reaching Pivot value, the price will go
up. In the case when this did not happen and the price con-
tinues moving down then, from the point of view of techni-
cal analysis, it is probable that the price may perform a turn
or stop moving down when it approaches the level of, S1.
The same situation takes place for S2 and, S3 . However,
price reaches the level of S3 very seldom. Even when the
price gets down lower than, S3, then probability of its next
moving down is very low. The same situation takes place
in the case of a price moving up but here instead of indica-
tors S1, S2, S3 should be used R1, R2, R3.

To construct regression models first were used mini-
mum daily exchange rate for the pair USD/CHF (257 val-
ues for 2007). The first multiple regression model was
constructed for minimum price with independent vari-
ables, S1, S2, S3:

y(k)=-0.0164 + 0.1724 - S1(k)— 5.3885 - S2(k) +

+4.2251 - S3(K), 12)

where Kk is discrete time as before. This model does not
include autoregression part because this variant results in
degeneration of measurement matrix. The model con-
structed has the following statistical characteristics of

adquacy: R? =0.9899; SSR =0.0038; AIC =-8.277;
DW =1.9542 All statistics exhibit quite acceptable val-

ues. Statistical characteristics that characterize quality of
one-step-ahead prediction are as follows: RMSE =
0.0038; MAE =0.003; MAPE =0.2525%; U =0.0016.
Number of correct forecasts for direction of price evolu-
tion was 187 or 73.05%.

As far as evolution of stock prices very often takes
place along arbitrary nonlinear trajectories, to describe
correctly the processes it is necessary to use nonlinear
models. In some cases rather simple approach to solving
the problem is application of nonlinear logistic regression.
It can be helpful for forecasting direction of a price mov-
ing during the next step of its evolution. If at the moment
of time t+1 price will be higher than at the moment, t,
denote this situation (price growth) as “1”, and price de-
creasing denote as “0”. These values were used as inputs
(for left-hand-side) of logistic regression and classifica-
tion tree. The same notation was used for growth and de-
creasing of the Pivot Point indicator with the following

additional notations for respective variables: §1, §2,
§3, P R FAQI, R2 S R3. These variables were used as in-
dependent ones in logistic regression and classification

tree. The following model was constructed for the
minimum price:
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eXe (k)
9min (Xz):m, (13)
X, (K) = —0.683 +0.033- S1(k) +0.055 - S2(k) +
+0.055-S3(k)—0.4- P(k)+1.627 - RI(K) + (14)
+0.133-R2(k) +0.264 - R3(k),
X1 (k)
gmaxz(xl):m, (15)
%1 (K) = —0.871+0.127- S1(k) + 0.404 - S2(k) —
—0.36-S3(k)—0.247 - P(k) + +0.616 - R1(k) + (16)

+0.079-R2(k) —0.009 - R3(k) +2.159 - (k).

Results of forecasting direction for evolution of mini-
mum price are presented in Table 5.

Table 5 — Results of forecasting direction for
evolution of minimum price

Model type Probability of
correct direc-
tion forecast

Linear regression with indicators 73.05%
Logistic regression with Pivot Point 68.36%
Classification tree with Pivot Point 68.36%
Logistic regression with Pivot Point + forecast | 75.03%
by linear model

Classification tree with Pivot Point + forecast | 73.83%
by linear model

Logistic regression with Woodie’s Pivot Point 68.75%
Classification tree with Woodie’s Pivot Point 68.36%
Logistic regression with Woodie’s Pivot Point | 75.39%
+ forecast by linear model

Classification tree with Woodie’s Pivot Point + | 73.83%
forecast by linear model

Logistic regression with Fibonacci’s Pivot Point | 65.23%
Classification tree with Fibonacci’s Pivot Point 65.23%
Logistic regression with Fibonacci’s Pivot Point | 74.22%
+ forecast by linear model

Classification tree with Fibonacci’s Pivot Point | 73.83%
+ forecast by linear model

Thus, in both cases (logistic regression and classifica-
tion tree) the best results were achieved with the use of
additional forecast achieved by the linear model. The sta-
tistical quality characteristics of the forecasts achieved
show high quality of the forecasts and possibility of their
use in trading rules.

6 DISCUSSION

Based on table 5 we got the following results: for the
threshold value of probability 0.44 the first type error
accepted the value of about 53, and second type error was
28. The number of correctly forecasted directions for
price evolution was 175 or 68.36%. The use of the classi-
fication tree (CHAID algorithm) with threshold value
0.35 practically led to the same result.

To improve quality of the forecasts the models of lo-
gistic regression and classification tree were augmented
with forecasts of price evolution generated by linear re-
gression using the same notation for the growth and de-
creasing, where linear regression output that accepts the
value of “1” if forecast shows growth of the price, and “0”
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if forecast shows decreasing of the price. For the thresh-
old value of probability 0.39 the first type error accepted
the value of about 39, and second type error was 25. The
number of correctly forecasted directions for price evolu-
tion was 192 or 75.0%. When classification tree was used
for the threshold value of probability 0.32 the first type
error accepted the value of about 54, and second type er-
ror was 13. The number of correctly forecasted directions
for price evolution was 189 or 73.83%.

CONCLUSIONS

In this article we proposed an approach for obtaining
high-quality results of the adequacy of the final model
was obtained to describe formally linear and nonlinear
parts of a process under study using the software devel-
oped on the purpose.

The scientific novelty of obtained results is that the
original definition of model structure was given and a
short review of mathematical models for nonlinear non-
stationary processes was presented. Several application
examples were provided that exhibit high quality of final
results namely model adequacy and quality of the fore-
casts. A methodology was proposed for mathematical
modeling and forecasting nonlinear nonstationary in
economy and finances using statistical data, though the
methodology is applicable to constructing models in de-
mography, ecology as well as in many other spheres of
human activity where data is available in the time series
form. The methodology is based on general system analy-
sis principles that suppose hierarchical structure of data
analysis procedure, identification and processing of pos-
sible uncertainties. The systemic approach to modeling
also supposes development and implementation of adap-
tive schemes for model structure and parameter estima-
tion, application of statistical, probabilistic and other cri-
teria for model constructing procedure, and to selection of
the best model for specific application.

The practical significance of obtained results is that
the performed tracking the computational procedures at
all stages of data processing and model development with
appropriate sets of quality statistics provides a possibility
for achieving high quality of intermediate and final re-
sults. As instrumentation for fighting possible uncertain-
YK 004.942: 519.216.3

ties the following techniques were used: optimal filtering
procedures, missing data imputation techniques, multiple
methods for model parameter estimation, and Bayesian
programming approach, decision trees etc.

Prospects for further research will be focused on re-
finement of the methodology proposed namely model
structure and parameter estimation procedures, develop-
ment of new model structures for NNP and active use of
ideologically different approaches to modeling and fore-
casting in the frames of one modeling and forecasting
system.
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KOMBIHOBAHMIA X IO MOJEJIOBAHHS HECTAIIOHAPHUX TETEPOCKEJJACTUYHUX IMTPOLIECIB

Tumomyk O. JI. — KaH]I. TeXH. HayK, JOLEHT Kadeapy MaTeMaTHYHUX METOJIB CHCTEMHOTO aHAIIi3y, [HCTUTYT MPUKIIaJHOTO CHCTEMHO-
ro anHanizy, HTYVY «KuiBchkuii nonitexHigauit iHcTHTYT iM. Irops Cikopebkoro », Kuis, YkpaiHa.

T'ycbkoBa B. I'. — acmipanT kadenpu MareMaTHYHUX METO/IIB CHCTEMHOT0 aHami3y, [HCTUTYT MpUKIaaHOTO cucTeMHOro aHanizy, HTYY
«KuiBcbkuit noitexHiuHui iHCTUTYT M. Iropst Cikopebkoro », Kuis, YkpaiHa.

Bintok II. I. — 1-p TexH. Hayk, podecop Kadeapy MaTEeMATUYHUX METOJIB CHCTEMHOTO aHalli3y, IHCTUTYT IPHKIAJHOIO CHCTEMHOTO
anamizy, HTYY «KuiBcekuit monitexuiunuii iHctutyT iM. Iropst Cikopebkoro », Kuis, Ykpaina.

AHOTANISA

AxTyanbHicTb. HeniniiiHi HecTalioHapHI NPOLIECH CbOTOJHI CIIOCTEPIraloThCsl B Pi3HUX 00JACTAX JOCIHIUKEHb: €KOHOMIKa, (iHaHCH,
exouoris, reMorpadis i T. 1. Jlyske yacTo 11 po3poOKu Mozieneil i IporHo3iB 3raflaHUX MPoIeciB MOTPiOHi crenianbHi miaxonu. MeTogomno-
il MOJICITIOBaHHS TIOBHHHI BPAaXOBYBATH MOIIMBI HEBH3HAYCHOCTI, 110 BUHUKAIOTH MPU 00pOOIIi JaHUX, CTPYKTYpl MOJIENi 1 OIIHKHU Mapame-

TpiB.

Meta podotn. Po3pobuti MoudikoBaHy METOAOJIOTIIO TOOY/JOBH MO/IeNIEi HENiHIHNX MPOLECIB, SKa J03BOJISIE JOCATTH BUCOKOI KO-
CTi IPOTHO3iB. BilbIl KOHKPETHO PO3IIAHYTI I€TEPOCKENACTHYHI HPOLECH, SKi CTBOPIOIOTH IIMPOKUH KIac HENMHIMHMX HeCTalliOHApHUX

MIPOIIECIB 1 PO3IJISIIAIOTHCS B 0araThOX 00JIACTSAX AOCIIKEHb.

Merton. J{ynsi ZOCSATHEHHS METH 3TaJIaHOTO JIOCIIKCHHS BUKOPHCTOBYIOTHCSI HACTYIIHI METOAN: CUCTEMHHI MiAXix 0 HoOyIOBH MoJe-
neil 1 IpOrHo3yBaHHA, MOAU(IKOBaHA METOIOJIOri MO/ICIIOBAaHHS HENIHIHHUX IIPOLECiB, MeToMu ineHTH(iKalii Ta BpaXyBaHHSA MOXKIHBHX
HEBHU3HAYCHOCTeH. J{JIsl MOI0NIaHHs CTPYKTYPHHUX HEBH3HAUCHOCTEH BUKOPHCTOBYIOTHCS METOJN: YTOUHCHHS IOPSIKY MOJENEeH 3 BUKOPHC-
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TaHHSM HEPiOJUYHOTO aJalTUBHOTO MiJXOAY 10 MOACNIIOBAHHS i aBTOMAaTHYHHI TOLIYK «HAHKpANIOl» CTPYKTYPH 3 BUKOPUCTAHHSIM CKIIa]-
HHUX CTATHCTHYHHUX KPUTEPIiiB; afanTHUBHA OLIHKA Yacy 3aTPUMKH BBEJICHHS 1 THITy PO3MOJULY JIaHUX 3 iX mapameTpaMu; OIMC BHUSBICHUX
HEJIIHEHHOCTEH 3a JJONIOMOT 00 albTePHATHBHUX aHATITHYHHX (POPM 3 OAABLIO OLIIHKOK OTPUMAHUX MPOTHO3IB.

Pe3yabraTu. 3anpornoHoBaHO MOAN(IKOBaHY METOJIOIOTII0 MOAEITIOBAHHS HENIHIMHIX HECTAlliOHAPHUX IIPOLIECIB, CXEMY aJanTaril Juis
o0y IOBH MOJIENIEH, 3arpoOIIOHOBaHI HOBI MOJIENIbHI CTPYKTYpHU. B pe3ynbTaTi BUKOHaHHS OOYHCIIOBATIEHUX €KCIIEPHUMEHTIB OyJI0 BHSBIICHO,
110 NOOY/I0BaH1 HEJiHIHHI MO/ Aal0Th MOKJIMBICTh OOYMCITIOBATH MPOTHO3U BHCOKOI SKOCTI JUTSL OCIIPKYBAHOTO MPOIIECy Ta iX AucCIep-
cii.

BucHoBKH. 3aCTOCYBaHHS 3aIIpONOHOBAHOT METO/IOJIOTIT MOJICITIOBAHHS JJa€ MOXKIIMBICTh CTPYKTYPHOI Ta IMapaMeTpUYHOI ajanTanii Mo-
nesieit, no0yI0BaHKX 32 CTATUCTUYHUMHU JaHUMHU. PO3po0IieHi MOJeTi AEMOHCTPYIOTh NPUHHSTHY aJeKBATHICTD 1 IKICTh KOPOTKOCTPOKOBOTO
MIPOTHO3YBaHHSI.

KJIFOUYOBI CJIOBA: HeniHilHI HecTalioOHapHI MMPOIECH, CUCTEMHHH IMiJXiJ A0 MOJEIIOBAHHS, CTPYKTYpHA i ITapaMeTpHYHa aJarra-
11is1, KoOMOiHOBaHi MOJIeNi, HeBH3HAYCHICTh B MOJICIIIOBAHHI Ta IPOTHO3YBaHHI.

YJIK 004.942: 519.216.3
KOMBHUHHPOBAHHBINI MOAXO0OJ K MOJAEJTUPOBAHUIO HECTAIIMOHAPHBIX TETEPOCKEJACTHUYECKHAX
MNPOLECCOB

Tumomyk O.JI. — kaHJ. TeXH. HAyK, JOLEHT Kadeapbl MaTeMAaTHIECKUX METOJOB CHCTEMHOTO aHaju3a, IHCTUTYT NMPUKIaJHOTO CHC-
temHoro aHanuza, HTYVY «Kuesckuii nonutexunueckuii HHCTUTYT uM. Uropst Cukopckoro», Kues, Ykpauna.

I'yebkoBa B. I'. — acniupanT kadeapsl MaTeMaTHYECKHMX METON0B CUCTEMHOI0 aHaiM3a, MHCTUTYT NMPHUKIAaAHOIO CHCTEMHOrO aHalu3a,
HTVY «Kuesckuii nonmurexuuueckuii HHCTUTYT M. Mrops Cukopckoroy», Kues, Ykpauna.

Buawok I1.W. — 1-p TexH. Hayk, npodeccop Kadeapsl MaTEeMaTHUECKUX METOIO0B CUCTEMHOTO aHann3a, HCTUTYT MPUKIATHOTO CUCTEM-
Horo aHanu3a, HTYY «Kuesckuit nonurexunueckuit uHCTUTYT M. Uropst Cukopckoro», Kues, Ykpaunna.

AHHOTADIUA

AKTyaJbHOCTb. HenuHelinbie HecTallMoHapHbIE MPOLIECCH HAOMIOIAITCS CErO/IH B PA3IMYHBIX 00JIACTSAX MCCIIEOBAHHIA: SKOHOMHKA,
¢unaHChl, 3KosorHs, AeMorpadus u T. 1. OueHb YacTo [uis pa3paboTKU MOJEel U MPOTHO30B YIOMSHYTHIX MPOLIECCOB TPEOYIOTCS CIIEIH-
aJIbHBIE T10JXO0Jbl. METONO0NIOTMH MOJEINPOBAHUS JIOJDKHBI YUUTHIBATh BO3MOXKHBIE HEOINPEIENICHHOCTH, BO3HHKAIOIIME NpHU 00paboTke
JAHHBIX, CTPYKTYpPE MOJICIN U OIICHKE MapaMeTpoOB.

Leanb padorbl. Pazpaborath MOTUPUIPOBAHHYO METOMOJIOTHIO TOCTPOCHHS MOJEel HEeTMHEHHBIX MPOIECCOB, KOTOPask MO3BOJSET
JIOCTHYb BBICOKOTO KadecTBa MPOTrHO30B. bojee KOHKPETHO pacCMOTpPEHBI IeTePOCKEAAaCTUYHBIE MPOIECCHl, KOTOPBIE CO3JA0T IMIMPOKHMA
KJIACC HEJIMHEHHBIX HECTAlIMOHAPHBIX TIPOLIECCOB M PACCMATPHUBAIOTCS BO MHOTUX O0JIACTSIX UCCIIEI0BaHUIA.

Metoa. [lnst DoCTHXKEHHS LETH YIOMSHYTOTO MCCIEA0BaHHS UCIONIb3YIOTCS CIEAYIOIUE METOMBI: CUCTEMHBIN MMOJAXOM K MOCTPOEHHIO
MoJeNneil ¥ MPOrHO3UPOBAHUIO, MOAUGUIIMPOBAHHAS METOOJIOTHS MOAEIUPOBAHUS HEIMHEHHBIX MPOIECCOB, METOAbl MACHTU(GUKALUM U
y4eT BO3MOXKHBIX HeOIpenesieHHOCTe!. Jlis peoioaeH st CTPYKTYPHBIX HEONPEeIeHHOCTEH HCIONb3YIOTCSl METO/Ibl: YyTOUHEHHUE MOpsIKa
MOJIeJIEH ¢ UCTIONB30BAaHUEM IIEPHOIMUECKOTO aJallTHBHOTO MTOX0/1a K MOAEINPOBAHUIO 1 ABTOMaTHIECKUH IMOUCK «HAMIYYIICH) CTPYKTY-
PBI C HCIOJIBb30BAaHUEM CIIOXKHBIX CTATUCTUYECKHX KPUTEPUEB; afaNTHBHAs OLIEHKA BPEMEHH 3a[Cp)KKU BBOJA M THUIIA PACIPEICNICHUS aH-
HBIX C MX IapaMeTpaMu; ONHCaHue OOHAPYKEHHbIX HEJIMHEHHOCTEH ¢ MOMOILBIO aJbTEPHATUBHBIX AaHATUTHYECKUX (OPM € MOCIeyIomen
OLIEHKOM TTOJIy4eHHBIX ITPOTHO30B.

Pesyabratbl. [IpemnokeHa MoAU(UIMPOBaHHAS METOMOJOTHS MOJACIUPOBAHUS HEIMHEHHBIX HECTALMOHAPHBIX MPOLECCOB, CXeMa
aJlanTalyy Ui TIOCTPOSHUS MOJIENEH, TPEAIoKEeHbI HOBBIE MOZIENbHBIE CTPYKTYpBL. B pe3ynpTare BBITOIHEHUS BBIYUCIUTENBHBIX IKCIIEPH-
MEHTOB ObLIO OOHAPY)KEHO, YTO MOCTPOCHHbIE HEMHEHHbIE MOJENN NAI0T BO3MOXKHOCTb BBIYMCIISTH MPOTHO3bI BHICOKOIO KauecTBa JUls
HCCIIeYyEeMOro TpoLecca U X JUCHEePCHH.

BoiBoabl. [IprMeHeHne MpeniokeHHOH METOAOJIOTHH MOACITUPOBAHUS Ja€T BO3MOXKHOCTh CTPYKTYpHOU M IMapaMeTpHyecKol ajamnTa-
LMK MOJieNiel, OCTPOEHHBIX CO CTATHCTMYECKUMHM JAaHHBIMU. PazpaboTaHHbIe MOJEIH AEMOHCTPUPYIOT IPHUEMIIEMYIO aJeKBaTHOCTb M Kaue-
CTBO KPAaTKOCPOUHOT'O TIPOrHO3UPOBAHMUSI.

KJIIOYEBBIE CJIOBA: HenuHelHbIE HecTallMOHApHBIE TPOIECCHI, CHCTEMHBIN MOAX0 K MOJCIHPOBAHHIO, CTPYKTYpHAs U IapaMeT-
pudeckas axantanus, KOMOMHHPOBAHHBIE MOJIEIIH, HEONIPEISICHHOCTH B MOJICTIMPOBAHUH ¥ IPOTHO3UPOBAHUH.
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