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ABSTRACT

Context. The problem of increasing the efficiency of optimization methods by synthesizing metaheuristics is considered. The ob-
ject of the research is the process of finding a solution to optimization problems.

Objective. The goal of the work is to increase the efficiency of searching for a quasi-optimal solution at the expense of a meta-
heuristic method based on the synthesis of clonal selection and annealing simulation algorithms.

Method. The proposed optimization method improves the clonal selection algorithm by dynamically changing based on the an-
nealing simulation algorithm of the mutation step, the mutation probability, the number of potential solutions to be replaced. This
reduces the risk of hitting the local optimum through extensive exploration of the search space at the initial iterations and guarantees
convergence due to the focus of the search at the final iterations. The proposed optimization method makes it possible to find a con-
ditional minimum through a dynamic penalty function, the value of which increases with increasing iteration number. The proposed
optimization method admits non-binary potential solutions in the mutation operator by using the standard normal distribution instead
of the uniform distribution.

Results. The proposed optimization method was programmatically implemented using the CUDA parallel processing technology
and studied for the problem of finding the conditional minimum of a function, the optimal separation problem of a discrete set, the
traveling salesman problem, the backpack problem on their corresponding problem-oriented databases. The results obtained allowed
to investigate the dependence of the parameter values on the probability of mutation.

Conclusions. The conducted experiments have confirmed the performance of the proposed method and allow us to recommend it
for use in practice in solving optimization problems. Prospects for further research are to create intelligent parallel and distributed
computer systems for general and special purposes, which use the proposed method for problems of numerical and combinatorial
optimization, machine learning and pattern recognition, forecast.

KEYWORDS: metaheuristics, clonal selection, annealing simulation, optimization, technology of information parallel
processing.

ABBREVIATIONS NOMENCLATURE
CLONALG is a clonal selection algorithm;
SA is an algorithm for simulating annealing;
MSE is a mean square error;
CUDA is the compute unified device architecture. A" s the reduction operator;

A™ is the mutation operator;

A% s the cloning operator;

A" is the replacement operator;
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X is a solution (antibody);

X isa (quasi) optimal solution (antibody);

F(-) is the fitness function;

f(-) is the function for which the conditional mini-
mum should be found;

Fy () is the penalty function;

@ (-) is an affinity;

XM isa population at iteration n;

W is population and intermediate population power;
C is a set of antibody clones;

g is a number of clones for each antibody;

C is a set of mutated antibodies clones;
A is a power of the set mutated clones;
M is the intermediate population;

a is the cloning parameter;

p (-) is the mutation probability;

round() is the function, rounding the number to the
nearest integer;

U(0,1) is the function that returns a uniformly dis-
tributed random number in the range [0, 1] ;

N(0,1) is the function that returns a standard nor-

mally distributed random number;
d is a number of replaced antibodies;

d™* is the maximum number of replaced antibodies;

N is an iteration number;

max

n
min
Xj .

is the maximum number of iterations;
x{"® are the minimum and maximum values

of the i ™ component of the antibody respectively;
Aj is a mutation step for the i ™ component of the

clone;
d is the mutation parameter, 0 <3 <1;

T(n) is the annealing temperature at iteration n;

Ty is an initial annealing temperature;

B is a cooling ratio;

h, () is the z ™ equality constraint;

g,(-) isthe z ™ inequality constraint;

Z, is a number of equality constraints;

Z, is a number of inequality constraints;

Xy 1s the subset of the current population containing

antibodies that satisfy all constraints;

I, is a number of arguments of the function for which
the conditional minimum should be found;

S is the partitionable set;

s, is a vector, one-to-one corresponding to the k ™ el-
ement of the partitionable set;

J is a number of features of the element parti-
tionable set;

K  is the power of the partitionable set;

I, is a number of classes into the partitionable set;

dxi,xj is the distance between points of the route
XisXjs

I3 is a number of points of the route;

W is a load capacity;

w; is a weight of i ™ cargo;

v; is a value of the i ™ cargo;

I4 is a number of cargo.

INTRODUCTION

Today, the development of methods aimed at solving
problems of numerical and combinatorial optimization,
machine learning, etc., which are used in general and spe-
cial-purpose intelligent computer systems, is an urgent
task.

Existing optimization methods that find the exact so-
lution have high computational complexity. Optimization
and machine learning methods that find an approximate
solution through directional search have a high probabil-
ity of falling into a local extremum. Random search
methods do not guarantee convergence. In this connec-
tion, the problem of insufficient efficiency of optimization
methods, which needs to be solved, arises.

The object of study is the process of finding solutions
to optimization problems.

The subject of study is the methods for finding a
quasi-optimal solution based on metaheuristics.

The purpose of the work is to increase the efficiency
of searching for a quasi-optimal solution at the expense of
a metaheuristic method based on the synthesis of clonal
selection and annealing simulation algorithms.

To achieve this goal, it is necessary to solve the fol-
lowing tasks:

1) to create a quasi-optimal method based on the syn-
thesis of clonal selection and annealing simulation algo-
rithms;

2) to adapt the proposed method to the problem of
finding the conditional minimum of functions;

3) to adapt the proposed method to the problem of op-
timal partitioning of a discrete set;

4) to adapt the proposed method to the traveling
salesman problem;

5) to adapt the proposed method to the knapsack prob-
lem;

6) to conduct a numerical study of the proposed opti-
mization method.

1 PROBLEM STATEMENT
The problem of increasing the efficiency of searching
a solution to an optimization problem based on clonal
selection is represented as the problem of finding such an

ordered set of operators {Amt, A s Avd s Arp} , the itera-
tive application of which provides finding such a solu-
tion X in which F(X*) — min and T — min, more-
over, the solution structure X, fitness function F(-) and

mutation operator AM depend on the problem to be
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solved, and the structures of the cloning ACI, reduc-

tion A and replacement AP operators are independ-
ent.

2 REVIEW OF THE LITERATURE

To accelerate a quasi-optimal solution of optimization
and machine learning problems and reduce the likelihood
of falling into a local extremum, metaheuristics (or ad-
vanced heuristics) are used [1-5]. Metaheuristics expands
the capabilities of heuristics by combining heuristic
methods based on a high-level strategy [6—10].

However, modern metaheuristics have one or more of
the following disadvantages:

— there is only an abstract description of the method or
the description of the method is focused on solving only a
specific task [1];

— the influence of the iteration number on the solution
search process [2] is not taken into account;

— the convergence of the method [11] is not guaran-
teed;

— there is no possibility of using non-binary potential
solutions [12];

— the procedure for determining the values of parame-
ters [13] is not automated;

— there is no possibility to solve the problems of con-
ditional optimization [14];

— insufficient accuracy of the method [15].

Therefore, the efficiency of the method for the search
of quasi-optimal solution is of paramount importance.

The clonal selection algorithm, proposed by Castro
and von Zuben [16-17], developed in [18-21] and pro-
grammatically implemented in [22], is one of the popular
metaheuristics.

3 MATERIALS AND METHODS
The optimization method based on the synthesis of
clonal selection and annealing simulation algorithms is
developed.
The sequence of procedures of the proposed optimiza-
tion method based on the synthesis of clonal selection and
annealing simulation algorithms is shown in Fig. 1.

In block 1, an initial population X O {x} with pow-
er p is created, and each antibody of this population cor-
responds to a potential solution of the problem.

In block 2, the current annealing temperature at itera-
tion N is calculated

T =p"T,, Ty >0, 0<B<1.

In block 3, the value of the fitness function F(x) for

each antibody X, which is determined by the specificity
of the particular optimization problem, is calculated.

In block 4, the affinity value for each antibody X is
calculated.

Affinity is a function that determines the proximity of
antibody X to the best antibody in the current population

and is calculated based on the utility function. The affinity
value is calculated as

max F(X) - F(x)

(m
q) (X) — xe X . .
max F(X)— min F(X)
xeX (M xeX (M

If ©(x) =1, then the antibody is the best.
If ®(x) =0, then the antibody is the worst.

In block 5, the mutation probability for each anti-
body X which depends on the affinity value @ (X) and

the annealing temperature T (n) is calculated

P (X)=exp (= @ (x))exp (~1/T ().

In block 6, the cloning operator for each antibody X
is executed.

The cloning operator A% plays a role similar to the
operator of genetic algorithm reproduction.
The number of clones q for each antibody X is de-

termined as

q=round (o), ae(0,1].

As a result of applying the cloning operator A% to the
current population X M = {x}, a set of antibody
clones C ={c} are formed.

In block 7, the mutation operator for each clone C is
executed.

The mutation operator A™ allows to obtain new an-
tibodies from antibody clones with sharply different prop-
erties.

The mutation based on the annealing simulation over
each component of each «clone ¢ is executed
when p (x)<U(0,1).

The features of the proposed variant of the mutation
operator are the following:

— there is an inverse relationship between the muta-
tion probability and the affinity value, i.e. the best (in
terms of affinity) clones change less often than the worst
(in terms of affinity) clones;

— there is an inverse relationship between the muta-
tion probability and the iteration number, i.e. at the initial
iterations the entire search space is explored and at the
final iterations the search becomes directional.

As a result of applying the mutation operator A™ toa
set of antibody clones C={c}, a set of mutated
clones C = {c} is formed.

In block 8, the reduction operator is executed.

As the reduction operator A' s the
scheme (u+A) [9] is used, which provides the direction

of the search (the best antibodies are preserved) and
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v

1. The creation of initial population X (1)

|

v

2. The calculation of the current annealing
temperature T(n)

v

3. The calculation of the value of the fit-
ness function F(x)

v

4. The calculation of the value of the af-
finity function ® (X)

v

5. The calculation of the mutation prob-
ability based on annealing simula-
tion p (X)

v

6. The execution of cloning operator A%

]

2] 2

7. The execution of the mutation operator

with annealing simulation AMt

v

8. The execution of the reduction opera-
tor Ard

v

9. The execution of dynamic replacement

operator AP

v

10. The determination of the best anti-

body X"

no

Figure 1 — The sequence of procedures of the optimization method based on clonal selection and annealing simulation

the The
tion X ™ ={x} of power pn and the set of mutated

consists  in following. current popula-

clones C = {c} of power A =q-pn are combined and or-
dered by affinity value ® (x). The first p (best in affin-

ity) individuals of the intermediate population are selected
for the intermediate population M = {m} .

In block 9, a dynamic replacement operator is exe-
cuted.
For a broader study of the search space an opera-

tor A", which replaces the last (the worst by affinity)
antibodies of the intermediate population with new anti-
bodies, is used.

The number of replaced antibodies d is determined as

max nmax —nN max
d=round|d — ] d e[o,u).

nm

A peculiarity of the proposed dynamic replacement
operator is the following — there is an inverse relationship
between new antibodies number and the iteration number,
i.e. at the initial iterations the entire search space is ex-
plored and at the final iterations the search becomes direc-
tional.

As a result of the application of the replacement op-

erator A" to the intermediate population M ={m}, a

new population X (+) = {x} is formed.
In block 10, the best antibody by the value of the fit-
ness function X = arg m%n ) F(x) is determined.
xeX ("*
In block 11, the condition for completing the solution
search is checked.

If n=n"*, then a quasi-optimal solution X"
is obtained.

The adaptation of the optimization method based on
the synthesis of clonal selection and annealing simulation
algorithms for the problem of finding the conditional min-
imum of the function is given.

The proposed method is used to minimize the func-
tion, taking into account equality constraints and inequal-
ity constraints. For this task, each antibody is a collection
of function arguments, and blocks 1, 3, 7, 9 have the fol-
lowing features.

In block 1 and block 9, each component X; of each

antibody X is initialized as

max

Xj = (X3 — My Y0, 1)+ x™ e, ...

NS
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In block 3, the value of the fitness function F(x) for
each antibody X is calculated as

RTETIES <
Fu0) =n| === 31 001+ 2 (max{0.9,00)) |

z=1 z=1
F(x)=f(X)+ Fy(x).

In block 7, a mutation based on annealing simulation
algorithm over each component ¢;j of each clone C is

executed as
r=u(,,

max _

8 (4™ =) [” )

max
n

]CXP(—CD (X)) N (Os l)s I‘-I < p ,

0, i>p

A=

xmin (cj +Aj)< xmin

6i = (Ci +Ai), Ximin <(Ci +Ai)< XimaX .
x[rax (G + A )> xmx

For this task, the mutation operator, besides the fea-
tures indicated in the description of the developed meth-
od, has the following additional features:

— the value of each component C; is always in the al-

lowable range [x{™", x{"**];

— there is an inverse relationship between the magni-
tude of the mutation step and the affinity value, i.e. the
best (in terms of affinity) clones change less than the
worst (in terms of affinity) clones;

— there is an inverse relationship between the magni-
tude of the mutation step and the iteration number, i.e. at
the initial iterations the entire search space is explored
and at the final iterations the search becomes directional;

— it does not require the use of binary potential solu-
tions, i.e. there is no need to convert real potential solu-
tions into binary ones before the mutation and to convert
binary potential solutions into real ones after the muta-
tion, which reduces the computational complexity of the
mutation operator and speeds up the search for a solution.

The adaptation of the optimization method based on
the synthesis of clonal selection and annealing simulation
algorithms to the problem of optimal discrete set parti-
tioning is given.

The proposed method is used to minimize the root-
mean-square error of the partition of a finite discrete set
into a given number of classes. For this task, each anti-
body is a set of class centers, and blocks 1, 3, 7, 9 have
the following features.

In block 1 and block 9, each component Xjj of each

antibody X is initialized as

max min min
XijZ(Xj —Xj )U(0,1)+XJ ,

ie{l.., 1}, je{l,.., 3}

In block 3, the value of the fitness function F(Xx) for
each antibody X is calculated as

. . 2
Jk =arg _m”Sk =X || )
iel,l,

sk eS, ke{l,...,K},

F(x)= i”sk = Xj, “2 .
k=1

In block 7, a mutation based on the annealing simula-
tion algorithm over each component cjj of each clone ¢

is executed as

rij =U (0, 1) ,
. pmax _
A= 8 (X =X ——— exp(- @ ())N(0,1), r<p(x),

0, Tij > P (X)

X in (c-- + A )< X in

I 8 /="

Gij = (Cij +Aij ), Xgnln < (Cij +Aij )< Xﬁnax

Xﬁnax’ Cij +Aij )Z Xﬁnax

For this task, the mutation operator, besides the fea-
tures indicated in the description of the developed meth-
od, has the following additional features:

— the value of each component Cj; is always in the al-
lowable range [x]"", X} ];

— there is an inverse relationship between the magni-
tude of the mutation step and the affinity value, i.e. the
best (in terms of affinity) clones change less than the
worst (in terms of affinity) clones;

— there is an inverse relationship between the magni-
tude of the mutation step and the iteration number, i.e. at
the initial iterations the entire search space is explored
and at the final iterations the search becomes directional;

— it does not require the use of binary potential solu-
tions, i.e. there is no need to convert real potential solu-
tions into binary ones before the mutation and convert
binary potential solutions into real ones after the muta-
tion, which reduces the computational complexity of the
mutation operator and speeds up the search for a solution.

The adaptation of the optimization method based on
the synthesis of clonal selection and annealing simulation
algorithms for the traveling salesman problem is given.

The proposed method is used to minimize the length
of the route, passing only once through all points. For this
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task, each antibody is a collection of route points, and
blocks 1, 3, 7, 9 have the following features.

In block I and block 9, each component X; of each
antibody X is initialized with a randomly selected route
point number, and the point numbers should not be dupli-
cated.

In block 3, the value of the fitness function F(x) for

each antibody X is calculated as

-1
F(x) = dXth + dei,xm .
i=l

In block 7, the mutation based on an annealing simula-
tion algorithm over each component ¢; and a randomly

selected component Cy of each clone is executed as

i =U(o,1),
k =round ((I3-1)U (0,1)+1),
6, :{Ck» < P(X),
Ci, Ii>p(X)
& :{Cis i< IO(X).
Ck> fi > P(X)

For this task, the mutation operator, besides the fea-
tures indicated in the description of the developed meth-
od, has the following additional features:

— the value of each component always belongs to an
admissible set {1,...,13};

— it does not require the use of binary potential solu-
tions, i.e. there is no need to convert integer potential so-
lutions into binary ones before the mutation and
to convert binary potential solutions into real ones after
mutation, which reduces the computational complexity
of the mutation operator and speeds up the search for a
solution.

The adaptation of the optimization method based on
the synthesis of clonal selection and annealing simulation
algorithms for the knapsack problem is given.

The proposed method is used to select from a given
set of objects with the properties “cost” and “weight” the
subset with the maximum cost, while observing the limit
on the total weight. For this task, each antibody is a col-
lection of weights, and blocks 1, 3, 7, 9 have the follow-
ing features.

In block 1 and block 9, each component X; of each
antibody X is initialized as

xj =round (U(0,1)), ief{l,....14}.
In block 3, the value of the fitness function F(x) for
each antibody X is calculated as

Iy
Fa(X)=n (M] [max{o,zwixi —W}] ,
H i=1

F(x)=f(X)+Fy(x).

In block 7, the mutation based on an annealing simula-
tion algorithm over each component C; of each clone ¢

is executed as
ri=rand (),

6 b = pOOAE =DV <pX)AC=0)
"o, = p (XA =0)v((r<pX)A(=1)"

For this problem, the mutation operator has the fea-
tures indicated in the description of the developed
method.

4 EXPERIMENTS

A numerical study of the proposed optimization meth-
od was carried out using the CUDA technology of infor-
mation parallel processing, the number of threads in the
block corresponded to the population size, the population
was sorted based on the paired-disparity sorting algo-
rithm, the antibody with the lowest value of the fitness
function was searched.

Let the size of the population p =100, the maximum

number of iterations N™** =100, the initial temperature
To =106, the cooling ratio =094, the cloning

parameter 0=0.1, the maximum number of antibodies

replaced d™ =02 p.

For the task of:
— finding the conditional minimum of the function, the
search for a solution was carried out on Rosenbrock test

function f(x,y)=(1-X)>+100(y—x>)*>  with con-

straints (Xx—1)>—y+1<0 and Xx+y-2<0,
moreover, —1.5<x<1.5, -0.5<x<2.5;

— optimal partitioning of a discrete set, the search for a
solution was carried out on the standard BSDS500 data-
base;

— “the traveling salesman”, the search for a solution
was conducted on the standard berlin52 database;

— “the knapsack”, the search for a solution was carried
out on the standard KNAPSACK 01 database.

The study leads to the conclusion that the proposed
method provides a high accuracy of finding a solution.

and,

5 RESULTS
The function of the annealing temperature decrease is

determined by the formula T(nN)=p" T, and is

shown in Fig. 2.
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Figure 2 — The function of the annealing temperature decrease

The dependence (Fig. 2) of the annealing temperature
on the iteration number shows that the annealing tempera-
ture decreases with increasing of the iteration number.

The mutation probability in the case for the worst an-
tibody (CD xX)= 0) is determined by the formula

p (X) =exp (— 1 /T(n)) and is shown in Fig. 3.

The dependence (Fig. 3) of the mutation probability
on the annealing temperature shows that the mutation
probability decreases with temperature decreasing.

The results of the comparison of the proposed method
with the method based on the theory of clonal selection
and described in [16—22] are presented in Table 1.

6 DISCUSSION

The selected values of the parameters of the proposed
optimization method provide a high probability of muta-
tion at the initial iterations and a low probability of muta-
tion at the final iterations. For example, for the worst an-
tibody with the maximum probability of mutation, the
mutation occurs with a probability of no less than 0.9 for
the first 40% iterations and with a probability below 0.1
for the last 10% iterations (Fig. 3).

Method based on clonal selection theory [16-22]:

— does not take into account the iteration number in
the operator of mutation and replacement, which reduces
the accuracy of the search for a solution (Table 1);

— does not allow real potential solutions in the muta-
tion operator, which increases the computational com-
plexity of the mutation operator and slows down the
search for a solution. This is due to the need to convert
non-binary potential solutions into binary before the mu-
tation and binary potential solutions into non-binary after
mutation (Table 1);

— does not allow to find the conditional extremum.

The proposed method allows to eliminate these draw-
backs.

CONCLUSIONS
In this paper, the actual scientific and technical prob-
lem of increasing the efficiency of optimization methods

was solved by dint of creates the method of finding a qua-
si-optimal solution by a metaheuristic.

The scientific novelty of obtained results is that the
optimization method based on the synthesis of clonal se-
lection and annealing simulation algorithms is proposed.
It allows to increase the search accuracy through the ap-
plication of the principle of organizing the study of the
entire search space at the initial iterations and focusing of
the search on the final iterations.

The adaptation of the proposed method both for the
problem of finding the conditional minimum of functions
and for the problem of optimal partitioning of a discrete
set:

— allows real potential solutions in the mutation opera-
tor, which reduces the computational complexity of the
mutation operator and speeds up the search for a solution;

— uses a dynamic mutation step, which allows to in-
vestigate the entire search space at the initial iterations
and to make the search directional at the final iterations,
that ensures high accuracy of the search.

The solution of finding the problem of conditional
minimum of functions and the knapsack problem by the
proposed method uses a penalty function, which allows to
find a conditional extremum.

In addition, the application of the proposed method for
solving the traveling salesman problem allows integer
potential solutions in the mutation operator, which re-
duces the computational complexity of the mutation op-
erator and speeds up the search for a solution.

The practical significance of the obtained results lies
in the fact that the scope of application of metaheuristics
is expanding on the basis of the theory of clonal selection
by adapting the proposed method for the indicated opti-
mization problems. This contributes to the effectiveness
of intelligent computer systems for general and special
purposes.

Prospects for further research are the study of the
proposed method for a wide class of artificial intelligence
tasks.
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Figure 3 — The mutation probability

Table 1 — The comparison of the proposed optimization method with the existing one for solving optimization problems

Root-mean-square error | Conversion time of antibody clones
No. Problem of of the method of the method
proposed existing proposed existing
1 finding the conditional minimum of the function 0.02 0.07 - proportionally pgl 1
2 optimal partitioning of a discrete set 0.02 0.06 - proportionally pgl 2
3 “the traveling salesman” 0.03 0.08 - proportionally pql 3
4 “the knapsack” 0.04 0.1 - -
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AHOTAIIA

AxTyanbHicTh. Po3risHyTa 3anaya miABHINEHHS €(EKTUBHOCTI METOJIB ONTHMi3alil NUISIXOM CHHTE3y METaeBPUCTHK.
OG6’€eKTOM JOCIIKEHHSI € MPOLEC MOLIYKY PillleHHs ONTHMI3alidHuX 3a1a4.

MeTo10 poOOTH € MiABUIIEHHS €()EKTUBHOCTI MOLIYKY KBa3iONTHMAJIbHOTO PIlICHHS 32 PaXyHOK METACBPUCTHYHOTO METOIY Ha
OCHOBI CHHTE3y aITOPUTMIB KJIOHAJIFHOTO BiZOOpY Ta iMiTamii BiAmaiy.

MeTton. 3anponoHOBaHUK METOJ ONITHMI3allii YIOCKOHATIOE alrTOPUTM KIIOHAIBHOTO BiZOOpY 3a paxyHOK AWHAMIYHOI 3MiHH Ha
OCHOBI aJITOPUTMY iMiTamlii Bigmary KpoKy MyTamii, HMOBIpHOCTI MyTaii, KUTBKOCT] 3aMiHHMX HOTEHNiHHMX pimens. Lle 3menmrye
PH3HUK MOTPAIUISIHHS B JIOKQJIBbHUI ONTUMYM 3aBJISKH LIMPOKOMY JOCII/PKEHHIO IPOCTOPY MOIIYKY Ha ITOYaTKOBUX iTepaliisx i rapa-
HTYy€ 30DKHICTD Yepe3 CIPSMOBAHICTh HOIIYKY HA 3aKJIIOYHMX iTepamisx. 3alporoHOBaHUI METOM ONTHMI3allii JO3BOJISIE 3HAXOIUTH
YMOBHU MIiHIMYM 3a paxyHOK AuHamiuHoi mTpadHOi (yHKIIT, 3HAUSHHS SIKOT 3pocTac 31 301IbIICHHsIM HOMepa iTepalii. 3amporo-
HOBaHHUII METO/ onTHMIi3alii Jomyckae HeOiHApHI MOTSHLIHHI PillleHHs B OmepaTopi MyTallii 3aB/sKA BUKOPUCTAHHIO CTaHIAPTHOTO
HOPMAaJIBHOTO PO3MOALTY 3aMiCTh PIBHOMIPHOTO PO3MOIiY.

Pe3yabTaTn. 3anponoHOBaHUI METO ONTHUMI3aLii OyB IPOrpaMHO peali3oBaHHUI 32 JONOMOTOI0 TEXHOJIOTIT apaiensHoi 00po-
oxu iHdopmanii CUDA 1 mocmimkeHuil ans 3agadi 3HAXOHKEHHS YMOBHOTO MiHIMyMY (YHKIII, 3aa4i ONTHMAlIEHOTO PO30OHTTS
JVICKPETHOI MHOKHHH, 3a7a4i KOMiBOsDKEpa, 33/1a4i PO PIOK3aK Ha BIANOBIAHUX IM MPOOIEMHO-OpieHTOBAaHMX 0a3ax maHuX. OTpu-
MaHi pe3yJIbTaTH JO3BOJIMIIH JOCTIPKYBaTH 3aJI€XKHICTh 3HaUEHb ITapaMeTpiB Ha HMOBIPHICTD MyTallii.

Bucnoskun. I[IpoBeneni ekcriepuMeHTH MiATBEPIIIH MPaIe3JaTHICTh 3alIPOIIOHOBAHOTO METOY Ta J03BOJIIIOTH PEKOMEHIYBATH
Horo Juisi BUKOPYCTAaHHs Ha MPAKTHL PY BUPILICHH] 3a1a4 onTuMi3anii. [lepcreKTHBY nMoaaibmmX AOCTiPKeHb OJSraloTh Y CTBO-
PEHHI iHTENEeKTyalbHUX MapaJIeIbHUX W PO3IOAUICHUX KOMIT FOTEPHUX CUCTEM 3arajbHOrO i CIEI[ialbHOrO IPH3HAUCHHS, SKi BUKO-
PHCTOBYIOTH 3alPONOHOBAHUI METO/ AJIs 33124 YHCEJIbHOT Ta KOMOIHATOPHOI ONTHMIi3alii, MAIIHHHOTO HAaBYaHHS i pO3Mi3HaBaHHS
o0pa3iB, IPOTHO3Y.
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AHHOTALUA

AKTyalIbHOCTB. PaccMoTpeHa 3aaua MoBbIeHHS 3PPEKTUBHOCTH METOI0B ONTUMH3AINY IyTEM CHHTE3a METadBpUCTHK. O0b-
€KTOM HCCJICIOBAHUS SIBJISIETCS MIPOLIECC MOUCKA PELEHHsI ONTUMU3aLMOHHBIX 3a7au.

Heabro paGoTs siBiIsieTcs MOBbILICHHE YPHEKTUBHOCTH MONUCKA KBa3HONTUMAIBHOTO PEIICHHUS 38 CYET METadBPUCTUIECKOTO Me-
TOJla HA OCHOBE CHHTE3a aJITOPUTMOB KJIOHAJIBHOTO 0TOOPa M HMHUTALIMN OT)KUTA.

Meton. [IpeanoxeHHBII METO] ONTUMH3ALIUH YCOBEPIICHCTBYET aJTOPUTM KIOHAJIBHOTO O0TOOpa 3a CYET AMHAMHYECKOTO H3Me-
HEHHS Ha OCHOBE aJITOPUTMAa UMHTAIWU OTXKHUTra MIara MyTalWH, BEPOATHOCTH MYTallUH, KOJMYECTBA 3aMCHIEMBIX MOTCHIHATBHBIX
pelieHnid. OTO YMEHBIIAET PUCK MOMATaHUs B JIOKATBHBIA ONTHMYM OJIaroJiapsi MIMPOKOMY HCCIICIOBAHUIO IIPOCTPAHCTBA ITOKCKA Ha
HAYaIbHBIX HTEPAIMAX W TaPaHTHPYET CXOAMMOCTh HM3-32 HANPABICHHOCTH IMOWCKA Ha 3aKIIOYATEIBHBIX UTEparusx. [IpemioxkeH-
HBIA METOJ ONTHMH3ALUHU MO3BOJIICT HAXOUTh YCIOBHBIA MHUHUMYM 32 CUET JUHAMHUYCCKOU mTpadHOi QyHKIMH, 3HAYCHHE KOTO-
poli BO3pacTaeT ¢ yBEIUUCHHEM HOMepa utepanuu. [IpenokeHHbli METOT ONTUMH3AIIUH JOIyCKaeT HEOMHAPHBIC OTCHIIHATBHEIC
pelIeHHs B OmepaTope MyTaluH Ojarofapsl WCIOJIB30BAHUIO CTAaHAAPTHOTO HOPMAIBHOIO paclpelesieHus BMECTO PaBHOMEPHOTO
pacrpeneneHusl.

PesyabTathl. [IpemioskeHHBI METOJ ONTUMH3ALUKN OBUI MPOTPAMMHO PEAM30BaH IOCPEICTBOM TEXHOJIOTHH MapauiedbHOM
o6padotkn mHbopManmn CUDA u nccrnemoBaH A 3a/1a4d HAXOXKICHHS yCIOBHOTO MHUHUMyMa (DYHKIIHH, 3aa49d ONTHMAIBHOTO
pa3OueHHs IHCKPETHOTO MHOXKECTBA, 3aJa4d KOMMHBOSDKEPA, 3aJladyd O PIOK3aKe Ha COOTBETCTBYIOUIMX KM HPOOJIEMHO-
OpPUCHTUPOBAHHBIX 0a3ax JaHHBIX. [loMydeHHBIC pe3yIbTaThl TO3BOJIMIIN MCCIIEI0BATh 3aBUCMOCTh 3HAUCHHUH TTapaMEeTPOB Ha BEPO-
SITHOCTh MY TaI[HH.

BoiBoabl. [IpoBecHHBIC SKCIIEPUMEHTBI IOATBEPIHIN PA0OTOCIOCOOHOCTh MPENIOKEHHOTO METO/IA M TIO3BOJISIOT PEKOMEH10-
BaTh €r0 IS UCIIOJIb30BAHUS HA MPAKTHKE NPU PELICHUH 3a/ad ONTHMU3AIMU. [lepcrieKTHBbI JanbHEHIINX UCCISOOBAaHUNA 3aKIII0-
YaloTCS B CO3JJAHUHM MHTEJUIEKTYAIbHBIX MapayIeNIbHbIX U PaclpeleIeHHbIX KOMIBIOTEPHBIX CHCTEM OOIIEro M CIEIHANbHOrO Ha-
3HAYEHUsI, KOTOPBIC UCTIONB3YIOT MPEIOKEHHBIH METO/ [UIS 3aa4 YMCICHHOW U KOMOMHATOPHON ONTHMH3ALNH, MAITHHHOTO 00Yy-
YEeHUS W PacIo3HaBaHUSA 00pa30B, MPOTHO3A.

KJIFOUEBBIE CJIOBA: Metas’BpHCTHKA, KIOHAIBHBIA 0TOOpP, UMHTAIMS OTXKHTa, ONTUMH3ALUS, TEXHOJIOTHS MapalIeIbHON
06pabdoTky nHGOpPMAIHL.
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