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ABSTRACT

Context. The task of increasing the secrecy of information transmission based on combined random coding is considered. The
object of research is the integration processes of stochastic, block and timer coding.

Objective. The aim of the article is to develop a method of increasing the secrecy transmission based on combined random cod-
ing.

Method. The method of increasing the secrecy of information transmission based on combined random coding with three steps
of code converters: internal, intermediate and external is proposed. The internal converter is implemented based on stochastic coding
with various numbers of random code combinations. The number of random combinations depends on the probability of the charac-
ter of the symbol in the message text. The information secrecy of the transmission is ensured by equalizing the probabilities of the
occurrence of code combinations from the output of the statistical coder. Intermediate coding is implemented using a noise immunity
block code. Information secrecy and noise immunity leads to the increasing the length of the code block at each stage of coding,
which reduces the code rate. To solve this problem, an external converter based on timer coding is used. At this stage, binary combi-
nations are converted into timer signal structures, which allows for the implementation of a structural transmission secrecy, increase
the code rate and improve noise immunity. When the stochastic encoding and a timer used codebooks.

Results. The developed method of combined random coding allows to increase the main indicators of noise immunity: interfer-
ence protection, information and structural secrecy.

Conclusions. The proposed method of combined random coding allows to eliminate the main disadvantages of stochastic coding,
in which the choice of the number of random code combinations does not take into account the entropy of the discrete source of in-
formation. For solving this problem, it was proposed to use different number of random combinations, in view of the probability of
an alphabet symbol appearing in the text. From the theoretical point of view, this will allow the output of the statistical coder to form
a stream of combinations with equal probabilities of occurrence. Due to the usage of timer signal constructions, the problem of re-
dundancy compensation is solved, which appears during stochastic and noise-immune coding.

KEYWORDS: information protection, secrecy, coding, timer signal, noise immunity.

ABBREVIATIONS v is a code rate of the noise-resistant coder;

BDC is a bit digital code; Y5 is a code rate at the output of the timer coder;

SC is a statistical coder; Py is a probability of an undetected error in a code

PA is a probabilistic analyzer; combination;

SI is a source of information; Hys(U) is a entropy of a discrete source of informa-

TSC is a timer signal construction; tion;

SC is a source coder; S is a potential structural secrecy of signal construc-

CB is a code book; tions;

RNG is a random number generator; L is a number of signal constructions;

SRC — shaper random combinations; to is a Nyquist time interval;

ED is a encoding device; A is a basic element of the constructing of the TSC;

RNG is a random number generator; s is a number of elements A the number of elements #,;

C TSC is a TSC coder. Nyrsc is a number of TSC;

NOMENCLATURE Ay 1s a weight coefficients of the quality equation.

dp is a minimum code distance; INTRODUCTION

T, is a time interval of formation TSC; The search of new methods of information protection,

n is a number of Nyquist elements; from unauthorized access is due to the requirement to

[ is a number of additional elements with stochastic increase the interference protection of modern radio
coding; transmission systems, operating in conditions of elec-

ky 1s a number of additional elements with stochastic tronic conflict. [1]. The main components of interference
coding; protection are noise immunity and secrecy. As a rule, a

r is a number of check bits; given noise immunity is provided by means of correction

v1 is a code rate of the stochastic coder; codes [2], what leads to decrease the code rate due to the
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introduction of additional redundant elements. To
increase the secrecy of transmission, various methods are
used to convert confidential information. Depends on the
belonging of the communication system, the transfer of
secrecy can be provided at various levels of the OSI
model [3]. When developing a special purpose
communication system, as a rule, several types of secrecy
are used [5]. In addition to information secrecy, the
structural [6] and energy secrecy [7] (channel and
physical layers of the OSI model) can also be involved.
Obviously that each stage of the conversion requires
certain energy and time costs, which influence on the
delay of the transmitted signal and power consumption.

Therefore, for the improving the main indicators of
noise immunity, it is advisable to use an integrated
approach in which various methods for transforming the
transmitted information and signal structures are
combined into a single process. In this article, it is
proposed to use combined random cascade coding based
on timer signal constructions in combination with
stochastic and noise-immunity coding to solve this
problem. With the appropriate choice of code parameters,
this method of protecting information will allow the
transmission of confidential messages over a
communication channel by signals with a complex and
variable structure and increasing the fidelity of
transmission due to the additional function of monitoring
fidelity of transmission, which is provided by timer
coding.

The timer signals [8] are non-positional signal con-
structions, based on which can be implemented noise im-
munity coding without the use of additional verification
elements. Using timer coding at the given time interval,
it's possible to form a greater number of signal construc-
tions as compared to digit-digit codes (BDC). It could be
achieved by reducing the energy distance between the
timer signal construction (TSC).

The structure of the timer signals and their correcting
ability is given by using the parameters for constructing
combinations. Based on the TSC, it is possible to create
various algorithms for increasing the structural secrecy
[7]. For realization this, the transmission of information
through the channel uses arrays of signal constructions
with different structures. This justifies the expediency of
using timer signals when implementing the method of
combined random coding. Therefore, the search for
effective methods of protecting information based on the
TSC is an actual task.

The object of study is the integration processes of
stochastic, block and timer coding. The process of sto-
chastic coding usually does not consider the entropy of a
discrete source of information and accompanies with an
increase in code redundancy. For solving this problem, it
was proposed to use a variable number of random code
combinations, taking into account the probability of sym-
bols appearing in the text, and for reducing redundancy
was proposed to use timer signals.
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The subject of study is the methods of increasing in-
formational and structural secrecy based on stochastic and
timer coding.

The known methods of stochastic coding [9, 10] are
distinguished by a low information secrecy of
transmission, and are also characterized by high
redundancy when using random code combinations.

The purpose of the work is to increase the informa-
tional and structural secrecy of the transmission based on
the sharing of stochastic, block and time coding.

1 PROBLEM STATEMENT

Consider cascade coding with three steps of code con-
verters: external is a stochastic coding; intermediate block
error-correcting coding based on the BDC; internal is a
timer encoding.

The width of the cascade converter # is determined by
the width n; of the external, intermediate n, and »n; inter-
nal code. Code transmission rate at each step of the code
converter is y; = ki/ny; Yo = ni1/ny; Y3 = ny/n3, where k; is the
number of information elements from the output of the
source coder; n; = k; + [ is the number of elements from
the output of the statistical coder; n, =n; + r is the num-
ber of elements at the output of the noise-immunity code;
r is the number of check bits. With stochastic and block
noise-immunity coding, the length of the code block in-
creases, which leads to decrease the code rate in these
converters, i.e. y; < v,. The solution of this problem is
proposed due to the time coding, which will allow to re-
duce the code length of the code word 7, due to the TSC,
i.e. n3 < n,. Therefore, y; > v,.

With stochastic coding, the total number of random
combinations is N; = 2°, which is proposed to be redis-
tributed for the coding problem, taking into account the
probability of the alphabet character appearing in the
message text, which will increase the information secrecy
of the transmission.

For increasing the structural secrecy, it is proposed to
use a set of TSC from two combinations, one of which is
allowed with a minimum code distance dj, and the other
combination is selected using a random number generator.

The improving noise immunity is accomplished
through the using of block noise immunity and timer cod-
ing. The total probability of the undetected error in the
code block Pyg = Pyg; X Pyg», where Pyg is the probabil-
ity of the undetected error in block noise immunity cod-
ing; Pyg, is the probability of the undetected error during
timer encoding.

2 REVIEW OF THE LITERATURE

In telecommunication systems, methods of channel
coding and information protection from unauthorized
access [2, 4] are applied, as a rule, independently of each
other. At the same time, the relationship is not taken be-
tween the required level of noise immunity and the se-
crecy of information transfer [3]. It is known [2, 4, 8] that
the noise immunity of transmission is mainly provided by
means of correction codes. Consider the conditions for the
transmission of information through the channel, using
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the Hilbert model [8]. As a rule, the required reliability of
transmission is achieved by increasing the transmission
time of the message, since test elements are added to the
information bits, the number of which is determined tak-
ing into account the worst state of the channel. For this
reason, the channel is in good condition, i.e. with a low
level of interference, the transmission of information will
be carried out with great redundancy [2]. It is obviously
that due to the introduction of the maximum correcting
ability of the code, high reliability of the transmitted in-
formation over the communication channel is ensured
over a wide range of interference levels. However, in the
case of radio interception of the transmitted message, the
enemy’s cryptanalyst does not have any especial prob-
lems in recognizing the semantic content of confidential
information.

The method of combined random coding [9, 10] is
based on the combined use of stochastic and immunity
coding. The information secrecy of the transmission is
provided due to the random change of the ensemble of
transmitted code combinations. This coding method refers
to non-cryptographic methods for protecting information.
The required level of transmission security is ensured by
the uncertainty of the choice of the ensemble of code
combinations for the transmitted message symbols.
However, the following disadvantages of stochastic
coding should be noted. When choosing an ensemble of
random code combinations, the entropy of a discrete
source of information [9] is not considered, which in-
creases the vulnerability of this method of protecting in-
formation from unauthorized access. Another disadvan-
tage of stochastic coding is the large redundancy, which
appears due to the operation of replacing the character
combination of the used alphabet with some random
combination from a given ensemble [9, 10]. Besides, the
check bits of the noise immunity coding are also added to
the information sequence [2, 4].

In order to eliminate the drawbacks of these coding
methods, it is proposed to determine the size of the sam-
ple random code combinations with the probability of a
symbol appearing in a message to increase the informa-
tion secrecy. This will provide an approximately equal
probability of the occurrence of code combinations from
the output of the stochastic coding. The time coding [8]
will reduce the redundancy of stochastic and block noise
immunity coding, as well as increase the structural se-
crecy of signal constructions [6]. Thus, the research in
this direction is an actual task.

3 MATERIALS AND METHODS

The method of combined random coding is realized by
three stages of code converters: internal, intermediate and
external. The internal converter uses stochastic coding,
based on which information secrecy of transmitted mes-
sages is provided. With the help of a block code (internal
converter) the required noise immunity of transmission
over the channel is achieved. The external converter is
realized on the basis of timer coding, with the help of
which the structural secrecy of signal constructions is
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provided [3, 7], and the compensation of redundant ele-
ments with stochastic and block coding is carried out.
With the help of timer signals it is also possible to imple-
ment noise immunity coding [8].

To increase the information secrecy of transmission in
stochastic coding, it is proposed to take into account the en-
tropy of a discrete source of information when choosing the
number of random combinations. In accordance with the
Shannon expression, the entropy for the case with non-
equiprobability states is determined by the formula [8]:

L
Hys(U)= —ij(”j)X log, p_,-(uj)- Q)
j=1

For example, the entropy of the alphabet of the russian
language with the probability of the appearance of charac-
ters in the text, is Hys(U) = 4,42. The entropy for equi-
probable alphabetic characters is Hp(U) = 5. It is obvi-
ously, for increasing the information secrecy of transmis-
sion with stochastic coding could be possible with
equiprobable appearance of random combinations of the
transmitted encoded message, i.e.

H(U)—)HP(U), )

and also provided that

nl—)OO,

3)

where n,= k + [ is the number of binary elements in a ran-
dom code combination; £ is the number of information
elements; / is the number of additional bits that are added
to the information elements during stochastic coding.

Condition (2) can be ensured if the number of random
combinations is chosen with the probability p;(u;) of each
symbol b; of the used alphabet. Condition (3) significantly
reduces the code rate, so the choice of the value of n,;
should be made with the requirements for transmission
speed and information secrecy.

In block coding, the length [12] of a random code
combination is increased by r elements, i.e. n = k+ [+ r,
where 7 is the number of test elements. The use of sto-
chastic coding significantly reduces the code rate, because

kK
k+1+r te k+n

Yer ’ “
where v, is a code rate when stochastic and block coding
are used together; y. is a code rate for block coding; 7 is
the number of verification elements for the length of in-
formation combinations of k elements; r, is a number of
test elements for combinations of z elements.

It is obviously that the secrecy of transmission can be
enhanced by increasing the number of combinations from
ensemble C, which means n;=[log,N] also increases. For
comparative analysis in the Table 1 shows the structure of
the generated code block, depending on the coding variant
of the information sequence k. Apparently, for the block
structure n = k + r|, only noise immunity coding can be
implemented (Table 5, Ne 1). With stochastic coding (n;=
k + ), only information secrecy is provided.
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For the block structure n, = k + [/ + r,, comprehensive
protection of the channel against interference and unau-
thorized access is implemented (Table 5, Ne3). The noise
immunity coding based on the TSC allows with the data
Tables 2—4 reduce the code rate y,. It is explained by the
fact that the interval for constructing the TSC is less than
for the information sequences of the BDC, i.e. mzpsc < k
(Table 5, Ne4).

The combined random cascade coding based on the
BDC and the TSC replaces the structure of the combina-
tion n = k + [ + r, on the timer x75c(¢), the bit width of
which mzsc < k + [ + r, (Table 1, NeS5). The combined
combination of two TSCs from one allowed combination
and another, which is selected using the second codebook,
will ensure the structural secrecy of the transmission. In
this case, the capacity of two TSCs is less than the binary
combination, i.e. mygc) + Myser <k + 1+ 1.

Table 1 — Variants of the formation code combinations

Ne Variant of coding The composition of
the code block
1 Noice immunity coding based on k | -
BDC
2 | Stochastic coding k / -
3 Combined random coding based k / ”
on BDC
4 Noice immunity coding based on mysc < k
TSC
5 | Combined random cascade coding k 1 1] n
based on BDC and TSC Xrsc(t):
mpsc <k+1+r
6 Random cascade coding based on k | i | 7
the BDC and two TSC mrsct + Mrser < < k
+1+7r

Structural secrecy characterizes the ability to resist ac-
tions that are aimed at disclosing the structure of the sig-
nal [13]. In this case, recognition of the form and meas-
urement of signal parameters is carried out. The potential
structural secrecy depends on the number of signal con-
structions N, which are used to transmit information sym-
bols [13]:

S=log, N. %)

To increase the structural secrecy, it is necessary to
expand the ensemble of the used signals [6, 7, 13].

4 EXPERIMENTS

In Fig. 1 shows a block diagram of a transmitter with com-
bined random coding with three stages of information conversion.
In the proposed scheme of stochastic coding (SC) use a probabil-
istic analyzer (PA), with the help of which the probabilistic pa-
rameters of the symbols b; of the used alphabet of the source of
information (SI) are determined.

The source coder (SC) encodes the character b; with a bi-
nary code of k elements. Further, with p(u;) and /, for each
symbol b,, are defined the number of random code combina-
tions, which are written to the random combination genera-
tors (SRC;) using the code book (CB1). In stochastic coding
(internal converter), each character of the b; message is
coded with a certain binary combination Q; of k binary ele-
ments. Next, each combination (; is associated with a com-
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bination ¢;, randomly selected using a random number gen-
erator (RNG) from some given ensemble C (c; € C). In this

case, the width of the code word k is increased by / elements,
i.e. n; = k+ 1 To fulfill condition (2), it is necessary that the
symbols of the alphabet with a higher probability of occur-
rence of p;(u;) in the text use fewer random combinations and
vice versa. The total number of random combinations used is
N,=2" in the ensemble C, which is distributed among the
SRC; blocks of the stochastic coder.

k m=k+1 m=n+r %xrsc(f)
SI SC c | [ c
b [k [ e | 1 | EP [T Tsc[™
. | ! *
RNG
i . RNG-1
|, CB2
SRC, RNG-2
L\
PA []cB1| L
*ISRC,
k|
SC SRC C TSC

Figure 1 — Structural block diagram with combined
random coding

Encoding device (ED) performs the functions of noise
immunity coding (intermediate converter), in which the
length of the code block z is increased by n =z + r.

The external converter is implemented based on timer
coding, with the help of which an increase in the code rate is
carried out, as well as the structural secrecy of signal struc-
tures is provided. According to the formula (5), in order to
increase the structural secrecy, it is necessary to use the larg-
est possible ensemble of signal constructions [13]. It is
known [3, 4, 8] that in a binary channel, it is possible to in-
crease the number of implementations of signal structures at
a given time interval using timer signals. Also, on the basis
of the TSC, you can control the accuracy of the received
information [8]. For this reason, when studying the possibili-
ties of timer coding on the synthesis of various sets of al-
lowed signaling constructions dj, and it is necessary to con-
sider the value of the minimum code distance d,,, which de-
termines the correcting capacity of the code.

Consider the features of the synthesis of timer signals.
Such signals are formed on the time interval 7,=nt,, where n
is the number of Nyquvi-elements with duration #,. The basic
element of constructing the signal construction is the element
A =tys,s € 1,2, .. 11is integers. The information in the
TSC is located in the durations of the individual time inter-
vals of the signal £, = to +kA
(ke 1,2,...5(n-2)) and their relative position on the plot-
ting interval T.. In Fig. 2 shows an example of constructing
binary TSCs on A of the same sign (“1” or “—1”). The time
interval T, =4y u s = 4 with the base element A. The figure
shows that the timer signals refer to bit digitals codes in

which the signal construction contain pulse durations f. not
less than s in a row of transmitted elements.
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T
fh=5A fh=sA ly=5sA h=sA
TSC-1
h=4a h=54 h=T4
I
78C-2
=54 L=5A Lh=6A
1
T8C-3
=64 =64 h=4a
I

Figure 2 — Timer signal constructions with
parameters n =4, s =4,i=2

To the channel are transmitted the pulses with time in-

tervals of £, > A (s + 1) (i = 1, 2, 3, ... ), which eliminates

intersymbolic distortions. The pulses with a duration ¢, are n 2 : 2 ; ! 7
not multiples of #, which reduces the energy distance be- 5 31 88 188 344 1293
tween the signal structures to A and increases the number 8 255 1596 5895 16492 153400
of realizations of the TSC N,z5¢ in the interval T, = nt, [8]: 10 | 1023 10945 58424 217224 3705000

[l 5)=[(s=1)-2]]

Table 2 — Number of implementations of TSC N,,zs¢
depending on the s and n

Table 3 — Number of implementations of TSC N, zsc
depending on the dy, n, s and i

NPT sC = l'[[(n . S)— [(s _1), i]]— i]! > (6) Parameters Selections allowed
Ne TSC TSC dy
n i s 1 2 3 4
where i is a number of informational significant modula- 1 |7 ]3] 5] 1771 891 248 146
tion moments in the signal construction. 2 | 7 ]3] 6 | 295 1469 395 231
In table 2 shows the implementation of the timer sig- i ; z Z ‘3“2‘22 ?gg 4512514 ;‘5“2‘
nals for the parameters s, nii=1, 2, ..., n with the mini- s T8 13 [ 61 5456 2736 o 208

mum code distance dy = 1. Obviously, with the timer cod-
ing, a larger number of allowed signal constructions. is
formed than with the BDC. For example, in the time in-
terval T, =5¢t, and s = 4, N,zsc = 344 timer signals can be
obtained, and for the BDC coder such a number of im-
plementations will be formed with a larger value
n = og,3447=9. It should be noted that the sets of signal
constructions with dy = 1 do not have corrective proper-
ties. If dy > 2, then with the help of timer signals it is pos-
sible to implement noise immunity coding. For the TSC,
it was proposed to use the Hamming code distance with
the base element A:

/4
dOZZXj®Zj,
J=1

(7

where x; and z; is a logical state of the segments of the
TSC (“0” or “1”) on the element A; W=n-s is the number
of elements A on the time interval 7;. In Fig. 2 combina-
tions of TSC-1 and TSC-2 have d, = 2, between TSC-1
and TSC-3 is dy = 5, TSC-2 and TSC-3 is dy = 3.
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When constructing TSC ensembles, it is important to
choose the optimal values 7, s and i, for which the maxi-
mum number of realizations can be obtained. Let us esti-
mate the change in the ensemble of realizations of the
TSC N,rsc depending on the parameters » and i at a con-
stant value of s. In Fig. 3 shows the dependences of N,zsc
oni,n=28,10, 12 and s = 4. It can be seen that with in-
creasing i, the number of implementations of N,rsc first
increases and then, having reached its maximum, de-
creases. For optimal values iy, = 5, ippn = 6, igs = 7,
respectively, for n = 8, 10, 12, you can get the maximum
values of realizations N, zgc.

The method of coding and decoding of timer signals
according to (6) and (8) suggests a tabular method of stor-
ing all allowed and unresolved combinations. Another
method of generating signal constructs uses the quality
equation (9), which greatly simplifies the procedure for
finding the allowed combinations with time-based coding.
The decoding process is also simple, as the analysis
shows that the number of implementations in Table 4 is
much smaller than with full enumeration (Table 3). how
similar, as in coding, the quality equation is used [8]:
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> A, = Ofmod dy). ©
k=1

where 4(k=1, i) are weights that are a set of prime num-
bers; A, is a modulus values; x; are the numbers of reports
of the significant modulation moments (SMM) of pulses
t.. If the signal construction according to the decoding
results satisfies the quality equation (9), then it is re-
solved.

The quality equation is a convenient tool for the syn-
thesis of allowed signal constructions with a specified
minimum code distance d,,.

A";-.’.\'{
IO(}
10° /-!_\ n=12
i
10* //?:\IO
103 /// 8, \

10° /

4

REsE
R
SiEs

Figure 3 — The number of implementations N, sc depending on
theiats =4,n=28, 10, 12

Topt1 Topr2 Topts

Table 4 — The number of allowed TSCs, depending on n, s, 7, dj
and quality equation coefficients 4p=19, 4,=2, 4,=3, 4;=7

Parameters General Selllectlons

Ne TSC quantity allowed

implementations TSC do
1 71315 1771 23 37 27
2 | 71316 2925 154 | 59 | 43
317137 4495 236 | 88 | 68
4 | 81315 3276 173 | 65 | 52
5181316 5456 288 | 106 | 82
6 181317 8436 444 | 156 | 123

In tab. 4 shows the implementation of the TSC, which
are obtained using the quality equation (9) with coeffi-
cients 4¢=19, A4,=2, A,=3, A;=7. Comparative analysis
shows that the number of implementations in the table. 4
is much smaller than with full brute force (Table 3).

5 RESULTS

The results of the researching of timer signals have
shown the possibility of increasing the structural secrecy
of transmission due to the combined use of signal con-
structions. In this case, in order to control the transmis-
sion fidelity, it is advisable to use allowed TSC with a
certain minimum code distance d,. So for dy = 4 and
n=717,i=73,s =25 with the help of (9) from the total num-
ber of implementations N,;sc = 1771, you can get
Nprsc = 93 (Table 4) resolved structures, and with full
enumeration, N,rsc = 146 (Table 3). An increase in dj
leads to a decrease in the sampling of signal construc-
tions. For example, when d, = 5, the number of allowed
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combinations N,rsc = 37 (Table 4), and with full enu-
meration, N,zsc = 79 (Table 3). Consequently, such fea-
tures of the formation of permitted TSCs should be con-
sidered when developing methods for enhancing the
structural secrecy of transmission and ensuring the re-
quired reliability. In Table 5 for the quality equation (9),
the values of the coefficients A4y, 4;, 4, and A3 are pre-
sented, at which TSC implementations with different val-
ues of d can be formed.

Table 5 — The coefficients of the quality equation
for the formation of allowed TSC with a certain value d,

No d() Ao Al Az A3
1 4 19 2 3 7
2 2 7 2 3 5
3 2 11 2 3 7
4 3 13 2 3 7
5 — 17 2 3 7

Consider the possibility of increasing the code rate
with the following parameters of the combined coding:
k=28,1="17,r=6.In the quality of the noise-immunity
code it is proposed to use the cyclic code (21, 15). The
number of allowed combinations for this code is N, = 2"
= 32768, and the code rate y...= 15/21 = 0,714. As can be
seen from the Table 3 and 4, the number of implementa-
tions of allowed TSCs is less than the value of 32768.
Therefore, it is proposed to use a combination of two
TSCs (Table 5) to transmit BDC combinations using
timer signals. For the parameters of the TSC from the
Table 6, Nel for dy = 4, you can form N,z5c =93 x 1771 =
= 164703 combinations, for dy = 5 Nyzsc = 37 x 1771 =
=65527, for dy =5 N,rsc =27 x 1771 = 47817, etc.

As can be seen from the Table 5, the usage of a com-
bination of two TSCs at the stage of timer coding, one of
which is permitted, can significantly increase the number
of implementations for transmitting BDC combinations.
The presence of at least one allowed TSC ensures the

preservation of the value of the minimum code distance
dp.

Table 6 — The number of allowed combinations depend-
ing onn, s, i, dy and 4p=19, 4,=2, A,=3, A;=7 for the
combination of two TSC

Parameters Samples of two vehicles
Ne TSC Nyrse depending on the dj
n|i|s 4 5 6
1 [ 7135|1771 65527 47817 42504
2 | 713162925 172575 125775 119925
3 | 73| 7| 4495 395560 305660 260710
4 | 8 |35 3276 212940 170352 131040
S | 8|3 | 6| 5456 578336 447392 371008
6 | 813 ] 7| 8436 1316016 1037628 826728

The increase in the transmission interval of the TSC in
two times (mrsc = 2n) provides compensation for the re-
dundancy of stochastic and noise immunity coding. Con-
sidering the fact, that the binary code from n,. = 21 bits is
replaced by the TSC from mzgc = 14 elements, then the
code rate increases 1.5 times.

Obviously, it is possible to use TSC sets with a large
value s, however the room resistance will decrease, which
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is necessary to consider when choosing the parameters for
constructing signal constructions.

6 DISCUSSION

Combined random coding allows to effectively protect
information from unauthorized access and random noise
[9, 10]. In stochastic coding, the information secrecy de-
pends on the number of combinations used in the SRC
block, which significantly reduces the code rate (4). The
disadvantage of this method is the uneven appearance of
random code combinations (1). Therefore, in the proposed
stochastic coding scheme (Fig. 1), the number of random
combinations is selected with the probability of characters
appearing in the message, under which condition (2) is
fulfilled.

The noise immunity coding at the intermediate stage is
aimed at ensuring the required fidelity of the transmis-
sion, however, as with stochastic coding, this problem is
solved by reducing the code rate (4). To compensate for
the redundant elements of the BDC, it is proposed to use
the TSC, which it is advisable to use for the channels that
describe the Hilbert model [8].

Using the TSC on the given Nyquist interval n, could
construct the larger number of realizations (Table 2) than
with the BDC, i.e. mzsc>2". The application of TSC as a
noise immunity code requires the use of allowed combi-
nations with a minimum code distance dy > 1, which re-
duces the number of implementations with increasing d,
(Tables 3 and 4). There are two ways to form TSC [8].
With the help of (6) and (7) the quantity of TSC is deter-
mined, which can be implemented in a tabular way. Re-
ducing the time of formation of the TSC provides the
quality equation (9), on the basis of which coding and
decoding can be implemented. However, using (9), the
number of allowed combinations is less than with (6) and
(7). This limits the capabilities of the TSC, which can be
used to transfer binary combinations with small lengths
n =10 — 13, which is clearly not enough for the imple-
mentation of stochastic and noise immunity coding based
on BDC. That’s why, to solve this problem, it was pro-
posed to use a combination of two TSC at the stage of
external coding. For saving the set value dy, the combina-
tion must include at least one allowed TSC. A twofold
increase in the TSC transmission time interval will allow
increasing the number of implementations hundreds of
times, which is enough for transmitting BDCs with
n > 13. One more advantage of using a combination of
two TSCs is the ability to create different sets of imple-
mentations by combining allowed and unresolved signal
designs. This will require to use of the second code book
CB2(Fig. 1), which is used to determine the correspon-
dence between the BDC and TSC. Generators of random
numbers RNG-1 and RNG-2 provide filling of CB2 by
choosing combinations of TSK.

The further research in this direction should solve the
problem of determining the complex indicators of inter-
ference protection: noise immunity, information and
structural secrecy. It is necessary to determine the optimal
length of random code combinations and timer signals,

© Korchynskyi V. V., Kildishev V. L., Holev D. V., Berdnikov O. M., 2019
DOI 10.15588/1607-3274-2019-3-12

114

taking into account the given values of information and
structural secrecy. It is also necessary to ensure the coor-
dination of parameters between the stages of stochastic,
noise immunity, and timer coding.

CONCLUSIONS

The actual task of improving the methods of increas-
ing information and structural secrecy has been solved
with the help of stochastic, noise immunity, and timer
coding.

The scientific novelty of the results is concluded in
that, the first time a method of stochastic coding was pro-
posed, which considers the entropy of the appearance of
characters in the message when forming random combi-
nations. The use of TSC will provide compensation for
redundant elements in stochastic and noise immunity cod-
ing. Also, the timer coding is an additional cascade to
increase transmission fidelity. The increase in the number
of implementations of signal constructions at Nyquist
intervals makes it possible to use them to ensure the struc-
tural secrecy of transmission. The greatest effect of in-
creasing the set of signal constructions is achieved with
the use of two TSCs, which should include at least one
allowed code construction.

The practical significance of the obtained results is
that the software has been developed with which could be
possible to implement various stages of cascade random
coding. The results of the experiment allow recommend
the proposed indicators for the development of real inter-
ference protection communication systems with random
coding, as well as determine the boundary conditions for
the application of the parameters of stochastic, noise im-
munity and timer coding.

The prospect of further research is the studying of
the proposed set of indicators for building communication
systems that provide increased noise immunity, informa-
tion and structural secrecy.
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AHOTAIIA

AKTyalbHicTh. PO3risiHyTO 3a7a4y HiIBHILIEHHS MPUXOBAHOCTI MepenaBanHs iH(opMallii Ha OCHOBI KOMOIHOBaHOTO BHITaIKO-
BOro koxyBaHHs. O0’€KTOM IOCIIIKEHHS € NPOLECH IHTerpalii CTOXaCTUYHOTro, GII0OKOBOTO i TaiiMepHOro KoayBaHHs. MeToro pobo-
TH € po3poOKa METOIy IiIBUIIECHHS IPUXOBAHOCTI IepeaaBaHHs HAa OCHOBI KOMOIHOBAaHOTO KaCKaIHOTO KOIXyBaHHS.

MeTtoa. 3anmporoHOBaHO METO[ IMiABUIIEHHS MPUXOBAHOCTI NepenaBaHHs iHPOpMaIlii Ha OCHOBI KOMOIHOBaHOTO BHITaIKOBOTO
KOJyBaHHS 3 TPhOMa CTYIICHSMH KOJOBHX HEPETBOPIOBAYIB: BHYTPIIIHHOIO, IPOMIKHOIO i 30BHILIHBOr0. BHYTpIilIHIil nepeTBOpIO-
Bad peaji3yeThcsl Ha OCHOBI CTOXaCTUYHOTO KOJYBAaHHS 3 Pi3HOIO KIJIBKICTIO BUITQJKOBHX KOJOBHX KOMOiHAamiH.

KibKicTh BUIAJIKOBUX KOMOIHALIH 3aJI€XUTh BiJl KMOBIPHOCTI IOSIBY CHMBOJTY ayiaBiTy B TEKCTI moBinomieHHs. [Hdopmariiina

MIPUXOBAHICTh TepeaBaHHs Oyne 3a0e3redyBaTHCs 32 paXyHOK 3piBHIOBaHHS HMOBIPHOCTEH IOSIBU KOJIOBUX KOMOIHAIIH 3 BUXOZY
CTaTHCTUYHOTO Kojepa. [IpoMixkHe KOIyBaHHS peai3yeThes 3a IOMOMOIOI0 3aBafoCTiiikoro OiokoBoro koay. Indopmauiiina npu-
XOBaHICTh Ta 3aBaJOCTIHKICTh 3a0e3MedyeThCst 3a PaXyHOK 301UIbIICHHS JOBXHHU KOJOBOrO OJIOKY Ha KOXKHOMY €Talli KOJyBaHHS,
10 3MEHIIY€ KOIOBY MIBUAKICTh. J{JIst BUpiIEHHS Li€l MpoOJieMH BUKOPHUCTOBYIOTHCS 30BHIIIHIM IIEpEeTBOPIOBAY HA OCHOBI TaiiMep-
HOTO KoxyBaHH:S. Ha mpoMy ertami nBiiikoBi KoMOiHaIlii IEpETBOPIOIOTHCSA B TalMEPHi CHTHAIBbHI KOHCTPYKIIi, IO TO3BOJISIE peaizy-
BaTH CTPYKTYPHY IPHXOBaHICTb, 30UIBIINTH KOJOBY HIBUAKICTH Ta 3aBafOCTiHKicTh. [Ipy croxacTHUHOMY 1 TallMEepHOMY KOIyBaHHI
BHUKOPHUCTOBYIOTHCS KOJOBI KHUTH.

PesyabTaTi. Po3pobnenuii MeTo KOMOIHOBaHOTO BHIIAJKOBOTO KOJYBaHHS JJO3BOJISIE MiJBUIIUTH OCHOBHI IMOKAa3HUKH 3aBaJI0-
3aXHUIIEHHOCTI: 3aBaJIOCTIIKiCTh, iIHpOpPMaLiiiHy Ta CTPYKTYpHY IIPUXOBaHICTb.

BucHoBKH. 3arporoHOBaHNH MeTO/l KOMOIHOBAHOTO BHIIAJKOBOIO KO/YBaHHS J03BOJISE YCYHYTH OCHOBHI HEJIOJIIKM CTOXaCTHY-
HOTO KOJyBaHHsI, B IKOMY IPU BHOOPI KiJIbKOCTI BUIAAKOBHX KOJOBUX KOMOIHAIIiil HE BPAXOBYETHCS EHTPOIIIsl IUCKPETHOTO JKEepe-
na ingopmaii. ns BupimeHHs wiei npoOieMu 3alpOIIOHOBAHO BUKOPHCTOBYBATH Pi3HY KUIBKiCTh BUIAIKOBHX KOMOiHamii 3 ypa-
XyBaHHAM HMOBIPHOCTI ITOSIBU CUMBOJTY alipaBiTy B TEKCTi. 3 TEOPESTUYHOI TOUKHU 30py II€ TO3BOJIUTH Ha BUXOMAI CTATHCTHYHOTO KO-
nepa chopMyBaTH IMOTIK KOMOiHamiil 3 piBHUMU HMOBIPHOCTSIMU HOSIBH. TaKoX 3a paxyHOK BHKOPHCTaHHS TaiiMEpHHX CHTHAIIB
BUPIIITY€ETHCS MPoOIeMa KOMIICHCALliT HA/UTHITKOBOCTI, SIKa 3’ SIBISIETHCS IIPU CTOXaCTHYHOMY 1 3aBaIOCTIHKOMY KOJyBaHHI.

KJIFOYOBI CJIOBA: 3axuct indopmarlii, IpUX0BaHICTh, KOJAyBaHHS, TAHMEPHUI CUTHAI, 3aBaJ0OCTIHKICTb.
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AHHOTADIUSA

AKTyanbHOCTh. PaccMoTpeHa 3amava MOBBIMICHHS! CKPBITHOCTH IIepefadd MH(OPManuy Ha OCHOBE KOMOWHHMPOBAHHOTO CIIy-
yaiiHoro xoaupoBaHusi. OOBEKTOM HCCIIEIOBAHUS SIBISIIOTCS MPOLECCHl HHTErPAllMy CTOXaCTHYECKOro, OJIOKOBOTO M TaWMEpHOIo
komupoBanus. Llenbio paboThl siBisieTcst pa3paboTKa METOJa TOBBINICHHS CKPBHITHOCTH IEpeiadyll Ha OCHOBE KOMOMHHUPOBAHHOTO
CIIy4allHOTO KOJMPOBaHMUsL.

Merton. IIpennoxeH METO/ MOBBILIEHHS CKPBITHOCTH Mepeaayn HHPOPMALUHY Ha OCHOBE KOMOMHHPOBAHHOTO CITy4aifHOTO KOJH-
POBaHUS C TPeMs CTYNEHSIMHU KOJIOBBIX IpeoOpa3oBaTeNeil: BHyTPEHHETO, TPOMEKYTOYHOTO U BHEIIHEero. BHyTpenHumit mpeobpaso-
BaTeb Peaan3yeTcs Ha OCHOBE CTOXACTHYECKOTO KOAWPOBAHUS C PA3IMIHBIM KOJIMYECTBOM CITyJaHHBIX KOMOBBIX KOMOWHAITHH.
KonmuecTBo cityqaifHbIX KOMOMHAIMI 3aBHCUT OT BEPOSTHOCTU HOSBICHUS CHMBOJIA ayiaBUTa B TeKCTe coodmenus. Vudopmarm-
OHHasl CKPBITHOCTH Iiepefady OOecIeunBaeTcsl 3a CUeT YPAaBHHUBAHUS BEPOSTHOCTEH MOSBICHUS KOAOBBIX KOMOWHAIMN C BBIXOJA
cTaTUCTHYecKoro kozaepa. IIpoMexxyTouHoe KOAMpPOBAHHE PEaan3yeTcs ¢ MOMOLIBIO IIOMEX0YCTOiHYnBOrO 610K0BOrO Kona. Mudop-
MAaIMOHHAs CKPBITHOCTh U IIOMEXOYCTOMYMBOCTb IIPUBOAUT K YBEIMUYECHUIO JJIMHBI KOJOBOI0o OJ10Ka Ha KaXJIOM 3Tale KOAUPOBaHHUS,
YTO YMEHBIIAET KOAOBYIO CKOPOCTh. J[11s perieHust 3Toi mpoOaeMbl HCIONb3yeTcsl BHELUIHUH TpeoOpa3oBaTeib Ha OCHOBE TaliMepHO-
ro kogupoBanus. Ha 3Tom 3Tamne JBOMYHBIE KOMOMHAILMK NTPeoOpa3yloTCcsl B TaMepHbIE CUTHANbHbIE KOHCTPYKIHHU, YTO MO3BOJISIET
peann3oBaTh CTPYKTYPHYIO CKPBITHOCTD IIE€peladll, yBEINIUTh KOJOBYIO CKOPOCTh U TTOBBICUTH TOMEX0YCTOHIHNBOCTE. IIpH cToxac-
TUYECKOM ¥ TAHMEPHOM KOAUPOBAHNUH UCTIONB3YIOTCSI KOJOBBIC KHUTH.

Pe3yabsTarsl. PazpaGoranHslii MeTO KOMOMHIPOBAHHOTO CIIy4aifHOTO KOAMPOBAHHMS ITO3BOJISICT OBBICUTH OCHOBHBIE ITOKAa3aTe-
JIM IOMEXO03alHIIEHHOCTH: TIOMEX0YCTOHYNBOCTD, HHPOPMALMOHHYIO ¥ CTPYKTYPHYIO CKPBITHOCTB.

BriBoabl. IIpeioxeHHbIil MeTO KOMOMHUPOBAHHOTO CITy4alHOTO KOAWPOBAHMS MO3BOJISIET YCTPAHUTh OCHOBHBIE HEJJOCTATKU
CTOXaCTHYECKOT0 KOAWPOBAHMSI, B KOTOPOM HPH BBEIOOPE KOJIMYECTBA CIIyYaiHbIX KOJOBBIX KOMOWHAIMI HE yYHTHIBACTCS SHTPOIUS
JMCKPETHOTO UCTOYHHMKA MHpopMauuu. s penieHus 3Toi nmpoGaeMsl MPeuIoKeHO UCIIONB30BATh PA3INYHOE KOJINYECTBO CIydaii-
HbIX KOMOMHAIMI C y4eTOM BEPOSATHOCTH IMOSABIICHHS cCMMBOJIA andaButa B TekcTe. C TEOPETHYECKOH TOUKH 3PEHHS 3TO MO3BOJISET
Ha BBIXO/I€ CTAaTUCTHYECKOTO Kozepa chopMHUpOBAThH MOTOK KOMOMHAIMI ¢ PaBHBIMU BEPOSTHOCTSMH MOSBICHHUS. 32 CUET HCHONB30-
BaHMS TAHMEPHBIX CUTHATBHBIX KOHCTPYKIHMH pemraeTcs mpodieMa KOMIIEHCAINH H30BITOYHOCTH, KOTOpask MOSBIISETCS TIPH CTOXAc-
TUYECKOM U IOMEXOYCTOHUUBOM KOAUPOBAHUU.

KJIFOUEBBIE CJIOBA: 3amura nHpOpMaImu, CKPHITHOCTh, KOAUPOBAaHHE, TAKMEPHBII CHTHAI, IOMEX0YCTOHIHBOCTD.
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