e-ISSN 1607-3274 PagioenekrpoHika, inpopmaTuka, ynpasminas. 2019. Ne 4
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019. Ne 4

HEUPOIH®OPMATHUKA
TA IHTEJEKTYAJBHI CUCTEMHA

NEUROINFORMATICS
AND INTELLIGENT SYSTEMS

HEHPOUH®OPMATHKA
N UHTEJJIEKTYAJIBHBIE CUCTEMbI

UDC 519.237.8

A COMPARATIVE STUDY OF CLUSTER VALIDITY INDICES

Kondruk N. E. — PhD, Associate professor, Associate Professor of Department of Cybernetics and Applied
Mathematics, Uzhgorod National University, Uzhgorod, Ukraine.

ABSTRACT

Context. Cluster analysis is a method of classification without a teacher, that is, under conditions where preliminary information
on the number of clusters is previously unknown. Therefore, defining the optimal number of clusters and test results of partitioning
data sets is a complex task and requires further research.

Objective. The aim of paper is to study the efficiency of finding the natural data structure by crisp and fuzzy clustering validity
indices, when the partition is realized by the clustering method based on fuzzy binary relations and conducting their comparative
analysis.

Method. For partition of data sets the method based on fuzzy binary relation was used that provides an opportunity to
simultaneously conduct crisp and fuzzy grouping of objects by different types of similarity measures. The distance similarity
measure, which divides data into ellipsoid clusters, is used in the research. Two synthetic 2-dimensional data sets of a special type
are generated, natural clustering of which is possible in two ways. Both sets are Gaussian. The most effective and frequently used
groups of crisp and fuzzy cluster validity indices, which allow to find the optimal data set structure are described.

Results. The study of estimating the quality of clustering was conducted by means of method of fuzzy binary relations with six
indices in two data sets. A comparative analysis of the effectiveness of determining the cluster and sub-cluster data structures by
validity indices is made.

Conclusions. In practice, for some cluster validity indexes it is important to find not only the global extreme, but also local ones.
They can fix the optimal sub-cluster data structure with less separation. To ensure the effectiveness of estimating the quality of
clustering and to obtain objective results it is appropriate to take into account not only one index, but several of them. In perspective
studies, creating a combined criterion that would join the most effective cluster validity indices by means of method based on fuzzy
binary relations by a distance similarity measure is anticipated as well as implementing generalized cluster validity index for any
similarity measures of fuzzy binary relations method; developing a software system that would ensure the automatic grouping of
objects into clusters by concentric spheres, cones, ellipses without the preliminary determination of the clustering threshold.

KEYWORDS: cluster validity indices, cluster, clustering.

ABBREVIATIONS m; is a number of element in the i-th cluster;
B is a Bensaid partition Index; n is a number of feature (dimension of the data sets);
BIC isa Bayesian }n.fort.natlon criterion; O; is an i-th clustering object;
CVl is a cluster validity index;
D is a Dunn’s cluster validity index;
R is a Ren’s cluster validity index;
SSWC is a Simplified silhouette width criterion; RV isa fuzzy binary relation, which characterizes the
XB is a Xie and Beni’s Index. distance between the feature vectors;

r is a coefficient of fuzziness;
R is a fuzzy binary relation;

V* is a center of the centroid;
NOMENCLATURE

. Vi is a centroid of the i-th cluster;
C is a set of vector features; !

—(i i i ) . feat ¢ f clusteri Z is a number of clusters;
Cil€y>Cz5---,Cn ) 15 a deature vector ol clustering ujj is a membership function of the j-th element to
objects;

. . the i-th cluster;
d( ) is a distance between clusters;

uR( ) is a membership function of the fuzzy binary

diam( ) is a cluster diameter; relation R:

m is a number of clustering objects;
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Hpr is a clustering threshold using a distance
similarity measure;
p is a some distance metric;

|| || is the Euclidean metric.

INTRODUCTION

Cluster analysis is a method of classification without a
teacher, that is, under conditions where preliminary
information on the number of clusters is previously
unknown. It consists in grouping data so that their
similarities by some criteria within the same group would
be strong and within different — weak. The resulting data
partitioning can be crisp where each object belongs to
only one cluster and fuzzy if it can simultaneously belong
to different clusters with some measure. Obviously, there
is a problem of determining the “natural” (“real”)
partition, which corresponds to the input data. The
solution of this problem makes it possible to estimate the
obtained clustering results and choose the “true” structure
of the basic data.

This problem occurs for several reasons. Firstly, there
is no optimal clustering algorithm. Thus, partition of the
same data by different algorithms may give different
results, which are not effective in all situations where
clustering is needed. Consequently, the process of
clustering should perform different partitions and identify
the most optimal for each set and each individual task.
Secondly most effective methods involve pre-setting the
number of clusters in a situation where no such prior
information is available. Therefore, in this situation, it’s
necessary to run an algorithm with different input
parameters and then to estimate the resulting partition.
The process of assessing how the resulting partition
corresponds to the input data set determines the quality of
the clustering or cluster validation. This problem is
complex and requires further research.

So the object of study is the process of cluster
validation and the subject of study is the cluster validity
indices.

In addition, most developed clustering methods
provide grouping of objects only by one similarity
criterion, usually determined by some metric of distance.
In this case, clusters of only ellipsoidal shape are formed.
But there are many applied tasks, for example [1] where
this kind of grouping objects is inadequate to the
determined purpose and ineffective. The method based on
fuzzy binary relations [2], makes it possible to group data
according to different similarity measures, thus forming
clusters in the shape of ellipses, cones and concentric
spheres. Additionally, this method allows to conduct crisp
and fuzzy clustering simultaneously, so data clustering.

Therefore, the purpose of the work is to study the
efficiency of finding the natural data structure by crisp
and fuzzy clustering validity indices, when the partition is
realized by the clustering method based on fuzzy binary
relations and conducting their comparative analysis.
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To achieve the purpose of the work, the following
problems shall be solved:

— to analyze existing cluster validity indices;

— to generate special research data sets;

— to implement the procedure for determining the
optimal number of clusters for each data set;

— to make a comparative analysis of the obtained
results.

1 PROBLEM STATEMENT
Let us consider the general problem of cluster analysis
in the following statement.
Let there be given 0,...,0,,,

characterized by n quantitative features. Each object

some objects

0;,i =Lm definitely corresponds to the feature vector

—.i i i) .
ci(cl,cz,...,cn), i=lm.

It is necessary to find the optimal (“natural”’) number
of clusters in partition of the given objects O;,i=1m

into homogeneous “similarity” groups (clusters) by means
of a method based on fuzzy binary relations and a
distance similarity measure. Moreover, a comparative
analysis of different types of crisp and fuzzy indices
should be done to find the optimal number of clusters on a
special data sets with a sub-cluster structure.

2 REVIEW OF THE LITERATURE

Estimating the quality of clustering is quite a
complicated task. In the general statement, it is difficult to
be formulated semantically and it is also difficult to find
the appropriate mathematical model for it. But despite
that, determining the quality of clustering is a very
important task.

Nowadays, there are many cluster validity indices,
which are very useful in practice as quantitative measures
of determining the optimal structure of the partition. Thus,
in paper [3] about 20 different most used CVIs are
described. In paper [4] a comparative study was
conducted investigating 40 validity indices (basic and
modified ones) by their computational complexity on the
basis of asymptotic analysis.

The set of papers [5—13] displays a comparison of
crisp indices by the possibility of correct determination of
the true (natural) number of clusters of different kinds of
data sets and according to certain clustering methods. In
[5] 8 crisp CVIs were compared on the basis of the k-
means algorithm, in [6] we evaluated the internal and
external indices applied to partitioning and density-based
clustering algorithms, and the effectiveness of the
silhouette index [7] has been stressed out. In [8, 9], a
number of indexes was compared on Big Data and it was
indicated that the silhouette and Dunn’s index [10] give
the best results for finding the optimal number of clusters.
The works [11, 12] show the effectiveness of the BIC
index [13].

In [14, 15] the optimal number of clusters for fuzzy
clustering is researched. In [14] five fuzzy indexes were
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used while solving the problems of image segmentation,
in [15] a comparative analysis of ten fuzzy indexes was
made. In these studies and that of [16], the effectiveness
of fuzzy indices XB [17] and B [18] is shown.

Thus, it can be noted that different validity indices
have some characteristics that may outweigh the others in
certain classes of problems. In addition, it is difficult for
the user to choose one of CVIs when there is such a
variety of them. For this reason, the relevant problem of
cluster analysis is to compare the characteristics and
effectiveness of existing validation criteria.

In this paper, it is proposed to compare the efficiency
of finding the natural number of clusters by CVIs for crisp
and fuzzy clustering. A method that provides a crisp and
fuzzy partition is the clustering method based on fuzzy
binary relations [2, 19, 20]. It makes it possible to conduct
partition the clustering of objects by clusters of different
geometric shapes (ellipses [2], cones [19] and concentric
spheres [20]), according to the chosen similarity measure.

3 MATERIALS AND METHODS

Clustering method.

As a clustering method, the crisp single-level method
is chosen (subsection 6 in [2]) based on fuzzy binary
relations. This method is centroidous and allows realize
crisp and fuzzy grouping for the same data. These
advantages of the method allow to conduct comparative
analysis of CVIs for estimation of the crisp and fuzzy
clustering results. At the same time, the similarity of
objects according to some criterion is characterized by the
fuzzy binary relation R on the set of vector features
c={ l-‘izl,m} with  the

membership  function

uR(ci,cj ), where pp C? [0,1]. In particular, a
qualitative change in the type of similarity measure of
objects leads to changes in the geometry of clusters. So, in
the studies [2, 19, 20], examples are provided showing
possible types of similarity measures, which lead to the
formation of ellipsoid, conical clusters and clusters in the
form of concentric spheres. But the existing criteria for
estimating the quality of the partition are developed
mostly for ellipsoidal clusters, therefore, for the
researching, the similarity measure of “distance” is
chosen, which is described by the fuzzy binary relation

RV [1] and membership function

o) [p(A)]

Hr” (Ci’cj

>

A 5&&%&%)
Cluster validity indices.
The concept of cluster
compactness and separation.
Compactness means that the elements of the cluster
should be closest to each other. This property is

expressed, as a rule, by the distance between the internal
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elements of the cluster, the density in the middle of the
cluster, or the volume occupied by the cluster in a
multidimensional space.

Separation displays that the distance between different
clusters should be as large as possible. It can be defined as
the distance between the closest, most distant neighbours
of different clusters, or centroids.

Let us consider the relative metrics that evaluate the
quality of clustering by comparing several -cluster
structures.

A group of crisp cluster validity indices.

1. Dunn’s index [10]:

Do min 4]
i je{l,z}, max diam(k)
i#] ke l,z}

Where d is the distance between the clusters i and
J , which can be defined as the distance between the two

closest elements or between the centroids of clusters,
diam(k) is the cluster diameter that can be calculated as

the maximum distance between the elements of the same
cluster. Thus, the Dunn’s index compares the intercluster
distance with the diameter of the cluster. It is generally
accepted that, if the cluster’s diameter is smaller then the
intercluster distance, then the clusters of the resulting
structure are compact and separated. Hence, the higher the
index value is, the better is the clustering. The Dunn’s
index is sensitive to noise and data emissions, in addition,
it can not be used when each element forms an isolated
cluster.

2. Simplified silhouette width criterion [7].

The silhouette of each cluster is determined. First, for
each element cj of the cluster p its “silhouette” is
determined:

min_Jes-vales il
__ 4clzg#p
[} i 5]
qel,z,q#p

Denominator is introduced for normalization. The
high value of the index S.; characterizes the better

belonging of the element ; to the cluster p. The

evaluation of the whole cluster structure is defined as the
average for all elements:

l m
SSWC=—3S.;.
mj_l

Clearly, the best partitioning is achieved when the
SSWC is maximal, it means minimizing the internal
cluster distance by maximizing the external cluster
distance.

3. Bayesian Information Index [13]:

61



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasainss. 2019.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019.

Ne
0

4
4

BIC =
z m  m-n m m —z
=3 mIn— - ——In(27)-— In|z;| - —. ]—
il(' 2 2 i 2
—%Zlnm,
1 Jy— —p
2= C: —Vill .
s T

The higher the BIC index value is, the better is the
clustering model.

If this index for a particular problem increases or
decreases monotonously, then the data set structure can be
detected using a difference function [11]:

DiffFun(z) = BIC(z+1) + BIC(z-1)-2-BIC(z) .

This sequential difference method uses the previous,
subsequent and current index values at the same time. The
points of the minimum DiffFun will determine the
optimal number of clusters.

The prospects of application and development of this
index is confirmed in [11, 21].

It should be noted: if after grouping a single-element
cluster is formed, then it is impossible to use this index.

Group of fuzzy CVls.

1. The Xie-Beni index [17] tries to find the balance
point between fuzzy cluster compactness and separation
of clusters to obtain optimal clustering results:

1 Z m — 2
3 2 o e -vi]
i-1 j=1

XB(z,m)=
min

— 2
=
L]

In the formula, the numerator is the average distance
from the different objects to the centroids (used to
measure the clusters compactness), and the denominator
is the minimum distance between any two centroids,
(defines the clusters separation). Less criterion value
corresponds to a better partition.

2. Bensaid’s index [18]. However, Bensaid et al.
found that the size of each cluster had a great influence on
the Xie-Beni index and proposed a new index that was
insensitive to the number of objects in each cluster. The
Bensaid’s index is defined as

> o) Jox -]
B(z,m)zzkr:1 —
RIS Vl_Vj“

If the number of clusters will approach the number of
objects, then index B, like the XB, will monotonously
decrease to 0. Therefore, in this case, it loses the ability to
determine optimal clustering. The minimum value is
achieved where the clustering is better conducted.
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3. Min Ren et al. (R) [22] proposed an index that
eliminates this problem:

m — 2 — 2
. Z(Hik)r“ci _VkH +(1/21‘Vk —V*
i=l
R(z,m)=Y = -
S ki)Y
= i

Lower index value indicates better clustering schema.

The described indexes have their disadvantages and
advantages. In particular, only the BIC index can
determine the optimal single-cluster structure, but only in
the case of its nonmonotonicity.

The general procedure for determining the optimal
number of clusters for a given data set:

1) setting different clustering thresholds by clustering
method based on fuzzy binary relations, we obtain crisp
or fuzzy partitioning of the data set and fix the value of
the selected CVI;

2) finding local extrema (minima or maxima
according to the chosen index) for the fixed values.

— —12
Vj —Vk“

4 EXPERIMENTS

Data sets.

Given that the validity of machine clustering is
determined by its compliance with the in-person
classification, the verification of the number of clusters
was carried out on the two-dimensional data. This
provides an additional visual opportunity to evaluate the
clustering result and to find the optimal data set structure.

For the experiment, Gaussian synthetic data, with and
without noise were generated. They are of special type
because the problem of finding the optimal number of
clusters on them can be solved differently. So apart from
the optimal cluster structure for them, there is also a
“natural” subcluster one.

The first data set “Purity” (Fig. 3a) consists of 135
points and contains 3 groups of clusters without emissions
with different densities. In addition, this set is also
characterized by subcluster structure of 6 clusters. In
general, the natural for “Purity” is the partition into 3 and
6 clusters.

The dataset Noise (Fig. 3b) contains 150 points
located with approximately similar density. “Natural” for
it is clustering on 2 and 5 clusters.

Scheme of experiment.

For the experiments, a computer program that
implements clustering by a single-level method based on
fuzzy binary relations with a distance similarity measure
and validity indices D, SSWC, BIC, XB, B, R was
developed.

The input information for grouping objects is the

. * .
numerical values h , m, H R and the coordinates of the

objects’ feature-vectors a By setting different clustering
thresholds a crisp and fuzzy clustering of data was
performed and the values of the indices D, SSWC, BIC,
XB, B, R were recorded. Then, for each index, global and
local extrema were recorder.
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5 RESULTS
The results obtained in accordance with the described
procedure of section 4 for the datasets “Purity” and
“Noise” are listed in Tables 1 and 2.

Table 1 — A fragment of the CVIs value for the

“Purity” dataset

5 o The cluster validity indices

o = =)

EZ | 53

22| g2

o 2 =8

=% | gE£| D SSWC BIC XB B R

=

2 0.6 0.76 0.68 —-1151 024 049 050
3 0.85 | 2.02 0.87 -1069 | 021 021 0.49
4 0.88 | 1.05 0.86 —1041 1.99 029 0091
5 091 | 0.64 0.63 -1034 625 @ 024 0.86
6 0.92 | 0.73 0.85 -984 495 022 1.15
7 093 | 0.55 0.73 -980 921 024 146
8 0.94 | 0.63 0.72 -976  13.57 030 2.14
9 0.95 | 0.57 0.71 -966  20.07 037 3.03
10 0.955 | 0.56 0.67 -959 2479 029 2.65

In tables, colored cells display values of the indexes
containing extremes (local or global), and in bold type are
global extremes (Fig. 1).

From the obtained results, it is evident that all CVIs
have determined the optimal number of clusters for both
sets. The indices D, SSWC, XB also correctly defined the
subcluster structure, although the index D determined one
false partition into 8 clusters for the “Purity” set. Indices
B and R correctly determined only the data partition with
the largest isolation of clusters. The index R is insensitive

Value of the CV1

Number of clusters

a

Value of the CV|

to the smaller divisions of both sets. Index B correctly
defined partition of the “Noise” set into 5 clusters, but
also recorded the false partition into 7 clusters.

Since BIC monotonically increases for both datasets
(Fig. 2a), a difference function was constructed (Fig. 2b).

Fig. 2b shows that the minimum values of the DiffFun
curve correctly determine the optimal cluster and
subcluster structure for “Purity” and “Noise” data.

To verify the method based on fuzzy binary relations,
the partitions of the “Purity” set for 3 and 6 clusters
(Fig. 3a) and the “Noise” set for 2 and 5 clusters (Fig. 3b)
are presented.

In Fig. 3 solid line conventionally labels the cluster
structure of data sets, and dotted line — show a subcluster
structure.

Table 2 — A fragment of the CVIs value for the “Noise”

dataset
5 ) The cluster validity indices
o »n E
E5 | 52
5 2 879
= 3 23
23| 5E | p sswc BIC XB B R
EYg oS
© =
h
2 0.75 1.49 0.84 -1123 0.08 0.16 0.16
3 0.8 0.79 0.77 —-1084 0.59 020 0.41
4 0.85 0.55 0.54 -1078 1.92 0.19 0.59
5 0.91 1.04 0.78 -1022 1.56 0.18 0.71
6 0.915 0.56 0.73 -1014 630 023 0.16
7 0917 | 0.44 0.63 -1012  9.89 | 0.17 1.09
8 0.92 0.39 0.59 -1008 12.12 0.18 1.28
9 0.9203 | 0.42 0.56 -1003 12.76 020 1.64
10 0.9209 | 0.46 0.55 —987 9.41 021 1.85
0
——D
| —=—SSWC
+B
—»—R
—a— XB

Number of clusters

b

Figure 1 — A fragment of the geometric interpretation of the D, SSWC, B, R, XB values for the “Purity” (a) and the
“Noise” (b) datasets
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Figure 2 — A fragment of the geometric interpretation of the BIC (a) and the DiffFun (b) values for the both dataset
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Figure 3 — Geometric interpretation of clustering the “Purity” set (a) and the “Noise” set (b) by means of a method
based on fuzzy binary relations

6 DISCUSSION

All studied CVIs correctly identified the optimal
partition of “Purity” and “Noise” data with the highest
cluster separation (isolation). The SSWC, BIC, D, and
XB indices also discovered sub-cluster structure in both
datasets with a lower separation index. It should be noted
that index D also identified one false split of the “Purity”
set.

Despite the results of experiments, to ensure the
effectiveness of clustering quality estimation and to
obtain objective results, it is appropriate to take into
account not only one index, but several of them.

To determine the natural number of clusters, most
methods involve identifying only the global or first
extremum of the corresponding index. In the conducted
research it is shown that the identifying of local extremes
for the SSWC, BIC, D and XB indices is also important.
It’s can record the optimal sub-cluster structure with less
separation.

CONCLUSIONS
The problem of studying the -effectiveness of
determining the natural structure of data by crisp and
fuzzy cluster validity indices and conducting their
comparative analysis is being solved.
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The scientific novelty of the obtained results is the
following.

1. Set of studies were analysed and the most effective
CVlIs were identified in a crisp and fuzzy group.

2. A study of crisp and fuzzy validity indices applied
to clustering method based on fuzzy binary relations by a
distance similarity measure has been conducted for the
first time.

3. A comparative analysis of the obtained data
considering the determining natural cluster and subcluster
structure for synthetically generated Gaussian dataset with
and without noise is made. The best indices were —
SSWC, BIC, XB. Index D has also shown good results,
but it can also detect false structures.

4. In practice, for the SSWC, BIC, D, and XB indices
it is important not only to find the global extremum but
also local ones. They record the optimal sub-cluster data
structure with a smaller separation.

The practical significance of obtained results is that
the created software implements the clustering method
based on fuzzy binary relations and different types of
CVIs. It makes it possible to conduct crisp and fuzzy data
clustering and to determine dataset natural structure.
Experiments showed its effectiveness in solving some
classes of cluster analysis problems. Datasets with cluster
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and sub-cluster structure were also generated in the work. 9.
They can be used by other researchers in their
experiments.

This work is a continuation and development of
previous research [2, 19, 20]. In the future it is supposed
to use the obtained results for: 11

— development of a combined criterion that would join
the SSWC, XB, BIC indices and would determine optimal
structure clustering applied to a method based on fuzzy

binary relations by distance similarity measure; 12.

— construction of a generalized cluster validity index
for any similarity measures of fuzzy binary relations
method;

— development of a decision support system that 13
would ensure the automatic grouping of objects by
concentric spheres, cones, ellipses clusters without the
preliminary determination of the clustering threshold.

14.
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MOPIBHAJBHE JOCALIKEHHS MOKA3ZHUKIB OITHKH SIKOCTI KJIACTEPU3AIIIL

Konapyk H. E. — kaHA. TexH. HaykK, JOLEHT, JOUCHT Kadeapu KiOCpHETHKH 1 NPUKIAJHOI MaTeMaTHKH Y3KIOpOJCHKOTO
HalliOHAJILHOTO YHIBEPCHUTETY, Y KropoJ, YKpaiHa.

AHOTAIIA

AkTyanabHicTh. KnactepHuii aHamiz € MmetoqoM kiacudikaiii 6e3 yuurelns, ToOTO B yMOBaX KOJIH MonepeHs iHdopmartis mpo
KIJIBKICTh KJIACTEpiB 3a3faieriap HeBigoma. ToMy, 3HAXOMKEHHs ONTHMAJbHOI KiJIBKOCTI KJIacTepiB i MepeBipka pe3ysbTaTiB
Ppo30HTTS HAOOPIB JAHHX € CKIIAAHOIO 3aa4el0 i MOTpedye I0IaTKOBUX JOCTIPKCHb.

MeToro DOCITiIKEHHS € BUBYEHHS €()EeKTUBHOCTI 3HAXOPKEHHS PHUPOIHOI CTPYKTYPH AaHHX YITKHUMH Ta HEUITKHMH iHAECKCAMH
SIKOCT1 KJIacTepu3alii peanxi3oBaHOI METOJOM KJIacTeph3allii OCHOBAHUM HA HEUITKHX OlHApHMX BiJHOIICHHSX Ta MPOBEICHHS iX
MOPIBHSJIBHOTO aHAJII3y.

MeTtoan. [yt po30uTTS HAOOPIB JaHUX BUKOPHUCTAHO METOJ 3aCHOBAHMI HAa HEUITKUX OiHAPHUX BIJHOLICHHSX, KU TO3BOJISE
OJJTHOYAaCHO IPOBOJIMTH YIiTKY Ta HEUITKy KJIaCTepH3allifo 00’ €KTIB 3a pi3HUMH BHAaMH Mip noxidHocTi. B poboTi Bukopucrana mipa
MOJIOHOCTI «BiJICTaHbY, siIka PO30MBAE JaHiI HA CJIMCOIMHI KiIacTepu. 3reHEPOBAHO JBa CHMHTCTUYHI HAOOPH JBOBHUMIPHHUX JaHHX
CHCLIAILHOTO BHIY, NMPHPOIHA KJIACTEPH3allisl SKMX MOXJIHMBa JBOMa crmocobamu. OOuaBa Habopu € rayciBcbkumu. OmucaHo
HaiO1IbII e(eKTHBHI Ta BUKOPHUCTOBYBAHI I'PYNH YiTKHX Ta HEYITKHX 1HAEKCIB SKOCTI KiacTepu3aiil, [0 A03BOJITIOTH BHSBHTH
ONTUMAJILHY CTPYKTYPY JaHHX.

Pesysabratu. IlpoBemeHO MOCHIIKEHHS OLIHKM SKOCTI KiIacTepu3alii METOAOM 3aCHOBaHHMM Ha HEWITKUX OiHapHUX
BiHOIIEHHSAX IIICThMAa 1HAEKCAMHU Ha ABOX Ha0Opax AaHUX. 3p0OJIeHO MOPIBHAIBHUI aHami3 e()eKTHBHOCTI BU3HAYAHHA 1HICKCAMU
SIKOCTI KJIACTEPHOT Ta MiJAKIACTEPHOI CTPYKTYPHU JaHHX.

BucnoBkn. Ha mpakTumi s IeskuxX 1HZEKCIB JOCTOBIPHOCTI PO3OUTTS BAKIMBHM € 3HAXOKEHHS HE TUIBKH ITI0OANBEHOTO
eKCTpeMyMy, a i JOKaJbHUX. BOHM MOXyTh (DiKCyBaTH ONTHUMAIBHY MiIKJIACTEPHY CTPYKTYPY HaHHX i3 MEHIIUM ITOKa3HHKOM
pozninenns. st 3abe3nedeHHst e()eKTUBHOCTI OL[IHKU SKOCTI KiacTepu3alii Ta OTPUMaHHS 00 €KTUBHOT'O Pe3yJIbTaTy NOLIIBHUM €
BpaxyBaHHS HE OIHOIO IHJICKCY, a [EKUIbKOX. B MepCcreKTMBHUX OOCHI/KEHHSX mependavaeTbcs mobyaoBa KOMOIHOBaHOTO
KpHTEpito, 10 MOenHyBaB OM HaleeKTHBHINI IHACKCH OLIHKH KiIacTepu3aiil MEeTOJOM 3aCHOBaHMM Ha HEYITKUX OiHapHHX
BITHOIIECHHSAX 32 BiJICTAHEBOIO MipOI0 MOAIOHOCTI; CTBOPEHHS y3arajJbHEHOTO 1HIEKCY SKOCTI KiacTepHu3amii 3a OyIb-KOK MipOI0
MoAiOHOCTI METOAy HEUiTKMX OiHApHHWX BiJHOIIEHB;, PO3pOoOKa MPOrpaMHOi CHCTEMH, IO 3a0€3MEYHTh aBTOMATHYHE TPYITyBaHHS
00’€KTiB Ha KJIACTEPH KOHIIEHTPUIHIMU c(epaMu, KOHyCaMH, eJlirncaMu 0e3 NonepeaHb0r0 BU3HAYEHHS TOPOTY KIIacTepHu3artii.

KJIFOYOBI CJIOBA: injekcH OLIHKY SKOCTI KIIaCTepH3allii, KJIactep, KiiacTepr3ailis.

VK 519.237.8
CPABHUTEJIbHOE UCCJIEJOBAHUE IMOKA3ATEJIEW OLIEHKA KAYECTBA KJTACTEPA3ALINN

Konapyk H. J. — xaHI. TexH. HayK, JOLEHT, AOICHT Kaeapbl KHOCPHETHKH W TPHKIAJHOW MaTeMaTHKH Y KTOPOACKOTO
HAIMOHAJIBHOIO YHUBEPCUTETA, YKIOpo, YKpauHa.

AHHOTAIUSA

AxTyanbHoOcTh. KitacTepHbIi aHanu3 sBISIETCS METOAOM Kiaccudukanmy 0e3 yduTens, TO €CThb B YCIOBHAX, KOIJa
IIpe/iBapyuTelIbHast HHPOPMAIHs O KOJIWYECTBE KIaCTepPOB 3apaHee HeM3BecTHA. [109ToMy, HaXOXKAEHHE ONTHMAIBHOTO KOJINYECTBA
KJIACTEpPOB M TPOBEPKA pE3yNBTATOB pPa30OMEHUs] HAOOPOB MAHHBIX SIBIAETCS CIOXKHOM 3amauei M TpeOyeT MOMOIHUTENBHBIX
HCCIIEIOBAHUM.

Lenpto mccnemoBaHus SBISETCS n3ydeHHE A(P(EKTUBHOCTH HAXOXKIACHUS €CTECTBEHHOH CTPYKTYPHl IAHHBIX UETKUMU H
HEYCTKUMU WHJEKCAaMH KadecTBa KJIACTEPU3ali OCHOBAaHHONH HAa HEYETKMX OHHApHBIX OTHONICHUSX M TPOBEACHUS UX
CPaBHHTEIBHOTO aHAIN3A.

Metoasl. s pa3dueHust HaOOPOB JAHHBIX HCIIOIH30BAH METOJ[ OCHOBAHHBIN Ha HEUETKUX OMHApPHBIX OTHOIICHUSX, KOTOPBIH
M03BOJISIET OJXHOBPEMEHHO IPOBOJUTH YETKYI0O M HEUETKYIO KJIACTEPH3aIlHi0 OOBEKTOB IO Pa3IMYHBIM BUIAM Mep CXOACTBa. B
paboTe uCIoIbp30BaHa Mepa CXOJCTBA «PACCTOSIHUEY», KOTOpasl pa30uBaeT NaHHbIE Ha DJUIMICOMIHBIE KilacTepbl. CreHepHpOBaHO 1Ba
CHHTETHYECKHE HAa0OpBI JBYMEPHBIX NaHHBIX CHELHAIbHOrO BHUJA €CTECTBEHHAs KJIacTEpU3alis KOTOPHIX BO3MOJYKHA JBYMS
cnocobamu. Oba Habopa sABIsOTCS rayccoBCKUMU. Onncanbl Hanboee 3 eKTHBHBIC U HCIIOIb3YeMbIE TPYIIbI YeTKUX M HEYSTKHX
MHJIEKCOB KaueCTBa KJIACTEPH3ALHH, T03BOJISIONINE BBIIBUTH ONTUMAIIBHYIO CTPYKTYPY JaHHBIX.

PesyabTartsl. [IpoBeneHo ncciaenoBaHHe OLEHKHM KadecTBA KJIACTEPU3ALUM METOJOM OCHOBAHHBIM Ha HEYETKHX OMHAPHBIX
OTHONICHUSX INECThI0O MHIEKCAMH Ha JABYX Habopax naHHbIX. CHermaH CpPaBHUTENBHBINA aHamW3 3(Q(EKTHBHOCTH OHpEIeICHUS
HHJIEKCaMH KauecTBa KJIACTEPHOH U MOAKIACTEPHOM CTPYKTYPBI JaHHBIX.

BriBoasl. Ha mpakTuke Uit HEKOTOPBHIX HMH/EKCOB JTOCTOBEPHOCTH PA30OMEHUs] BaXKHBIM SBIISETCS HaXOXICHHE HE TOJIBKO
rJ00aNnbHOr0 IKCTPEMyMa, HO M JIOKaJbHBIX. OHM MOTYT (DMKCHPOBATh ONTHUMAIBHYIO IOIKIACTEPHYIO CTPYKTYPY HIAHHBIX C
MEHBIIUM TOKa3atesieM pasjeneHus. s oGecnedeHus S(QQEKTUBHOCTH OLEHKM KadyecTBa KIACTEpPHU3AlMU M IOJTyYCHUS
0OBEKTHBHOTO pe3yNlbTaTa LEeNecooOpa3HO yUYHWTHIBATh HE OAWH MHJAEKC, a HECKOIbKO. B MepCHeKTHBHBIX MCCIEJOBAHHUIX
IpearosaraeTcss IOCTPOCHHE KOMOMHMPOBAaHHOTO KpPUTEpHs, codeTaromero 3(@QeKTHBHbIE HHAEKCHl OLECHKH KIAaCTepH3alUH
METOJOM OCHOBAaHHBIM Ha HEUETKNX OMHAPHBIX OTHOIICHUSIX IO CTEIIEHH CXOJCTBA «PACCTOSHHE); CO3MaHNe 0000IEHHOr0 HHEKCa
KadecTBa KJIACTEPH3AIMM II0 JIO00I CTENeHM CXOACTBAa METO/Aa HEYETKHX OWHAPHBIX OTHOIICHWI; pa3paboTKa MPOrpaMMHOI
CHCTEMBI, KOTOpast 00ECHEeYUT aBTOMATHYECKOE TPYIITHPOBaHNE 00BEKTOB HA KJIACTEpPhl KOHIEHTPUUECKUMH C(epaMu, KOHyCaMHu,
aymncamy 6e3 IpeBapUTeNILHOTO ONpeIeIeHHs II0pOora KJIacTepH3aIiu.

KJIFOYEBBIE CJIOBA: nHieKChl OLICHKH KauecTBa KJIacTepu3allum, KJIacTep, KiacTepusaiusl.
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