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ABSTRACT

Context. In the study, the task of identifying objects moving in space from a mobile system of technical vision is considered.
The analysis of the modern methods of dynamic object identification from both stationary and moving platforms is conducted. The
need to create a new method for the identification of dynamic objects with a mobile optical-electronic system, which is adaptive to
changing observation conditions, is identified. This is a relevant scientific and technical problem. The object of the study is the model
of moving object detection from a mobile vision system.

Objective. The objective of this article is the analysis of the modern methods of moving object identification and the creation of
a new method. The method must allow observation from a mobile vision system and must be able to adapt to changing observation
conditions.

Method. A method for identifying objects moving in space from a mobile vision system is proposed, which allows to
automatically detect moving objects, determine their three-dimensional coordinates with a given accuracy, and adapt to changing
observation conditions. This method is based on the developed mathematical model of stereoscopic determination of motion
parameters of objects in space, which allows us to increase the detection accuracy.

Results. The proposed method is implemented in software. An experiment confirming the adequacy of this mathematical model
was conducted. As the result of the experiment, data on the movement of the object and the mobile coordinate system were obtained.

Conclusions. The experiments have confirmed the performance of the proposed method and allow us to recommend it when
building mobile automatic tracking and identification systems for objects. The method allows automatic isolation of the moving
objects, determining their three-dimensional coordinates, and adapting to changing observation conditions. Prospects for further
research may be in the creation of hardware tools for the selection of moving objects, allowing to improve the accuracy of the

selection.

KEYWORDS: moving object detection, vision systems, object detection method, mobile systems.

NOMENCLATURE

E; is contour energy;

o, P are constants that provide relative energy
correction;

Ein(Vi) is an energy function depending on the shape
of the contour;

Eext(Vi) is the energy function depending on the
properties of the image and the type of gradient in the
neighborhood of the point vi;

0Og, 0, 0y are threshold constants;

Up, Vp, are velocity components of point p in
coordinates (Xp, Yp);

E is a given non-negative threshold;

A is the set non-negative angular threshold;

H is the maximum level of brightness in the image;

f (p), f (q) are the brightness of the pixels p and q,
respectively;

P (X, Y, Z) is a point of the object in three-dimensional
space;

F is the focal length of the lens;

B is the distance between the optical axes;

Dispar is disparity;

Z is an unknown parameter;

(AX, AY, AZ) is the direction of movement of the
observation system relative to the environment;

(kx, ky) is the direction of the gradient vector;

X, is the normal flow vector;

© Spevakov A. G., Spevakova S. V., Matiushin L. S., 2019
DOI 10.15588/1607-3274-2019-4-10

0XoYoZo is the coordinate system associated with the
movable base of the optical device;

v, v, ¥, 0, ¢ are angles;

Wy, Wyo, Mz are angular velocities;

O’XpYpZp is the coordinate system associated with the
vision system.

INTRODUCTION

Due to the intensifying implementation of vision
systems in the industry, the developments connected with
the visual perception of moving objects are relevant [1].
An important task in this field is the detection of objects
moving in space. Another reason why the task of the
detection of the moving objects is interesting and
significant is the possibility of the wide use of the method
in systems of robotic vision technologies [2].

If a vision system is stationary, and the object is
moving relative to it and enters its field of vision, the task
of object selection is narrowed down to the analysis of a
sequence of images and the detection of changes [3]. A
more complicated situation is the case of a dynamic
vision system, when not only there is a movement of the
target object, but also a movement of the observation
system relative to the surrounding environment.
Therefore, even the static parts of the scene are subject to
dynamic changes depending on the movement of the
observation system. Dynamic vision systems are of the
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greatest interest since it is possible to use them in mobile
observation systems [4].

The object of the research is the model of moving
object detection from a mobile vision system.

The subject of the research is the methods of
separation of objects moving in space.

The aim of the work is to analyze the modern methods
of identifying objects moving in space and to create a
method that allows observing from a mobile vision
system that is adaptive to changing observation
conditions.

1 PROBLEM STATEMENT

A stereo image includes two separate types of the
imaged object. It is required to determine the coordinates
(X, Y, Z) of the point P, given by the projections p (X, ¥;)
and p (X, Y») of its image on the matrix photodetectors of
image sensors.

Let us consider in more detail the coordinate system
of a stereoscopic vision system and construct its
geometrical model. It is possible to establish the
relationship between the point P (X, Y, Z) and the
coordinates (X, y) of its projection on the matrix
photodetector.

2 REVIEW OF THE LITERATURE

In the case of the analysis of the two-dimensional
movement of the object, any of its points can be defined as
P(X, y¥), where X and y are the two-dimensional coordinates
of the object. Such objects can be detected by analyzing the
changing sequence of images, adjusted for the change of
the observation system’s position relative to the target
object’s plane of movement since the changes to the scene
depth are negligible in comparison to the distance between
the vision system and the target object [5].

Usually, image analysis involves obtaining the outer
contour of the depicted objects and recording the
coordinates of points of this contour. Most often it is
necessary to get the outer contour in the form of a closed
curve or a set of segments of arcs [6].

Consider the various methods of contour analysis.

Active contours are widely used in the tasks of
selecting contours, borders, and image segmentation. To
detect the contours in the image, the minimum energy
curves, or snakes, are used. The algorithm is as follows:
first, the contour is initialized as a simple line, and then it
is deformed to create the area of the object. Points in the
contour tend to the boundary of the object while
minimizing the energy of the contour. For each point v;,
the energy

Ei = aEin(Vi) + BEexe(Vi),

where o, P are constants providing relative energy
correction; Ejn(V;) is an energy function depending on the
shape of the contour; Egq(v;) is the energy function
depending on the properties of the image and the type of
gradient in the neighborhood of the point v; [7].
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The values E;, Ejn(V;), Eex(Vi) are square matrices. The
value at the center of each matrix corresponds to the
energy of the contour at level v; [8].

Each vertex Vv; potentially can go to any point vy’
corresponding to the minimum energy E;.

This method has the following disadvantages:

— If the object does not have clear boundaries or the
area is heterogeneous and contains smooth gradients, the
algorithm will not solve the segmentation problem
correctly, making further automated analysis impossible;

— The normal of the tangent vector at a point can vary
greatly in the direction, which can lead to the merging of
points. Because of this, the contour can turn out to be
rough and very different from the borders of the selected
object.

Unlike the usual active contour model, the active
contour model without prior selection of boundaries does
not require prior selection of the boundaries of the image
object, and it is not necessary to smoothen the original
image. The curve moves, starting from an arbitrary point
of the image. When crossing the border, it begins to
deform and take the form of an object in the image, as if
filling its internal part [9].

J. Canny studied the mathematical problem of
obtaining a filter that is optimal in terms of the selection,
localization, and minimization of several responses of one
edge. This means that the detector (known as the Canny
edge detector) should react to the borders, but at the same
time ignore the false ones, accurately determine the
boundary line and react to each border only once, which
allows avoiding the perception of wide bands of
brightness as a combination of borders [10].

The algorithm includes:

— Anti-aliasing - blurring the image to remove noise;

— Search for gradients — borders are marked where the
gradient of the image gets the maximum value;

— Suppression of non-maximums — only local maxima
are marked as borders;

— Double threshold filtering — potential boundaries are
determined by thresholds;

— Trace ambiguity — the final boundaries are set by
suppressing all edges that are not associated with certain
(strong) boundaries.

To reduce the sensitivity of the algorithm to noise, the
first derivative of the Gaussians is applied [11]. After
applying the filter, the image becomes slightly blurred.

The tracing contours method consists of sequentially
drawing the border between the object and the
background. A tracking point moves along the image until
it reaches the dark area (the object). Then it turns left and
moves along the curve until it reaches the borders of the
object, and after that, it turns right and repeats the process
until it reaches the vicinity of the starting point [12].

With respect to speed and distance, the nearest
neighbor clustering is used. Let us denote two lines as

{p1, ..., Pm} €S

and



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasainss. 2019.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2019.

Ne
0

4
4

{Qh eeey qn} € 823
provided that they satisfy the following conditions:

{Xpi — Xgil =+ Ypi — Yoil} < o
{Upi — Ugjl} < 0w
{IVpi — Vgil} < o,

where ag, a,, ay are threshold constants; Uy, V, are the
velocity components of the point p with the coordinates
Xp, Yp)s 1€ {1, ..., m},je{l, .., n}.

Closest neighbor clustering is the most efficient
method for scenes with interference. Interference is
processed during the tracking phase [13].

Border detection methods highlight in the image only
the pixels lying on the contour. In practice, this set of
pixels rarely displays the contour accurately due to noise,
contour breaks due to inhomogeneous illumination, etc.
Therefore, contour detection algorithms are usually
supplemented with binding procedures to form sets of
contour points [14]. One way to associate contour points
is to analyze the characteristics of pixels in a small
vicinity of each image point, which has been marked as a
contour. All points that are similar in accordance with
some criteria are connected and form a contour consisting
of pixels corresponding to these criteria. It uses two main
parameters to establish the similarity of the contour
pixels: the response of the gradient operator, which
determines the value of the contour pixel, and the
direction of the gradient vector. A contour pixel (Xo, Yo)
located inside a given vicinity of a point (X, Y) is
considered to be similar to a pixel (X, ¥) modulo the
gradient if

VI y) - VX, Yo <E,

where E is a given non-negative threshold, and in the
direction of the gradient, if

a(Xv y) - a(Xo, yO) < A7

where
a (X, y) = arctg (X \ 9y);

A is a given non-negative angular threshold.

A pixel in a given vicinity is combined with a central
pixel (X, y) if the similarity criteria are met both in value
and in direction. This process is repeated at each point of
the image while simultaneously memorizing the found
associated pixels when the center of the vicinity moves.

A simple way to account for the data is to assign its
own brightness value to each set of bound pixels of the
contour [15].

Finally, the approach to detecting and linking contours
based on the representation in the form of a graph and
finding the least-cost paths on this graph, which
correspond to significant contours, allows us to construct
a method that works well in the presence of noise. Such a
procedure is rather complicated and requires a lot of
processing time [16].
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The outline element is the border between two pixels
p and g, which are neighbors. Contour elements are
identified by the coordinates of the points p and g. A
contour is a sequence of interconnected elements.

Each contour element defined by pixels p and q
corresponds to a certain value

c(p,q)=H-[f(p)-f (],

where H is the maximum level of brightness in the image;
f (p), f (q) are the brightness of the pixels p and q,
respectively.

The task of finding the minimum cost path on a graph
is nontrivial in computational complexity, making it
necessary to sacrifice optimality in favor of the
computational speed.

The complexity of implementation and high resource
intensity are the main disadvantages of such an analysis.
Its main advantage is low sensitivity to noise [17].

3 MATERIALS AND METHODS

When selecting objects moving in three-dimensional
space, a point of the objects is defined as P(X, Y, Z), i.e. it
is necessary to define an additional variable
characterizing the depth of the points of the scene [18].
To solve this problem, we use a monocular vision system,
the coordinate system of which is shown in Fig. 1.
Supposing that the optical axis of the camera coincides
with the Z-axis, the coordinates of point P have the
following form:

X = (F)(F - 2),

Y = (y/F)(F - 2), (1)

where F is the focal length of the lens, and X, y are the

coordinates of the projection of the image element onto
the plane (Fig. 1).

‘Y

—_P(X,Y.Z)

prd

Figure 1 — Coordinate system of the monocular vision
system
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It can be observed from Equation (1) that to determine
the coordinates of the point P of the object it is necessary
to determine the unknown parameter Z, meaning that in
order to solve this problem we need to use a stereoscopic
vision system (Fig. 2).

A"

¥ PlEy)
| A5

P{X.Y.Z)

Figure 2 — Coordinate system of the stereoscopic
vision system

Knowing the focal length f and the distance between
the optic axis B, we can find Z:

Z =F — F+B/Dispar,

where Dispar stands for the disparity [19].

The equations above are correct only for static vision
systems. Let us consider a dynamic vision system, which
allows us to detect objects moving in a three-dimensional
space. Supposing that the observation system is moving
relative to the surrounding environment with the
movement direction (AX, AY, AZ), the equation
connecting the three-dimensional coordinates of the point
P(X,Y,Z) of the dynamic object with the coordinates of the
projection p(X,y) will take the following form:

AX = (~AX*F + XsAZ)/Z + xsy/F — (X*/F + F) +Yy,

)

A3)
Ay = (—AYF +yeAZ)/Z + xsy/F —(Y/F+F)+x. (4
In order to detect a dynamic object, we designate the
direction of the gradient vector as (K, ky), then the normal
flux vector will take the following form:
Xn = AXeky + AYeky. 5)

Combining (5) with (3), (4), we obtain:

Xn=—kFAX/Z — k,FAY/Z + (xky + YK,)AZ/Z + (xyk/F +
HY/F +F)ky) — (X*/F +F)ky + xyky/F) + (yky + Xky),

and from this we get:
Z = — KF/((X*/F + F)ky + xyk,/F).
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Consider the process of detecting a moving object
from a moving base. Let the coordinate system OXyz be
associated with the object space. We will associate the
coordinate system 0XgYoZo with the moving base of the
optical instrument. Moreover, the order of rotation of the
moving coordinate system is as follows: angle y in the
plane Oxy, angle v in the plane 0y,z, angle v in the plane
Oxoyo. If the angular velocities of turns are designated
accordingly y’, v’, v’, then the projections of the angular
velocities of the base on the axis of the moving coordinate
system can be written in the form:

Wyp =V’COS Y — y’cos v sin y;
Oy =7+ Y’ sinv;
Wz =V’sin y —y’cos v cos 7.

(6)

Angular velocities myg, @y, , can be measured using
gyroscopes oriented along the axes of the mobile
coordinate system and fixed on the base [20].

The orientation of the vision system is defined by two
angles: o and ¢ (Fig. 3).

At these angles, the coordinate system O’XpypZ,
associated with the vision system is deployed relative to
the base. We choose this coordinate system so that the
axis O’X, coincides with the main optical axis of the
device, and the axes O’y, and O’z are oriented along and
across the frame. The vector of the linear velocity of the
center of gravity of the base can be represented as its
projection on the base axis Vo, Vyo, V;o [21].

Consider the equation of motion of the system at the
initial moment of time, when the axes of the base coincide
with the axes of the fixed coordinate system, i.e. y =v =7
= 0. Let us place two additional coordinate systems that
are parallelly transferred from point O to the field of
images OiXiyizi and to the field of objects OpXyypZ, (Fig. 3).

Then, considering the distance between the origins of
the coordinate systems, we can write down the equations
of the coordinates in two systems:

Xp = H + zpctg ¢;
Yo = = (/D%

2=~ (A2 @)
where
H=00p;
f=00i.

Differentiating the last two equations with respect to
time and performing transformations with respect to
variables Y;’, z;’, we obtain:

Yi' = — (Xp)Yp” + aypXe /(%)

7" =— (fx%p)zp” + azpxy /(% D); (8)
Rearranging equations (8), we get:
Xo = H/(1 + (1/f)zictg ¢);
Yo == Hy/(f(1 + (1/)zictg 9));
2, =—Hz/(f(1 + (1/H)zictg 9)); )
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Figure 3 — Orientation of the vision system

Substituting relations (9) into equations (8), we obtain:
yi' =~ (1 + (1/f)zictg @)(fyy H + (1/H)yX,");

7, = — Hzy/(f(1 + (1/f)zictg )); ©)

7 =— (1 + (1/f)zietg @)(fzy M + (1/H)zix,). (10)

4 EXPERIMENTS

To confirm the adequacy of this mathematical model,
the mathematical method proposed by us was
implemented in software. A program was developed in
which the equations of motion of the moving reference
system (that is, the trolley on which the cameras were
mounted, which tracked the movement of the object) and
the object of observation were set.

With the help of software, an experiment was
performed. In the course of the experiment, the motion of
the object and the moving reference system was modeled.
The data on the change of coordinates of the object and
the moving report system in space were obtained. The
frequency of measuring the coordinates was 30 times per
second, the total time of the experiment was 3 minutes.

5 RESULTS
The data obtained during the experiment are shown in
Tables 1-4.
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Table 1 — The coordinates of the mobile reference system
relative to the static coordinate system

X 10,00 1,12 2,37 3,63 5,01 5,23 5,46

0,00 0,00 0,00 0,00 ,01 1,25 2,49

z (0,00 0,00 0,05 0,06 0,09 0,08 0,08

Table 2 — The coordinates of the moving object relative to the
mobile reference system

X | 12,53
4,67
z | 15,01

15,81 | 19,27 | 23,02 | 27,01
6,54 8,31 10,11 | 11,58
15,03 | 15,02 | 15,02 | 14,59

33,41
12,93
15,05

38,55
13,31
15,09

Table 3 — The coordinates of the moving object relative to the
static coordinate system (theoretical)
15,93 | 21,64 | 26,65 | 32,02 | 38,28
6,54 8,31 10,11 | 12,01 | 14,14
15,03 | 15,06 | 15,09 | 15,12 | 15,16

X | 12,53
y | 4,67
z | 15,01

43,91
16,22
15,21

Table 4. The coordinates of the moving object relative to

the static coordinate system (experimental)

X | 12,53 | 15,93 | 21,64 | 26,65 | 32,02 | 38,28
y | 4,67 6,54 8,31 10,11 | 12,01 | 14,14
z | 15,01 | 15,03 | 15,06 | 15,09 | 15,12 | 15,16

43,91
16,22
15,21

6 DISCUSSION

As a result of the experiment, data were obtained on the
motion of the object and the moving coordinate system. In
particular, we have found:

— Coordinates X, Yy, z of the moving reference system
relative to the static coordinate system;

— Coordinates X, Y, Z of the moving object relative to the
moving reference system;

— Coordinates X, Y, Z of the moving object in the static
coordinate system.

As you can see, the coordinates of a moving object,
calculated using the proposed mathematical model,
completely coincide with the coordinates obtained
experimentally.

Based on these results, it can be concluded that the
proposed mathematical model adequately describes the
change in the coordinates of the moving object and the
moving reference system.

Most vision systems in use today have a number of
issues that limit the possibilities for their practical use. In
particular, some methods, such as the active contours
model and border detection methods have limited accuracy,
especially in conditions where interference is present. Other
systems are impossible to implement on a mobile platform,
which limits their ability to detect moving objects. The new
method allows us to solve these problems and to get
accurate coordinates of a target object.

The method proposed by us can be used in practice for
constructing mobile automatic tracking systems and the
identification of objects.

CONCLUSIONS
The offered method allows us to determine the
coordinates of dynamic objects from mobile bases of
vision systems.
The scientific novelty of the results obtained is that a
method has been proposed for isolating objects moving in
space from a mobile vision system, which allows to
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automatically isolate moving objects, determine their
three-dimensional coordinates with a given accuracy, and
adapt to changing observation conditions.

The practical significance of the results obtained is
that experiments have been conducted to confirm the
adequacy of the proposed mathematical model. The
results of the experiment allow us to recommend the
proposed method for constructing mobile automatic
tracking systems and the identification of objects.

Prospects for further research are in exploring the
possibility of implementing this method on a software and
hardware system that allows you to improve the accuracy
of the selection of objects.
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AHOTAIIA

AKTyanbHicTh. PO3IIIsIHYTO 3aBaHHS BUALIEHHS 00’ €KTIB, IO PYXalOTHCS B IIPOCTOPI, 3 PYXJIMBOI CUCTEMH TEXHIYHOTO 30py.
IIpoBeneHuii aHai3 cyyacHMX METOJIB BHJAUICHHS JMHAMIYHHX OO’€KTIB i3 CTamiOHapHMX i PyXJMBHX IuiatdopMm. Busiena
HEOOXiJHICTh CTBOPEHHSI HOBOTO METOIY BHAUICHHS IMHAMIYHUX O00’€KTIB 3 PYyXJIMBOi ONTHKO-CIEKTPOHHOI CHCTEMH, LIO Mae
aJaNTUBHICT, 10 YMOB CIIOCTCPEKEHHS, LI0 3MIHIOIOTHCS, IO € aKTyaJbHHM HayKOBO-TEXHIYHMM 3aBHaHHAM. OO0’eKTOM
JOCHIKEHHS OyJia MOJIENb BUIUICHHS 00’ €KTIiB, IO pyXaJlics B IPOCTOPI, 3 PYXJIUBOI CHCTEMHU TEXHIYHOTO 30Py.

Meta. MeToro po0OOTH € aHaNi3 CydaCHUX METO/IB BUAUICHHS 00 €KTiB, IO PYXaIOTHCS B IPOCTOPI, i CTBOPEHHS. HOBOTO METOY,
IO JIO3BOJISIE BECTH CIIOCTEPEXEHHS 3 PYXJIMBOI CHCTEMHM TEXHIYHOTO 30py 1 IO € aJalTHBHOIO JI0 YMOB CIIOCTEPEXKEHHS, IO
3MIHIOIOTBCS.

MeTton. 3anponoHOBaHO METOJ| BUAUICHHS 00’€KTIB, IO PYXArOThCSA B MPOCTOPI, 3 PYXJIMBOI CHCTEMH TEXHIYHOTO 30pYy, IO
JIO3BOJIIE aBTOMATHYHO BHIUIATH O0’€KTH, IO PYXarOThCS, BH3HAYaTH IX TPHBUMIPHI KOOPAMHATH i3 33/laHOI0 TOYHICTIO,
aanTyBaTUCS 1O YMOB CIIOCTEPEXKEHHs, IO 3MiHIOOThCs. Lleil Meron rpyHTOBaHMiI Ha po3poOieHil MareMaTH4HiH Mojeri
CTEPEOCKOIIYHOr0 BU3HAUCHHSI [TAPaMETPIB PyXy 00’ €KTIiB B IIPOCTOPI, L0 JO3BOJISIE MTiABUIMTH TOYHICTh BUAIJICHH.

Pe3yabTaTH. 3anponoHOBaHUA METO peajli3oBaHO MporpaMHo. [IpoBeneHuiT eKCIIEpUMEHT, IO MiATBEPKY€E aAeKBAaTHICTD i€l
MaTeMaTHYHOI MoJielti. B pe3ynbrari mpoBeJeHHS EKCIIEPUMEHTY OTPUMaHi AaHi Mpo pyx 00’€KTy i MOOITTbHOI CHCTEMH KOOPIUHAT.

BucHoBku. [TpoBe/ieHi eKCIEPUMEHTH MIATBEPAMIN HPAle3JaTHICTh 3allPOIIOHOBAHOTO METO/Y 1 JIO3BOJISIIOTH PEKOMEHIYBaTH
HOTO TIpH MO-CTPOEGHHM MOOUIPHHX aBTOMATHYHUX CHCTEM CTeXeHHS 1 ineHTH(ikamii 00’ekTiB. IlepcnekTHBHM MHOAAIBIINX
JOCIIDKEHb MOXYTbh IOJISATaTH B CTBOPEHHI amapaTHHX 3aco0iB BHIUICHHS 00’€KTIiB, IO PYXarOThCS, AO3BOJISIOTH IiJABUIIUTH
TOYHICTb BBIJICIICHHS.

KJIFIOYOBI CJIOBA: BusiBJICHHS PyXJHBUX 00’€KTIB, TEXHIYHHUIA 3ip, CHCTEMH TEXHIYHOTO 30pYy, METOJ BHUIUICHHS 00 €KTIB,
MOOUIBHI cCHCTEMH
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BBIJIEJEHUE OBBEKTOB, IBHKYILIIUXCSI B IPOCTPAHCTBE, C IIOJABAKHOM CUCTEMBI
TEXHHUYECKOI'O 3PEHUSA

CneBakoB A. I'. — xaHJ. TexH. HayK, AoueHT kadeapbl nHGopMannoHHoH Oe3onacHocTn IOro-3anagHoro rocyaapcTBEHHOTO
yauBepcutera, Kypck, Poccuiickas denepanus.

CneBaxoBa C. B. — acnupant xadenpsl BeruucanTenbHoi Texuuku FOro-3amagHoro rocyaapcTBeHHOro yHuBepeureTa, Kypek,
Poccuiickas ®enepanys.

MatomuH FO. C. — crynesnt kadeaps! nHpopManmonHoi 6e3omacHoctr KOro-3amagHoro rocy1apCcTBEHHOTO YHHBEPCHUTETA,
Kypck, Poccuiickas ®enepanusi.

AHHOTALUA

AKTyanbHOCTh. PaccMoTpeHa 3ajada BBIIENCHUS OOBEKTOB, MABIKYIIMXCS B IIPOCTPAHCTBE, C MOJABIDKHOM CHCTEMBI
TEXHUYECKOTo 3peHus. [IpoBenéH aHaiM3 COBPEMEHHBIX METOMOB BBIACJICHHS NUHAMHUYECKHX OOBEKTOB C CTAl[MOHAPHBIX M
MOZBMKHBIX IIaT(GOpM. BeIsBIeHa HEOOXOAMMOCTH CO3/IaHUSI HOBOTO METO/A BBIJEIICHUS AMHAMHYECKUX OOBEKTOB C MOJBHIKHOM
OINTHKO-3JIEKTPOHHOM CHCTEMBI, OOJAaJaOMIero aJaNTUBHOCTBIO K HW3MEHSIOIIUMCS YCIOBUSIM HAONIOAEHMS, YTO SBISETCA
aKTyaJbHOH HayuHO-TEXHHMYECKOH 3amaueil. OOBEKTOM HCCIEIOBAHUS SBIISANACh MOJEND BBIIEICHHS ABMKYIINXCS B TIPOCTPAHCTBE
OOBEKTOB C MOJBHKHON CHCTEMBI TEXHIUECKOTO 3PCHUSL.

Leub. Llexsio paboTHI SIBISETCS aHATN3 COBPEMEHHBIX METO/IOB BBIACIICHNUS JIBIDKYIIUXCS B IIPOCTPAHCTBE OOBEKTOB U CO3/IaHUE
HOBOT'O METOJIa, TIO3BOJISIIOIIETO BECTH HAOIIOJCHHE C MOABIKHOI CHCTEMBI TEXHHYECKOTO 3PEHUS U SIBISIOIIETOCS aJalTUBHON K
HM3MEHSIONMMCS] YCIIOBHSIM HaOJIIOICHUSL.

Merton. [IpenyoxeH MeTo | BbIIEICHUsSI 00BEKTOB, ABIKYLIUXCS B IPOCTPAHCTBE, C IOABI)KHOM CHCTEMBI TEXHHYECKOTO 3PSHUS,
MO3BOJIAIOIINI ABTOMAaTHYECKH BBIACIATH JBHKYIIHECS 00BEKThI, ONPENeIsITh UX TPEXMEPHbIE KOOPIHHATHI C 33JJaHHOH TOYHOCTBIO,
a/laNTHPOBATLCA K U3MEHSIONIMMCS YCJIOBUSIM HaOmrofeHus. [laHHbIH METOJ OCHOBaH Ha pa3pabOTaHHONW MaTeMaTHUECKOH MOJEIH
CTEPEOCKOITMYECKOTO ONpPEAEIeHNsI NapaMeTpoB JBIXKEHHS OOBEKTOB B IPOCTPAHCTBE, IO3BOJAIOIIEH IOBBICUTH TOYHOCTh
BBIJICTICHHS.

Pesyabrarbl. [IpemnoxkeHHblid METOZ peaqu3oBaH HporpaMmHo. IIpoBeleH SKCIEpPUMEHT, MOATBEPKAAIOIUN aJeKBaTHOCTh
JAaHHOHM MaTeMaTH4ecKoil Mojenu. B pesynbraTe mpoBeneHNs SKCIIEpIMEHTa ITOIYIeHBI JaHHbIE O ABIKCHUH 00beKTa U MOOHMIBHOMN
CHCTEMBI KOOPJIMHAT.

BoiBoasl. IIpoBenéHHBIE OSKCIIEPHMEHTHl MOATBEPAMWIIM PabOTOCIIOCOOHOCTh TNPEAJIOKEHHOTO METOAa U IIO03BOJIIOT
PEKOMEHIOBATh €ro MPU HOCTPOSHHH MOOWMIBHBIX aBTOMATHYECKHX CHCTEM CIICKCHHUS U ueHTHU(UKannu o0beKToB. [lepcrekTHBel
JaTbHEHIINX HCCIENOBAaHMH MOTYT 3aKIIOYaThCs B CO3JAHHM aNNapaTHBIX CPEACTB BBIICICHHUS [BIKYIIUXCS OOBEKTOB,
M03BOJIAIOIINX MOBBICUTH TOYHOCTH BBIAEIEHHUSI.

K/JIFOUYEBBIE CJIOBA: o0HapyXeHHE MOIBIKHBIX 00BEKTOB, TEXHHUECKOE 3PEHHE, CHCTEMbI TEXHHUECKOTO 3PEHHS, METO.
BBIJICTICHHUS OOBEKTOB, MOOHIIBHBIE CHCTEMBI.
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