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ABSTRACT

Context. The paper outlines the methods of factorial coding of speech signals using a factorial code to provide integrated infor-
mation security and to maintain a receiver and transmitter clock phase. By integrated information security, for the methods proposed
in this article, we mean data protection from effects of noise in communication channel and attempts of data unauthorized access in
open multiple access telecommunication networks.

Objective. The goal of the research is to provide integrated protection of real-time speech signals based on factorial coding. For
this, the methods for factorial coding of speech signals and building speech codecs have been developed. These methods are based on
the properties of factorial codes to keep synchronism with the working signal, to detect a significant part of errors caused by the ac-
tion of noise, natural or created intentionally, to provide the ability to correct all detected errors with a finite accuracy, as well as to
provide cryptographic protection against voice message unauthorized listening by hiding the law of converting speech signal samples
into a permutation.

Method. The main idea of the proposed methods is to choose permutations for information transferring with a specific set of
properties and features that provide the ability to correct errors detected by code and to recover speech signal samples with a finite
degree of accuracy (with a nonzero aperture).

Results. The procedures for information coding/decoding have been determined. The results of the experimental evaluation of
the model of such systems when working on a communication channel with both independent and multiple bit errors are presented.
The magnitude of decoding noise due to the finite accuracy of speech signal samples recovery is determined as a function of bit error
probability in a communication channel.

Conclusions. The proposed methods of factorial coding of a speech signal provide integrated information security and recovery
with finite accuracy of speech signal samples deformed by noise in communication channel. The requirements to the quality of com-
munication channel (to the value of bit error probability) for comfortable speech perception are determined.

KEYWORDS: factorial code, permutation, speech sample, samples recovery, decoding noise.

ABBREVIATIONS A;

; is an amplitude of the j-th sample, formed by a
ADC is an analog-to-digital converter;

BEP is a bit error probability; souree,

DF is a decision feedback;

DTS is a digital transmission system,;

FCDR is a factorial code with data recovery by per-
mutation;

PDC is a primary digital channel;

SNR is a signal-to-noise ratio.

NOMENCLATURE

A is an interpolation step;
AP is a decoder SNR (dB);
¢; is a decoding error of the j-th sample (the decod-
ing noise, which accompanies the j-th speech signal sam-
ple);

&(x) is an n-bit error vector that damaged a permuta-
tion;

Hiey 18 akey space cardinality;

v is a code rate;

T is a permutation;

G is a sum of the permutation m numbers;
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A7 is an amplitude of the j-th sample recovered by a

decoder;
A(x) is a data block;

B is a data linear rate;
d (i) is a distance between the receives codeword and

the i -th signal vector;
F,  is aspeech sampling rate;

discr

k.. is a decoder signal-to-noise ratio;

k is a data block length;
k, is an accumulation coefficient for synchronism en-

mn
try;
k , 1s an accumulation coefficient for synchronism

out
exit;
[ is a permutation symbol code length;
M is a permutation size;
n is a codeword size;
n,c 18 an ADC bit depth;

N is a shift register length;
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P

% 18 @ probability of transition from ‘bad’ to ‘good’
state;

P, is a probability of transition from ‘good’ to ‘bad’
state;

P, is a computing unit performance;

D, 1s a bit error probability;

D,, 15 a bit error probability in a ‘bad’ state;

Do, 1s a bit error probability in a ‘good’ state;

R(x) is a codeword;

R"(x) is a received codeword;

V' is a number of samples in a communication ses-
sion;

w

noise

is a decoding noise power;
X is a set of numbers {0,1,...,M -1} ;

Y is a time spent on enumerating all the keys of the
key space.

W onar 18 @ signal power;

INTRODUCTION

The intensive growth of automation of computer
manufacturing equipment and the increasing degree of
integration of its element base lead to an acceleration in
the rate of increase in productivity and reduction in the
cost of computers. The result of these processes is the use
of computer systems in all areas of industrial, social and
management activities of the global community. These
factors generate the development of such opposing trends
like the development of the sphere of computer systems
application in all departments of human activity, on the
one hand, and the equally active introduction of means
and methods of unauthorized access of information or its
deliberate modification, on the other hand.

Particularly important is the problem of ensuring the
confidentiality and integrity of information on the activi-
ties of financial agencies and state law enforcement agen-
cies (see, for example [1, 2]). Therefore, the attention of
the engineering and scientific community has long been
focused on this problem. This explains the interest to the
work of recent years [3—-16] on creating tools for inte-
grated information security, including protection against
the effects of errors in a transmission channel, protection
against intentional modification of transmitted messages,
and protection against unauthorized access to information.

The object of study is the process of speech data
integrated protection.

The subject of study is the methods and means of
factorial coding of speech signals.

The purpose of the work is to provide integrated pro-
tection of real-time speech signals based on factorial cod-
ing. Integrated protection involves:

— correction (with a nonzero aperture) of permuta-
tions, carriers of speech signal samples, received with an
error and detected by the code;
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— protection against unauthorized listening of voice
messages.

Using factorial codes for transmission real-time
speech signals leads to the need of:

— refusal from exact recovering of samples received
with an error;

— transition to recovery of samples received with an
error with limited accuracy (i.e., with a non-zero aper-
ture);

— taking into account the psychophysical properties of
speech perception.

1 PROBLEM STATEMENT

The task of the research is to develop methods for fac-
torial coding and decoding of speech signals that provide
integrated information protection and samples recovery
with nonzero aperture.

Choosing the coding with a nonzero aperture inevita-
bly leads to the appearance of a decoder recovery error.
This error shows itself in the form of noise accompanying

the received signal. The decoding error €; of the j-th

sample (the decoding noise, which accompanies the j-th
speech signal sample) is defined as follows:

2=(a 1Y)
i=\4 =4

We determine the decoding noise power W, ;. :

W,

noise

Fo—

~ 2
(Aj—Aj) .
1 J

.M‘

2
J
1

J

Note that the signal power in the same communication

v
session will be equal to Wj;g,q = 2. Aj2~ )
J=1
Hence, the decoder SNR in a communication session
will be equal to:

4 4 2
2 2
hgee = Wcignal/VViwise = Z Aj /z (Aj - A;\) ’
Jj=1 J=1

This relation is a random variable. It is influenced by
the following components of different physical nature:

— recovery errors due to the properties of the decoding
algorithm;

— transformation (by channel noise) of the transmitted
permutation into a permutation of the used part of the
permutations set [14].

It is often convenient to use the logarithmic decibel
scale to express SNR. In this case, decoder SNR (dB) is
equal to the difference in levels of signal and decoding
noise:

P

noise —

AP = Psignal -

@)
= IOIg(VVs[gnal /Wnoise) =10lg hc%ec (dB)'
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To solve the designated problem, we will take into ac-
count such a psychophysical feature of speech perception
as the suppression of a weak signal by a strong signal.
This means that if the speech signal is accompanied by
low-level noise, then this does not prevent comfortable
speech perception (essentially, in these conditions, the
noise is imperceptible). Moreover, people experience dis-
comfort in the absence of low-level noise accompanying
speech. This is because the mechanism of speech percep-
tion has been formed for thousands of years in the condi-
tions of a natural human environment with noises inherent
in this environment. Therefore, a person staying in an
environment with the absolute lack of interfering noise is
unnatural and may cause a negative reaction of the human
body. That is why the creation of comfortable speech per-
ception is always in the field of vision of the creators of
speech communication systems. Based on this, in this
paper we consider a term ‘comfort noise’ as noise (ran-
dom, uniformly distributed in amplitude and frequency
oscillations. Randomness can be checked by tests and
criteria [17-20]) accompanying a speech signal with the
upper level of minus 30 dB and the lower level of minus
50 dB. These values define (on average) a threshold of
human ear sensitivity.

2 REVIEW OF THE LITERATURE

The methods of combining the functions of cryptogra-
phy and channel coding began to develop relatively re-
cently. In particular, these include a public-key cryptog-
raphy method based on error correction codes proposed
by McEliece R. J. in [3]. Osmolovskiy S. A. proposed in
[4] a stochastic method of integrated information security.
This method includes a cascade execution of operations of
error-correcting coding and encrypting stochastic trans-
formation. Stakhov A. P. proposed in [5-7] a method of
‘golden’ cryptography to provide integrated protection.
Mazurkov M. 1. and Chechelnytskyi V. Ya. in [8-10]
proposed to use parametric secrecy of a communication
system with noise-like signals in combination with chan-
nel coding to provide integrated information security.

The analysis of these works shows that:

— McEliece’s cryptosystem provides a slow code
speed, requires a very long key length, and is easily de-
crypted when a key is reused;

— Osmolovskiy’s stochastic methods of data protection
do not solve the problem of integrating information secu-
rity functions into a single procedure; they use the
XORing operation, which is not always applicable in real
data transmission systems with limitations typical for
stream ciphers;

— Stakhov’s ‘golden’ cryptography determines only
the direction of work and requires additional fundamental
research to determine code probability characteristics,
evaluate its effectiveness, select an optimal value of the
coding matrix degree;

— Mazurkov’s and Chechelnytskyi’s methods of in-
formation security based on perfect algebraic construc-
tions provide parametric secrecy of information transmis-
sion and its channel coding, but do not provide message
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authentication and are limited to use in noise-like signal
communication systems.

The factorial codes used in this work are based on the
works performed by researchers under the supervision of
Borysenko O.A. (see, for example, [11]). They identified
some basics of information transfer based on permuta-
tions. In particular, they showed that the code built on
permutations is an equilibrium with all the properties that
follow from this. The use of permutations for information
transferring was the starting point for further research on
the creation of effective factorial codes [12-16].

The basis for building effective factorial codes con-
sists of the following properties of permutations:

— permutation 7 on a set of M elements is defined as
a bijective function from the set X of cardinality M to
itself. Elements of a finite set X are denoted by integers
from 0 to M —1. Then X ={0,1,...,M -1}, and we will

write a permutation 7 in the form of a sequence of ele-
ments of the set X, where each of the numbers
{0,1,...,M —1} is applied only once;

— the total number of permutations is equal to M!;

— the order of integers {0,1,...,M -1} in a permuta-

tion 7 is determined by a transferred information — a data
block A4(x);

— the sum of the numbers forming a permutation 7 is
equalto 6=0.5-M -(M -1).

Given these properties, in [12—16] a number of facto-
rial codes were proposed and their main properties were
determined. Among them, we note a factorial code with
data recovery by permutation [14], which is the base for
the problems solved in this work. FCDR has the follow-
ing properties:

— checking by the receiving station the fact of the
presence in a received sequence of bits of each of the
symbols {0,1,...,M - 1} exactly once ensures detection of

all errors of odd multiplicity and a part of errors of even
multiplicity, such that create repetitions of symbols and
their omissions, i.e. transform the transferred permutation
to a non-permutation;

— when choosing M so that M !> 2", creation of re-
placement tables provides the possibility of bijective
mapping of sets {4(x)} <> 7 <> {R(x)} , where R(x) is
an n-bit permutation on a set of M elements represented
in the binary numeral system (carrier of k-bit word A(x)

of source);

— if replacement tables are kept secret, the interception
of permutations, carriers of information, by the adversary
does not allow reading the transmitted message;

— only 2" from the full set of M! permutations are
used for coding/decoding. The remaining M !-2* permu-
tations are not used by the code and are redundant. This
allows to receiving station detecting errors due to the
transformation of the transmitted permutation into permu-
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tations of the unused part of the permutations set. From
this it follows that FCDR does not detect only transforma-
tions of the permutation, carrier of the transferred sample,
into

— another permutation of the allowed part of the set;

— counting an sum in a sliding window of M symbols
provides the possibility of finding such a position of the
window borders, at which this sum is equal to
6=0.5-M -(M —1). This position of the window borders

corresponds to the in-phase condition of transmitting and
receiving stations, i.e. the establishment of frame syn-
chronization of ‘transmitter-receiver’ tract.

Detection of all errors of odd multiplicity and a part of
errors of even multiplicity [12] allows to effectively use
factorial codes in data systems with DF, i.e. in systems
where error detection is performed by code methods and
correction (with zero aperture) is performed by repeated
questioning and retransmission of a data block damaged
by errors.

In turn, the use of request for error correction leads to
the fact that the delivery time of a data block is a random
variable. It depends on the intensity of noise in a commu-
nication channel and, consequently, on a number of re-
quests of data blocks received with an error. Given these
properties, DF systems are effective in non real-time tele-
communication systems and cannot be used in real-time
telecommunications systems. Such systems, in particular,
include voice communication systems organized in an
open for general access information transfer environment,
for example, in overhead or cable lines, in radio links of
any frequency range, etc.

Thus, the listed properties of factorial codes allow
building data transmission systems where error correction
is performed by requesting data blocks received with an
error, but excludes the possibility of their use in real-time
speech transmission systems.

3 MATERIALS AND METHODS

First, we will define the main parameters of digitized
speech.

It is well known that the main formants of the speech
signal are in the range of AF =4000 Hz . Therefore, ac-
cording to Kotelnikov’s theorem, the speech sampling
rate is F, . >8000 Hz =8000 samples/sec, and the
sampling interval (the interval between two adjacent sam-
ples) is 71, <125us. The dynamic range of the repro-
duced speech is at least 40 dB. It follows that the ADC
resolution must lie within n,,. =(13+15) to obtain the

necessary dynamic range.
Note that the choice of ADC with n,,. =(13+15)

corresponds to common practice. We take n,,. =15 asa
means of ensuring a better quality of speech reproduction.
It follows that to satisfy the condition A !> 2" it is nec-
essary to choose M >8. To ensure minimal redundancy,
we take M =8. With uniform coding of permutation
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symbols on a set of cardinality of M =8, the number of
bits in each of the symbols is equal to / =3. Then the

permutation, carrier of a 15-bit sample, will contain
n=1[_-M =24 bits, which corresponds to the code rate

v=k/n=0.625.

We take into account that each sample in a DTS is
coded with 8 bits. Therefore, a data transmission rate in a
communication line (data linear rate) is equal to
Bprs =F Mpe =8-10° -8 =64 Kbit/sec. A digital
channel with such parameters is called PDC and is the
basis of all DTS. With factorial coding, each sample is
coded with 24 bits (which is 3 times more than in PDC).
So the data linear rate with factorial coding will also be 3
times higher and equal to
B, =F, -n=8-10"-24=192Kbit/sec. An increase in

F =~ discr
linear rate during factorial coding is a charge for provid-
ing integrated information security. Note that if you set
the task to provide integrated protection in the end-to-end
speech path based on PDC by traditional means, you will
have to enter some kind of convolutional error correction
code [21-25] with a coding rate (1/2—1/3), as well as use
redundancy for providing frame synchronization in a con-
tinuous stream of samples. Therefore, it is very likely that
the provision of integrated protection in such a tract may
require more redundancy than is required in this case. In
addition, in PDC, unlike a channel with factorial coding,
non-linear compounding is used for coding a speech sam-
ple with 8 bits. This reduces the quality of the perceived
information.

Now we will evaluate a cryptosystem strength to
cracking by the brute-force attack.

The process of bijective mapping of sets {A(x)} and
{R(x)}, when the mapping law is kept secret, essentially

corresponds to the process of encrypting information. The
strength of such a cryptosystem is determined by the key
space cardinality. If a replacement table gives the law of
sets mapping, the key space cardinality is determined by
the cardinality of the set of replacement tables. The re-
dundancy of FCDR (that is equal to M!'-2* permuta-
tions) provides the possibility of creating different permu-
tations (differing from each other in composition and the
order of their placement in table). In the problem consid-
ered in this paper, the key space cardinality is equal to

k
Hiey = Cj%/“ -(2%1), where the factor Cf;, determines the

key space cardinality due to the change in composition of
permutations in the replacement table, and 2°! is the key
space cardinality due to the permutation of rows in the
replacement table. The presented equality allows deter-
mining the cryptosystem strength to its cracking by the
brute-force attack, a sequential search of all possible keys
of the set 4, . In particular, when M =8, k=15 we get

15
Moy =Gy -(2171)=7.34-1012170
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Suppose that the enumeration of keys is performed by
a computing unit with a performance of

P, =10" keys /sec . In this case, the time spent on enu-
merating all the keys of the key space will be
1=y / By = 7.34-10"21%6 sec or 2.33-10"*' years.
Suppose that the performance of the computing unit is
increased by 5%, 10% or 15% annually. Then, in accor-
dance with [26], the time spent on enumerating all the
keys of the key space py,, taking into account the in-

crease in performance of the computing unit will be

142166
¥(5%) = log 5.7.34-10 }

5 10 +1
[n—j 100-10" -365-24-60- 60

100

=6.71-10° years
Y(10%) = 3.43-10° years,

Y(15%) =2.34-10° years .

The obtained values of strength to the brute-force at-
tack of a voice communication cryptosystem based on
data factorial coding make it possible to determine the
sufficiency (or insufficiency) of security measures taken.

It should be noted that the FCDR property to ensure
the constancy of permutation symbols sum, regardless of
the information being transferred, makes it possible to
find permutations boundaries in their continuous flow.
From the point of view of ensuring the speech exchange
security, this property creates the vulnerability of voice
communication cryptosystems due to the easy establish-
ment of frame synchronization by an adversary receiver.
It is possible to significantly complicate for an adversary
the solution of messages interception. To do this, it is
enough to perform a bits permutation in a permutation 7,
carrier of a sample of a speech signal, according to the
hidden (from an adversary) rule. This, in essence, denotes
the addition of factorial coding system with a second en-
cryption circuit.

Let us now proceed to the basic principles of error
correction.

Note that error correction methods with a nonzero ap-
erture are determined by the object to be reconstructed. In
this context, it is possible to operate either with speech
signal samples or with their permutation-carriers. In any
case, to recover the permutations (or samples) deformed
by errors, we will use not algebraic, but probabilistic error
correction methods. These methods provide the maximum
probability of identifying the received permutation (or the
sample itself) with their true values. However, different
objects of reconstruction require different statistical in-
formation about the properties of an error stream in a
communication channel and a sensitivity of objects of
reconstruction to these factors. This fact determines the
difference from each other of the methods of decoding
permutations and samples, as well as the composition of
the operations performed and the results of their applica-
tion, including a decoding noise level. Therefore, the
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main task being solved is decoding noise assessment for
different information recovery algorithms. In general,
approaches to reconstructing permutations or samples are
reduced to replacing a permutation or sample deformed
by errors with a most likely permutation or sample.

Now we will consider and analyze two methods for
recovering permutations: in the Hamming metric and by
linear interpolation.

The essence of the method for recovering permuta-
tions in the Hamming metric consists of comparing the
permutation received from a communication channel with
each of the permutations of the replacement table. For this
purpose, Hamming distances from the received sequence
are determined to all signal vectors used to transfer in-
formation. The result of this operation is to create a cata-
log of distances between the received n-bit sequence

R"(x) and each of the signal vectors R, (x) of the re-

placement table. This corresponds to the operation:

d(i)=R"(x)+R (x),

ie[0,2"-1].

If we consider that R" (x)=R(x)+¢(x), then we get
d(i)=R(x)+e(x)+R (x) as a result. From this, it fol-
lows that with a sequential enumeration of the signal vec-
tors R(x) the moment inevitably comes when

R (x)=R(x) and d(i)=¢(x). This means that an n-bit
error vector &(x), which damaged the permutation

R (x) , 1s necessarily present in a distance catalog.

Thus, a distance catalog can be interpreted as a catalog
of error vectors that transform the transferred permutation
into a received n-bit sequence. Among this set (with a
cardinality of 2* vectors) a real error vector is necessarily
present. Now we take into account that with independent
bit errors in a block of n bits, the probability of an error of
a given weight (multiplicity of bit errors in a permutation)

obeys the binomial law: p(1)=C,pyq;™, ¢, =1-p,. In
this case, error vectors with small multiplicity are the
most likely (if an expected value of a discrete random
variable np, <1). It follows that the permutation choos-

ing from the replacement table by the criterion of the
minimum distance to the vector of the table is equivalent
to the choosing of the most probable noise vector. Based
on this, permutations of the minimum distance are se-
lected from the distance catalog and are entered into a
catalog of candidates for replacement of the permutation
received with an error.

If the minimum distance is provided only to one signal
vector, then the received sequence is identified with the
permutation corresponding to the given signal vector. A
sample is recovered from it and is given to a user.
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If there are at least two signal vectors R, (x) with the

same minimum distance to the received sequence R (x),

then the samples corresponding to these signal vectors are
taken as candidates for replacement of the received se-
quence. The best candidate for replacing a sample re-
ceived with an error is the closest, in Euclidean space,
sample from the list of candidates in relation to the previ-
ous sample given to the user. If such a sample is one, then
it is taken as a decoded sample. If there are several such
samples, then one of the candidates for replacement is
chosen randomly as a decoded sample.

The recovering procedure is complete.

The listed operations and the order of their execution
ensure the achievement of the following result:

— an increase in the accuracy of speech signal recov-
ery, since all (without exception) permutation, samples
carriers, taken with error and detected by the code are
subject to correction (with a finite degree of accuracy);

— the possibility of working in real-time is ensured by
eliminating the need to request samples received with an
error.

The method for recovering permutations by linear in-
terpolation involves:

— selecting permutations in which decoder did not de-
tect errors;

— extracting samples contained in permutations;

— selecting a packet of permutations with detected er-
1orS;

— recovering samples by the method of linear interpo-
lation based on the obtained values of samples corre-
sponding to the permutations framing the packet of per-
mutations with detected errors, and the number of permu-
tations in this packet.

To implement this method, an n-bit sequence received
from a communication channel is checked for correctness.
If the results of correctness verification establish that the
received sequence is a permutation, then it is checked for
belonging to the used subset of permutations (the set of
signal vectors). If this check is positive, a sample is re-
trieved from the permutation obtained. This sample is
written to the shift register of the device for recovering

erroneous samples, containing N cells of (k+1)-bit

words. In this case, & bits are retracted to store a sample or
to store the current sequence number in a packet of per-

mutations received with an error; and the (k+1)-th bit is

an indicator defining the storage object in a memory cell.

The first permutation received with an error has the
number 1, and the last permutation received with an error
has a number corresponding to the length of the packet of
signal vectors received with an error.

This allows to identify packets of permutations with
detected errors and to recover samples of this packet im-
mediately upon detection of the packet. Sampling recov-

ery is reduced to replacing the (k+1)-bit word in the
register with the recovered sample and, accordingly, the
indicator bit.
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As a result, when outputting the contents of the buffer
register to the information consumer, the corrected sample
stream is output. The service bit follows it. This means
that, in contrast to the samples recovery in the Hamming
metric, the interpolation method introduces an additional
delay corresponding to the accumulation time of N sam-
ples. The value of this delay (and, therefore, the length of
the package of corrected errors) is determined by several
factors. First, we note that this delay should not exceed
the speech correlation interval, since error correction by
interpolating uncorrelated samples is meaningless. Con-
sidering that the speech autocorrelation interval is ap-
proximately 0.5 seconds [27, 28], then N <4000. In real-
ity, the value of N should be substantially less and be de-
termined by the frame synchronization system parameters
and properties. This is because frame synchronization of
systems with factorial coding is performed by selecting
the time position in the window of M symbols. Their sum
is 6=05-M-(M-1).

It is obvious that both in the process of searching for
synchronism and in the process of its retention within a
window of M symbols, there can be both correctly and
incorrectly accepted permutations. Therefore, the decision
on the achievement or loss of synchronism must be made
based on a majority decision, a decision on a majority
vote. This number of votes may be different for determin-
ing the moment of achieving synchronism in the search

(k, ) and for determining the moment of loss of synchro-
nism (k,, ). If the number of errors in the packet exceeds

the value of k

. in the window of N permutations, then
the frame synchronization system will perceive this event
as a loss of the clock phase, stop decoding samples, and
go into synchronization search mode. From this, it fol-
lows that the boundary number of signal vectors N ac-
cepted with an error corrected by the interpolation method

must satisfy condition N <k, .

Note that a similar situation occurs when correcting
errors in the Hamming metric. If the length of the permu-
tation packet received with a detected error exceeds the
synchronization system value %, , then the event of clock

out >
synchronization loss will be fixed and the transition to the
clock phase search mode will occur. Thus, any of the con-
sidered methods of speech signal recovery is aimed at
correcting errors in the packet of permutations with the
length that does not exceed the value of k. Usually

k. <10 in systems of multiple access with time division

out —

of channels.

4 EXPERIMENTS

A software model with tract “speech source — voice
encoder — communication channel — speech decoder —
speech receiver” has been developed to assess the main
technical characteristics of the proposed above methods
for recovering samples deformed by noise in a communi-
cation channel. The model provides an assessment of the
speech tract basic parameters: the probability of error
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detection/non-detection by FCDR decoder, an estimate of
the value of sample recovery error. Based on these data,
decoding noise power and speech signal security are de-
termined. The main result of the experiment for determin-
ing the noise accompanying the decoded speech is the
dependence between decoder SNR by (1) and BEP in a
communication channel. The model used FCDR with
parameters M =8, k=15, n=24, v=0.625.

The first version of the codec model implements the
decoding algorithm in the Hamming metric. Fig. 1 illus-
trates a block diagram of such receiving device.

First, we note that binary sequences of digitized speech
signal samples transmitted over a communication channel
with noise are distorted at a channel output. The fronts of
individual packets are randomly shifted from their nominal
position; as a result, the duration of packets is a random
variable. Therefore, first, it is necessary to restore the time
relationship between the elements of a signal, the packets.
For this, pre-processing, regeneration, is performed. For
this purpose, the receiver contains a clock synchronization
system 8. This system ensures synchronization between
receiver and transmitter clock generators. Regenerator 1
strobes (polls) the received binary symbol in the least noise
susceptible part, in its middle, with synchronous clock cy-
cles. Then regenerator 1 stores it until the next strobing
moment. This ensures maximum reliability of bit sequence
reception and restores time ratios of packets in their con-
tinuous sequence. As a result, a sequence of bits is formed
at the output of the regenerator 1. It may contain errors due
to the effect of noise in a communication channel at the
time of strobing. This sequence is fed to the input of a
frame synchronization system 9 and to the input of a selec-
tor 2. The frame synchronization system 9 counts in a slid-
ing window the sum of M symbols of the received permu-

tation. If this sum is equal to o =0,5-M -(M —1), then,

most likely, the permutation boundary is correctly defined;
and if not, then, most likely, it is not defined correctly. The
clause ‘most likely’ says that it is impossible to make a
decision on the establishment (or loss) of the clock phase in
one observation since the sum of symbols in a window is a
random value under the influence of noise. The decision
can be made on the basis of calculating an expectation of
this random process or in the case when most of the sam-
ples confirm or refute one of the hypotheses on an observa-
tion interval (synchronism is established or synchronism is
lost). When a cycle synchronism state is reached, the re-
ceiver proceeds to process a sequence of permutations re-

Input

ceived from a channel carrying speech signal samples. A
sample received from a channel and recorded in the selec-
tor 2 is checked for correctness. If the received sequence is
correct, i.e., it is a permutation, then it is issued to decoder
3 via bus 1. The decoder 3 determine if the permutation
belongs to the allowed set of the replacement table. If this
check has a positive result, a corresponding sample is ex-
tracted from the permutation and sent to the recipient via
bus 1 of decoder 3 through connection block 7.

If the received permutation is not contained in the re-
placement table, i.e., belongs to the non-allowed part of
the permutations set, then it is fed via bus 2 of decoder 3
to the first input of the first connection block 4. To the
second input of the first connection block 4 the output of
selector 2 is connected via bus 2.

As a result, n-bit words of non-permutations and per-
mutations from the non-allowed part of the permutations
set are fed to the input of a distance catalog former 5.

The distance catalog former 5 determines Hamming
distances between the permutation received from commu-
nication channel and each of the permutations of the re-
placement table. The distance catalog is output to an error
correction block 6. In this block, the permutation list is
arranged, for example, in the order of decreasing the dis-
tance. Permutations with the minimum Hamming distance
are separated into a separate list. This list is a list of can-
didates for replacement received with an error permuta-
tion.

If there is only one candidate permutation in this list,
then a sample is extracted from it. This sample is output
to the consumer through the second connection block 7.

If there are several candidates for a replacement, a
sample is extracted from each of them. As a result, a list
of candidates for replacement of the sample is formed. A
previous sample is extracted from the decoder’s memory.
An arithmetic difference of the amplitudes of the previous
sample and each candidate sample is calculated. The can-
didate sample with the minimum amplitude difference
value is taken as the most probable value of the transmit-
ted sample. It is fed to the consumer. This completes the
error correction procedure. The decoder goes into standby
mode to receive the next permutation from communica-
tion channel. The decoding process is repeated according
to the above algorithm.

Decoding of factorial code with recovery of samples
received with an error by interpolation is performed using
a device, which block diagram is shown in Fig. 2.

Connection Qutput
il block -

1
Decoder
I 1 3 2
. Regenerator . | selector i
1 2 ‘
T

Distance catalog Error correction
former - block -
5 6

block
4

Cannection ‘

Clock Frame
| synchronization J synchronization
system system

8 ]

Figure 1 — The block diagram of speech signal receiving device with permutations recovery in the Hamming metric
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Input — Output
h
Regenerator Ftame synchronization Decoder Samples recovery block
— system —
1 > 3 4
[3 [ ’
Clock
synchronization
3l system
5

Figure 2 — The block diagram of speech signal receiving device with permutations recovery by interpolation

The receiving device contains a clock synchronization
system 5, a regenerator 1, and a frame synchronization
system 2, which in this device are made identically with
the same device blocks in the Hamming metric and per-
form the same functions.

After the frame synchronization procedure is com-
pleted, 24-bit sequences received from a channel are input
to the decoder 3. Decoder 3 performs a validation of the
received permutation.

If the received sequence is a signal vector, a sample, a
word of 15 bits, is extracted from it. The 16th service bit
that is an indicator of the contents of this memory cell is
added to the sample (for example, a logical zero).

If the received sequence is not a permutation or a
permutation not used for transferring voice information, a
word of 15 bits representing the sequence number in a
packet of permutations received with errors is entered into
the memory cell instead of a sample. The 16th service bit,
a content indicator of the memory cell, is assigned to the
binary one.

Thus, if several consecutive permutations affected by
errors are received, the last number will determine the
length of error packet N. This sequence of 16-bit words
from the output of the decoder 3 is transmitted to a sam-
ples recovery block 4 for correcting error packets. A
block diagram of the block 4 is shown in Fig. 3.

) Buffer register
£ [—
Input s extr:;:m 2 Replacement| Output
block Blagks: ==
Interpolator 3

1 - -

4

A x

Control block
5

Figure 3 — The block diagram of a samples recovery block

The words coming from the decoder get into the error
extraction block 1. The main purpose of this block is to
extract the following three words from an incoming

stream: samples 4; and A} that frame a packet of

_/*(N +1)
errors and an error packet length indicator N .
From  this data, an interpolation  step

A= (A/“ — A (v )/(N+ 1) is calculated and transferred

to interpolator 4. Thus, after receiving the first permuta-
tion without detected error that closes a packet of permu-

tations with detected errors, the values Af s Ajﬁ( N+1) N,
and A are loaded into the interpolator 4. This allows to
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start an interpolation procedure, a procedure for calculat-
ing and replacing samples that correspond to error-
corrupted permutations. To do this, the procedure of re-
placing the contents of the cell with a 15-bit word of the
recovered sample is performed in the replacement block
3, in the interval between two samples (equal to 125 mi-
croseconds), as well as changing a service symbol from a
binary one to zero.

Control block 5 controls this process.

Calculating the restored sample involves performing
=4 +[iA], where [A] denotes

J=(N+1)
rounding to the nearest integer of 4.

Thus, the proposed algorithm for the samples recovery
using the linear interpolation method ensures the correc-
tion of a packet of errors due to the effect of noise in a
communication channel with finite accuracy. This means
that a decoded speech will be accompanied by additional
decoding noise. The presence of decoding noise with a
level from minus 30 dB to minus 50 dB corresponds to
conditions for speech transmission in an environment
with natural noise.

operation A;;( Ne1-i)

5 RESULTS

The developed software models allow to change the
nature of noise in a communication channel. The simula-
tion of voice information transmission for channels with
independent bit errors and channels with multiple bit er-
rors caused by multiplicative noise has been performed in
order to determine the main parameters of the proposed
methods of speech signals factorial coding. The source
used a fixed sample of a real speech signal.

The channel model with independent bit errors used a
binomial law of their distribution with one parameter p, .

The channel model with multiple errors used a Gil-
bert-Elliott model [29, 30]. This model assumes two
channel states, ‘good’ and ‘bad’. The law of channel
states changing is described by a Markov chain of order
one. The simulation was performed for cable channels. In
this case, an absolute (average) BEP [31, 32]

Py =(Bu /(B +Pu))- Pog +(Po (B + Ps))- P
used to estimate the decoding methods under conditions
of multiple errors caused by multiplicative noise.

The results of testing of two models of factorial code
decoder show the decoder SNR depending on BEP in
communication channel and the nature of noise. Fig. 4-6
graphically illustrates the test results.

was
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6 DISCUSSION

It can be concluded, from the above graphs, that each of
the decoding methods is oriented to different types of
channels in their statistical properties of error appearing.

From Fig. 4, it can be seen that SNR of decoder with
samples recovery in the Hamming metric is higher than
SNR of decoder with samples recovery by interpolation in
the whole range of BEP values in a communication channel
with independent bit errors. Channels organized in under-
ground cable lines including fiber-optic belong to this cate-
gory. It also includes microwave radio lines operating in
favorable weather conditions and without applying elec-
tronic countermeasures to them.

In turn, from Fig. 5, it can be seen that decoder with
samples recovery by interpolation is oriented to channels
with multiple bit errors and provides a greater level of SNR
in comparison with decoder in the Hamming metric. Radio
channels of the short-wave range in normal conditions and
radio channels of any radio-frequency range in the condi-
tions of electronic countermeasures can be referred to this
category of channels.

We would like also to point out that the sample recover-
ing procedure by interpolation is simpler to implement and
requires fewer resources than the recovery in the Hamming
metric. From Fig. 6 it can be seen that the performance of
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decoder with samples recovery by interpolation is signifi-
cantly higher when 107 < p, <10™'. With the improve-

ment of a channel quality, mostly single errors increasingly
begin to occur and the performance of both algorithms be-
comes identical.

It should be noted that the noise accompanying the re-
covered speech signal using the recovery algorithm in the
Hamming metric for channels with independent errors and
the interpolation method for channels with multiple bit
errors can be categorized as comfort noise for

10 < p, <107 . Decoding noise can be ignored when

improving the quality of communication channel.

It follows from this that the threshold value of the
transmission reliability at which the specified quality indi-
cators are ensured in terms of the decoding noise level is
P, <107,

Note also that the proposed coding methods provide
better SNR for high BEP compared with turbo codes [33—
36]. For example, turbo codes [36] used in the GSM stan-
dard have lower SNR when 107 < p, <107,

Finally, we would like to admit that the methods pro-
posed in this research provide a code rate of 0.65. Convolu-
tional codes [21-26] as the most widely used codes in
speech coding, have a relatively low code rate of 1/2—1/3.
In addition, convolutional codes do not provide crypto-
graphic protection, since it contains information bits in a
code sequence.

CONCLUSIONS

The urgent problem of integrated protection against
unauthorized access and channel errors of real-time
speech signals based on factorial coding is solved.

The scientific novelty of obtained results is that two
methods of factorial coding of speech information with
permutations recovery are firstly proposed. These meth-
ods involve converting, for example, by substitution table,
samples of speech information into permutations. These
permutations after encoding to a binary code are transmit-
ted over a communication channel. The decoding process
is to replace a permutation to a speech signal sample. In
the case of damage of the received permutation, according
to the first method for recovering permutations in the
Hamming metric, speech signal is restored by finding the
signal vector closest to the permutation in the Hamming
metric. If there are several such signal vectors, then one
which sample is closest in Euclidean metric to the pre-
decoded sample is selected. The method for recovering
permutations by linear interpolation involves restoring a
speech signal by linear interpolation based on known ad-
jacent samples. These methods allow to detect and correct
errors in real-time with non-zero aperture. This in turn
allows using factorial coding for real-time data. The
strength to cracking of the protection system by brute-
force attack is estimated in millions of years.

The practical significance of the research is that the
algorithms and block diagrams of speech signal receiving
devices have been developed. This allows their practical
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implementation. 2. The experimental results show that an
optimal area of application of the method for recovering
permutations in the Hamming metric is communication

channels with independent bit errors and BEP p, <107 .

Under these conditions, the Hamming decoder shows the
best results, and the decoding noise does not exceed the
values of the comfort noise level. An optimal area of use
of the method for recovering permutations by linear inter-
polation is communication channels with multiple bit er-
rors caused by multiplicative noise, in particular, radio
channels of the short-range radio band or radio channels
of any radio band with an unfavorable noise situation.
When using the proposed algorithms in optimal condi-

tions with the BEP p, <107, the decoding noise level

does not exceed the values of the comfort noise level.

Prospects for further research are to study the effec-
tiveness of the proposed methods in real-world conditions
by developing prototype devices.
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METOAU ®AKTOPIAJIBHOI'O KOJYBAHHSI MOBHUX CUT'HAJIIB

®aype E. B. — 1-p TexH. HayK, JOLEHT, IPOPEKTOP 3 HAYKOBO-IOCIIIHOT pOOOTH Ta MiXKHAPOJHHUX 3B’s13KiB UepKachbKOro jepika-
BHOT'0 TEXHOJIOTIYHOTO yHiBepcuTeTy, UepkacH, YkpaiHa.

Ieuakmii B. B. — kaH/. TeXH. HAyK, IOIEHT, NOICHT Kadeapu iHGopMalliiiHoi Oe3MeKH Ta KOMIT F0TepHOI imkeHepii Yepkach-
KOTO JIEp’KaBHOTO TEXHOJIOTIYHOTO yHiBepcuTety, Yepkacu, Ykpaina.

JlaBnancbkuii A. O. — kaH/. TeXH. HayK, JOLEHT Kadeapu iHdopmauiiiHoi 6e3nekn Ta KOMI IOTepHOI imxeHepii Yepkacbkoro
JIepPIKaBHOTO TEXHOJIOTTYHOTO yHiBepcutety, Uepkacu, Ykpaina.

Xapin O. O. — acmipasT kadenpu iHGpopMamiiHOi Oe3MeKH Ta KOMII IOTEpHOI iHmkeHepii YepKachKoro IepKaBHOTO TEXHOJOT1Y-
HOTO yHiBepcurteTy, Uepkacu, YkpaiHa.

AHOTAIIA

AKTyanbHicTh. Y po0O0Ti BUKIaJeHO MeTOM (HaKTOPiaJbHOrO KOAyBaHHS MOBHHMX CUTHAJIB, IO BUKOPUCTOBYIOTH (PaKTOpiaib-
HUH KoOJ Uil 3a0e3leueHHs IHTErPOBAHOIO 3axXHCTy iH(poOpMamii Ta MIATPUMKH LUKIOBOI a3y pO3MOJIUIBHUKIB IpUMaH-
Hsi/mepenaBansst. [1i iHTErpoBaHUM 3aXHCTOM PO3YMIETHCS 3aXUCT iH(GOpPMALIT Bill BIUIMBY 3aBajl y KaHalli 3B’S3Ky i cipo0 HecaHK-
LIOHOBAHOT'O JOCTYIY Y BIIKPUTHX TEIEKOMYHIKAILIHUIA MepexkaX MHOKHHHOTO TOCTYILY.

Meta po6oTn. MeToto 1iei poOOTH € 3a0e3MeUeHHs IHTErPOBAHOTO 3aXHCTY MOBHHX CHTHAJIB PEalbHOrO Yacy Ha OCHOBI (hak-
TOpiabHOTO KOMyBaHHS. [ IbOro B poOOTI po3po0iIeHO MeToaH (aKTOPiaIbHOrO KOAYyBaHHS MOBHUX CHTHANIB 1 MOOYJOBH MOB-
HUX KOJEKIB, 0 6a3yIOThCSl Ha BIACTHBOCTAX (DAKTOpiaJbHUX KOAIB YTPUMYBATH TaKTOBHUI i IIUKJIOBHH CHHXPOHI3M 3a poOOdINM
CHTHAJIOM, BUSIBJISAITH 3HAUHY YaCTHHY IIOMHJIOK, OOYMOBJICHHX BILIMBOM 3aBajl IPUPOIHOTO HOXO/KEHHS a00 CTBOPEHHX HABMHUCHO,
3a0e3reyuyBaTH MOKIIMBICTh BUITPABICHHS BCIX BUSIBJICHUX KOJOM MOMHIIOK 31 CKIHUCHHOK TOYHICTIO, @ TAKOX 3a0e3edyBaT KPHII-
TorpadiyHuii 3aXUCT BiJl HECAHKLIOHOBAHOTO MPOCIYXOBYBAaHHS MOBHOTO MOBIiJOMJICHHS 32 PaxyHOK NPUXOBYBaHHS 3aKOHY Iepe-
TBOPEHHs BUOIPOK MOBHOT'O CUTHAJIy B CUI'HAJI — IEPECTAHOBKY.

Metoa. OcHOBHa ifiesl 3aIPOIIOHOBAHMX METO/IIB TIOJIsirae y BUOOPI Is epeHeceH sl iHpopMarii mepecTaHOBOK 3 IEBHUM Habo-
POM BJIACTHBOCTEH 1 O3HAK, 110 3a0€3MeUyI0Th MAKCHMAJIbHY BUSBIISIOUY 3aTHICTh KOy, 3AaTHICTh BUIIPABJICHHS BUSBICHUX KOJIOM
TTOMUJIOK 1 BiTHOBJIEHHS BUOIPOK MOBHOTO CHTHAITY 31 CKIHYEHHHM CTYTIEHEM TOYHOCTI (3 HEHYJIBOBU allepTypoIo).

PesyabraTn. BusHaueHo mporeaypy KoAyBaHHS/AEKOAyBaHHs iH(MOpMaLii, 0 3a0e3Meuy0Th BUSABICHHS Ta BUIIPABICHHS Ha
npUAMalbHIl cTaHIil BUOIPOK MOBHOI'O CHUTHAIY 3 HEHYJIBOBHIl anepTyporo. BHKIAIEHO pe3yibTaTH eKCIePUMEHTAIbHOI OLiHKA
MOJIEeITi TAKHX CHCTEM IIijl YaC pOOOTH KaHAIOM 3B’SI3KY SIK 3 HE3aJIC)KHUMHU OITOBHUMH [OMHUIIKAMH, TaK 1 3 AKETYBaHHSIM TOMHJIOK.
Bu3HAuCHO BENMYKMHY IIyMy JCKOAYBaHHsI, 00YMOBICHOTO CKIHUCHHOIO TOYHICTIO BiJHOBJICHHS MPUIHATHX 3 MOMHIIKOI BHOIPOK
MOBHOT'0 CHTHAITY, K (DYHKLIi HIMOBIPHOCTI IIOMHUJIKH B TIOCJiJOBHOCTI OIT IiJ] Yac nepenaBaHHs iHdopMallii KaHaIOM 3B S3KY.

BucHOBKH. 3anpornoHOBaHO MeTOIH (DaKTOPiaJbHOTO KOAYBaHHS MOBHOTO CHIHAJy, LIO 3a0€3MedyIOTh iHTErPOBAaHMII 3aXUCT
iHpoOpMaii i BiTHOBIEHHS 31 CKIHUCHHOIO TOYHICTIO BUOIPOK MOBHOTO CUTHAIY, Ne(OpMOBaHIX 3aBalaMH B KaHali 3B s3Ky. Busna-
YEHO BHMOTH 0 SIKOCTi1 KaHaly 3B 53Ky (IO 3Ha4eHHS WMOBIPHOCTI 0iTOBOI MOMMJIKH B KaHAaJi 3B’S3KY), 32 SIKOTO 3a0e3Meuy€eThCs
KOM(OPTHE CIPHIHHSATTS MOBH.
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YK 004.75
METOJbI ®AKTOPHUAJIBHOI'O KOAUPOBAHUS PEYEBBIX CUT'HAJIOB

®aype J. B. — 1-p TexH. HayK, JOLUEHT, IPOPEKTOP MO0 HAYYHO-HCCICAOBATENbCKON paboTe M MEeXIyHAPOIHBIM CBs3sM Yepkac-
CKOI'0 FOCYZapCTBEHHOIO TEXHOJIOTUYECKOro YHUBEpcuTeTa, Uepkaccsl, YKpauHa.

IIBbiakmii B. B. — kaHxa. TexH. HAayK, JOLEHT, JOIEHT Kadeaps! HHPOPMAIIOHHOH 6€30IIaCHOCTH U KOMITBIOTEPHOH HHXKCHEPHH
UYepkaccKoro rocyJapcTBEHHOTO TEXHOJIOTHYECKOT0 YHUBEpCcUTeTa, Uepkacchl, YKpanHa.

JlaBmanckmii A. A. — KaHJ. TeXH. HayK, TOLEHT Kadeapsl HHPOPMAIMOHHON 0E30MaCHOCTH ¥ KOMITBIOTEpHOI HHXeHepun Yep-
KacCKOT0 FOCYAapCTBEHHOTO TEXHOJIOTMYECKOT0 yHUBEpCUTETa, Uepkaccsl, YKpanHa.

XapuHn A. A. — acriupanT kadenpsl HHGOPMALMOHHOW 0€30MIaCHOCTH M KOMIIBIOTEPHOH MHXeHepun UepkaccKoro rocynapcer-
BEHHOTO TEXHOJIOTHIECKOTO yHUBEPCUTETa, Uepkacchl, YKpanHa.

AHHOTADNUSA

AKTyanbHOCTh. B paboTte m3m0)keHBI MeTOABI (PaKTOPHATBEHOTO KOAMPOBAHHS PEUEBBIX CHTHAJIOB, MCHOJB3YIOMNE (aKTOpHU-
QIBHBIA KOJ JUIsl 00eCIeUeHHs] HHTErPUPOBAaHHON 3aIMTHl MH(POPMALMK M MOJJICP)KKU IUKIOBOM (ha3bl paclpenesuTeneii npue-
Ma/miepeniaun. [1og MHTErpUPOBaHHOM 3alIMTON ITOHUMAETCs 3aluTa HHGOPMALUK OT BO3ACHCTBHS ITOMEX B KaHAJe CBSI3U M IIOIBI-
TOK HECAHKLIHOHUPOBAHHOTO JIOCTYTA B OTKPBITBHIX TE€IEKOMMYHUKALIMOHHBIN CETAX MHOKECTBEHHOTO JIOCTYTIA.

Hean padorel. Llensio naHHOM paboTH sBIsSEeTCS 0oOecredeHue HHTErPUPOBAHHOM 3aIUTHl PEUEBBIX CHTHAJIOB PEalbHOTO Bpe-
MEHH Ha OCHOBE (PaKTOPHUAIIFHOTO KOAMPOBaHMs. st 3Toro B paboTe pa3paboTaHbl METOAB (DaKTOPHANEHOTO KOJUPOBAHHA pede-
BBIX CHTHAJIOB W TIOCTPOEHHMS PEUEBBIX KOJEKOB, OCHOBAaHHBIC HA CBOWCTBaX (paKTOPHATBHBIX KOAOB YAEPKHUBATh TAKTOBBIM M ITHK-
JIOBOH CHHXPOHHU3M II0 pabo4eMy CHTHAIy, BEISBISATH 3HAYUTEIBHYIO YacTh OMIMOOK, 00YCIIOBIEHHBIX BIMSHHUEM IOMEX €CTECTBEH-
HOTO TIPOMCXOXK/ICHUS HIIN CO3/IaHHBIX NCKYCCTBEHHO, 00€CIIeYNBATh BOSMOXKHOCTD HCIIPABJICHUS BCEX BBIABICHHBIX KOJIOM OIIHOOK
C KOHEYHOH TOYHOCTBIO, & TAK)Ke 00ECIeunBaTh KPUITOrpadhMIECKyIO 3aIUTy OT HECAHKI[HOHUPOBAHHOTO NMPOCIYIIMBAHHS PEUEBO-
IO COOOIICHUS 3a CUET CKPBITHS 3aKOHA Pe0oOpa30BaHusl BHIOOPOK PEUEBOr0 CUTHAJIA B CUTHANI-IIEPECTAHOBKY.

Mertoa. OcHoBHas uzes NpeularaéMbIX METOJOB COCTOUT B BBIOOpE JUlsl NepeHoca MH(OpMAalMU NMepecTaHOBOK C OIpeJeiIeH-
HBIM Ha0OpOM CBOWCTB M NPHU3HAKOB, 00ECIEUMBAIOIINX MaKCHMAJIbHYI0 00OHAPYKHUBAIOIIYI0 CIIOCOOHOCTh KOJa, CIIOCOOHOCTh HC-
MIPaBJICHUS] OOHAPYKEHHBIX KOJOM OIIMOOK M BOCCTAHOBIICHHS BHIOOPOK PEUEBOTO CHUTHAIA C KOHEYHOH CTENEHBIO TOYHOCTH (C He-
HYJICBOH anepTypoii).

PesyabsTaTrel. OnpeneneHsl Nporeaypsl KOJUPOBAHHS/IEKOIUMPOBAHUS MH(pOpMaIU, oOecreunBaromye oOHapyKeHHe U HC-
IIpaBJICHUE HA IIPUEMHOI CTAHIMK BEIOOPOK PEUeBOTO CHUTHAJA C HEHYJICBOH anepTypoil. 3105keHBI pe3ysbTaThl SKCIEPHMEHTAb-
HOHM OIICHKH MOJIENIM TaKUX CHCTEM HIpH paboTe 1Mo KaHAIy CBS3M KaK C HE3aBUCHMBIMH, TaK U C IAKETHPYIOMINMHUCS OUTOBBHIMHU
omubOkamu. OnpeneneHa BeJIMYMHA LIyMa JIEKOIUPOBAHUs, OOYCIOBIEHHOTO KOHEYHOH TOYHOCTHIO BOCCTAHOBIICHMSI HNPUHSTHIX C
OLIMOKO BBIOOPOK PEUEBOr0 CUrHaNa, KaK ()YHKIMU BEPOSITHOCTH OIIMOKH B IIOCIIEJOBATEILHOCTH OHT IpH Iepeaade HHPOpManuu
10 KaHAITy CBSI3H.

BoiBoasl. [IpensiosxkeHsl MeToab! (haKTOPHAIBLHOTO KOJUPOBAHUS PEUEBOrO CUTHANIA, 00ECIICYHMBAIOIINE HHTETPUPOBAHHYIO 3a-
IMUTY WHGOPMALUH U BOCCTAHOBIIEHHE C KOHEYHOW TOYHOCTHIO BRIOOPOK PEUYEBOTO CHUTHANA, Ae(OPMHUPOBAHHBIX TOMEXAaMH B KaHa-
ne cBsa3u. OmpeneneHsl TpeOOBaHMS K Ka4eCTBY KaHaja CBS3U (K 3HAYCHHUIO BEPOSTHOCTH OWTOBOW OLIMOKHM B KaHAIIC CBS3H), NPH
KOTOpOM oOecriednBaeTcss KoOM(pOPTHOE BOCTIPUSATHE PEUH.

KJ/JIIOUEBBIE CJIOBA: dakTopuaibHbIil KOJI, IepecTaHOBKa, TaOJIMNA 3aMeH, BEIOOPKA PEYEBOT0 CHTHANA, BOCCTAHOBICHHUE
BBIOOPOK, IIIYM JIEKOJUPOBAHUSL.
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