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ABSTRACT

Context. A solution to the relevance problem of selecting and recognizing specified radio emissions in the presence of unknown
radio emissions in automated radio monitoring is considered. It is proposed to solve the problem in an unconventional method for the
recognition of statistically specified random signals in the presence of a class of unknown signals.

Objective. The goal of the work is investigation of the possibility of using random signal recognition methods in conditions of
increased a priori uncertainty to solve the problem. The features of the signal recognition method are discussed, as well as the results
of a study of the recognition quality indicators of given radio emissions, which are obtained by statistical modeling on samples of the
corresponding signals.

Method. The recognition method is based on the description of signals by a probabilistic model in the form of Gaussian
autoregressive processes. It is proposed to use the new decision rule for the selection and recognition of statistically specified signals
in the presence of unknown signals class. The proposed method of signal selection and recognition can be implemented in a
recognition system that operates in training and recognition modes. In the training mode, unknown parameters of the decision rule
are evaluated by classified samples of the given signals.

Results. Research conducted by statistical tests on samples of the corresponding signals characteristic of automated radio
monitoring of radio communications equipment. Practical results of studies of the problem of selection and recognition of specified
radio emissions are presented. Values of indicators of quality of radio emissions recognition acceptable for the practice of radio
monitoring are obtained. The dependences of quality indicators on some conditions and recognition parameters are investigated.

Conclusions. Undertaken studies showed possibility of decision of problem by application of an unconventional method
of selection and recognition of specified random signals. The practical significance lies in obtaining recommendations on the
construction of systems for the recognition of radio emissions for specialists in the design of automated radio monitoring complexes.
Such signal recognition systems are implemented by computer technology and is adaptive. The structure and parameters of the
systems are set according to the samples of signals that are obtained for the corresponding given radio emissions.

KEYWORDS: automated radio monitoring, radio emission, autoregressive model, selection, recognition, decisive rule, statistical
tests, recognition system.

ABBREVIATIONS NOMENCLATURE
RM is a radio monitoring; M is a number of classes of recognizable signals;
RE is a radio emission; X 1is a finite-dimensional random vectors of some
AR is a autoregressive. observations;
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L is a dimensions of realizations of the observed
signals;

W(x/ &i) is a probability densities of the signals;

ol isa vector parameters of the probability densities;

P(H d ) =P, is a priori probabilities of hypotheses;

X} is the training samples for the signals;

n; is a volume of the training samples;

A is a threshold value;

A, is a thresholds values;

K;(X) is anormalized prediction error in the AR model;

p; is a order of the AR model for the /-th given
signal;
a§ is a autoregression coefficients in the AR model for
the / -th given signal;

P, .. isaprobability of erroneous signal recognition;
L,

/¢ 1S a probability of erroneous decisions about the

action of unknown signals when presenting the given
signals;
P

g/un

the action of the M given signals under the condition
of presenting unknown signals.

is a probabilities of erroneous decisions about

INTRODUCTION

Conducting automated radio monitoring, a panoramic
overview of the frequency ranges is carried out and the
problems of detection and recognition of radio emissions
are solved by the corresponding signals [1-3]. After the
detection of radiation sources in the frequency channels,
there is a need to solve the problems of recognizing given
radiation sources previously represented by their training
samples of signals that are used to overcome a priori
uncertainty. For these purposes, various methods of
recognition of observations can be used, including the
recognition and classification of types of signal
modulation [2-9]. However, along with the given REs,
many other unknown REs, not represented by training
samples of signals, come to recognition, which
characterizes the increased a priori uncertainty. Therefore,
it becomes necessary to solve relevance problems of
selection and recognition of specified REs under conditions
of increased a priori uncertainty. Under these conditions,
classical methods for pattern recognition [10, 11] cannot be
used.

It should be noted one more feature of solving
recognition problems in automated RM. Due to the effects
of noise and many other uncontrolled factors, the signals
in the frequency channels are random in nature.
Therefore, statistical methods of pattern recognition
should be used for recognition [11-13]. Therefore, for the
mathematical description of the observed signals
probabilistic models can be used [14]. The selected model
should be adequate to the solved problem of REs

recognition. When solving the problems of signal
recognition based on the selected probabilistic model, the
presence of unknown signals should be taken into
account. In [15, 16], the problems of signal detection and
recognition were solved on the basis of a probabilistic
model in the form of orthogonal signal decompositions.

The object of study is the process of solving
recognition problems in automated RM by using random
signal recognition methods in conditions of increased a priori
uncertainty.

The subject of study is the sampling methods for
selection and recognition of given signals in the presence
of unknown signals, based on the autoregression signal
model.

The purpose of this work is to investigate of the
recognizing specified REs on samples of the
corresponding signals in automated RM. This article
discusses the features of solving the problem of selection
and recognition of given signals in the presence of
unknown signals for the case when
a probabilistic model of the observed signals in the form of
autoregressive processes is used to describe the signals
[17-19]. Based on this mathematical model of signals,
the decisive rule for the selection and recognition of
given signals is synthesized. Investigations of the
recognizing task specified REs by means of statistical
tests on samples of the corresponding signals
characteristic of an automated RM of communication
facilities have been performed. Some results of REs
recognition are presented, which confirm the possibility
of solving the set recognition problem with quality
indicators acceptable for the practice of automated RM.

1 PROBLEM STATEMENT
In classical recognition problems, it is usually assumed that
the number of testable hypotheses M is equal to the
number of classes of recognizable signals defined in a
probabilistic sense. However, in real problems of
automated RM, situations arise when the observed signal
may not belong to the given classes of signals and should
be assigned to the (M +1) -th class of unknown signals not

specified in the probabilistic sense. Therefore, we consider
the features of a formalized formulation for such a
nonclassical signal recognition problem. We will assume
that the recognized signals are represented by finite-
dimensional random vectors of some observations X,
according to the implementation of which decisions are
made. The hypotheses (M +1) that can be made with

respect to the observed signals are set: H I i=LM - for

given signals, H M+ _ for unknown signals combined in
the (M +1)-ith class. The probability densities of given

signals W(?c/&i ), i =LM are specified up to random

vector parameters of R i=1,_M, and for the (M +1)-ith
class the probability density is unknown. A priori
probabilities of hypotheses are also given P(H i) =P, and
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M+1
ZPi =1. It is also believed, that training samples for M

i=l
signals {X,,r=1,n;;i=1,M}are given, and a training

sample for the (M +1) -nth signal is missing.

2 REVIEW OF THE LITERATURE

Features of signal processing tasks during automated
radio monitoring are considered in [1-3]. In particular, the
importance of solving the problems of recognizing radio
emissions from the signals representing them is noted. In
[4-9] the features of solving the problem of automatic
classification of signal modulations during radio
monitoring are considered. In [4,7], a method for
automatic recognition of modulation types for radar and
communication signals is presented, which is based on a
comparison of metrics in the signal space. In [8], methods
for automatic recognition of types of signal modulation
based on the use of wavelet transforms and neural
networks are proposed.

The tasks of recognizing signals corresponding to
given radio emissions have to be solved under conditions
of a priori uncertainty. Since real signals are, generally,
random in nature, statistical methods of pattern
recognition should be used for signal recognition. These
methods are considered in [10—13]. A priori uncertainty is
overcome using classified training samples of recognized
signals.

For the mathematical description of the observed
signals probabilistic models can be used [14]. The
selected model should be adequate to the solved problem
of REs recognition.

When solving the problems of signal recognition
based on the selected probabilistic model, the presence of
unknown signals should be taken into account. In [15,
16], spectral methods for solving the problems of signal
detection and recognition are considered, which are based
on a probabilistic model in the form of orthogonal signal
decompositions.

In classical recognition methods, which were
considered in [10-13], it is assumed that during
recognition the number of tested hypotheses is equal to
the number of recognized signal classes. However, during
radio monitoring for recognition, in addition to the
specified REs, there are also a lot of unknown REs not
represented by training samples of signals. Therefore, for
the recognition of REs classical methods of signal
recognition can not be used. This determines the
relevance of using non-traditional methods of signal
recognition in the presence of a class of unknown signals,
which were proposed in [15-17]. These methods are
based on the determination of some own regions in the
signal space using training samples of given signals.
Moreover, the features of signal recognition methods are
determined by probability models selected for signal
description.

In some cases, an autoregressive model is convenient
for solving signal recognition problems. In [18] an

appropriate signal recognition method based on the
autoregressive model was proposed. However, these
methods of signal recognition based on the autoregressive
model do not take into account the presence of a class of
unknown signals. In [19], the use of such methods of
selection and recognition of statistically defined signals in
training systems for solving practical problems of radar,
radio monitoring, medical diagnostics, and speaker
identification was considered.

Therefore, it is of interest to study the method of
selection and recognition of given random signals in the
presence of a class of unknown signals to solve the
problem of recognizing given radio emissions in
automated radio monitoring.

3 MATERIALS AND METHODS
According to the formulated problem, it is necessary to
solve the non-traditional problem of selection and
recognition of given signals in the presence of unknown
signals. To do this, use the following decision rule [11]:
— if the system of inequalities holds

(1a)
PW(E/a@) = PW(E/d'), 1=1L,M, (1b)

then the hypothesis about the action of the i-nth given
signal is accepted,;
— if inequalities hold

H': max (AW (/3" }=2,
I=1,M

>

[ #1,

HM" ;g%{BW(x/H’) Y<h, (1c)
then the hypothesis about the action of unknown signals is
accepted.

In decision rule (1) unknown parameters of signal
distribution densities o are estimated from training
samples of observations for M given signals, and the
threshold value A is determined from the condition of
ensuring a given probability of correct recognition of given
signals.

The solution to such an unconventional recognition
problem involves the selection and subsequent recognition
of given signals and assigning unknown signals to a
separate class of signals, information about which is
insufficient for their recognition. The principle of solving
this recognition is based on the construction in the signal
space of some closed own regions for given signals using
training samples of given signals. The size and shape of
these own regions depends on the type of distribution
densities of the given signals and threshold values in the
decision rule (1). When observations fall into one of their
own regions, a decision is made on the action of the
corresponding given signal. Otherwise, a decision is made
to observe an unknown signal. The form of the distribution
densities of the given signals largely depends on the
probabilistic model chosen for the description of the
signals.

With an automated RM of communication media, the
corresponding radiation sources are represented by signals
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with energy spectra, which are characterized by the
presence of pronounced extremes. It is rational to use an
autoregressive model to describe such signals. If the signals
are described by a probabilistic model in the form of
Gaussian autoregressive processes, the decisive recognition
rule (1) is specified in the following form [11]:

— if the system of inequalities holds

H K (F)<A;, 1=L,M, (2a)
271G pi—L P
K,(fc)—K,.(f)Hn(’w’—)Lz In=L, (2b)
(2noy )P~ Fi

then the hypothesis about the action of the 7-nth given
signal is accepted,;
— if inequalities hold

HM K (R > Ay, 1=1,M, (2¢)

then the hypothesis about the action of an unknown signal
is accepted.
Here
2

~ 1 L b / )
Ki(¥)=— > xk—ul—Zaj(xk_j—pl) is the
267 k=p+ j=1

normalized prediction error in the AR model; py, alj — the

order and autoregression coefficients for the /-th given
L
@em)2ae) P,
b
selected from the conditions for ensuring the probabilities of
correct recognition of M given signals.

signal; A; =In — some threshold values

In decision rule (2), it is assumed that for unknown
parameters of AR models for M given signals, their
estimates are calculated using classified training samples of
given signals. In particular, the AR coefficients are found
from the Yule-Walker equation, which uses correlation
matrix estimates obtained from training samples of given
signals.

The proposed method of signal selection and
recognition can be used in a signal recognition system,
which is quite easily implemented by computer
technology and is adaptive. The structure and parameters
of the recognition system are adjusted according to the
classified samples of signals obtained for the
corresponding given radio emissions.

4 EXPERIMENTS
The study of the problem of selection and recognition
of given signals was carried out by statistical testing of the
decision rule (2) on samples of signals with different types
and modulation parameters characteristic of the problems
of radio monitoring of radio communications equipment.
The energy spectra of these signals are shown in Fig. 1.

1 2 3 4 5
o 7 10

Figure 1 — Energetically spectra of communication signals with
various types and modulation parameters

A study was made of the quality indicators of the
solution to the problem of selection and recognition of
given signals in the presence of unknown signals. Signals
(1-5) were used as given signals, the remaining signals
(6-10) were considered as unknown signals. Training
samples of given signals were used to evaluate the
unknown parameters of the decision rule (2). Control
samples of given and unknown signals were used in
statistical tests. The volumes of training and control
samples were set for 1000 realizations for each signal.

5 RESULTS
As a result of studies, the dependence of the average
probability of erroneous recognition of given signals

P on the selected order of the AR model p was

err.av.

obtained (Fig. 2).
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Figure 2 — The dependence of the average probability of

erroneous signal recognition P on the order of the AR

err.av.

model p

It was found that for the order of the AR model p =
20, a rather low probability of erroneous signal

recognition P is achieved, which indicates the

adequacy of the model selected for describing the signals
of the AR.
Estimates are also obtained of such indicators of

recognition quality: P, — the probability of erroneous

unlg
decisions about the action of unknown signals when

resenting the given signals and Pg — the probabilities of

/un

erroncous decisions about the action of the M given
signals under the condition of presenting unknown
signals. The diagrams of the exchange of recognition

indicators P,,, and P, for different

quality
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dimensions of realizations of the observed signals
L =256 and L =512 are shown in Fig. 3.
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Figure 3 — Diagram of the exchange of quality indicators P

unl g

and P

%/u for the recognition of given signals in the presence of

unknown signals

6 DISCUSSION

As follows from the results of the studies, the
proposed method of selection and recognition of given
signals provides a sufficiently high quality of signal
recognition. This confirms the adequacy of the probability
model chosen to describe the signals in the form of
Gaussian autoregressive processes with a low order
autoregressive model.

It is seen that an improvement in the value of one

indicator of the quality of signal recognition 2, . canbe

achieved by deteriorating the value of another indicator

of the quality of recognition P Such an interchange

g/lun *
between the values of these indicators of signal
recognition quality can be carried out by changing the
threshold values A; in the decision rule (2).

It is also seen that an improvement in the quality of
signal recognition can be achieved both by increasing the
order of the AR model, and by increasing the observation
time (dimension L of the observed vectors X ).

In general, the obtained research results confirm the
possibility of ensuring the required quality of
recognition of the given REs, acceptable for the practice
of automated RM.

CONCLUSIONS

The solution of the relevance problem of selection
and recognition of specified radio emissions under
conditions of increased a priori uncertainty is considered,
when along with the radio emissions specified by their
training samples of signals, unknown radio emissions are
presented.

The scientific novelty. A new decision rule is
proposed for the selection and recognition of given
signals in the presence of unknown signals based on the
description of the signals by a mathematical model in the
form of Gaussian autoregressive processes.

The practical significance. A study of the problem of
selection and recognition of specified REs was conducted
by statistical tests of the proposed decision rule on
samples of corresponding signals characteristic of
communications radio monitoring.

Prospects for further research. Estimates of the
quality indicators of recognition of specified radio
emissions are obtained, which make it possible to use the
considered method of selection and recognition of
specified radio emissions in solving practical problems of
utomated radio monitoring.
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AHOTAIIA

AxTyanbHicTh. Bupimeno akryansHy —mpoGnemy — BuOOpy 1 po3mi3HaBaHHS  3aJaHHX  paJiOBHIIPOMIHIOBaHb
MPU HASBHOCTI HEBiIOMUX Pa/iOBUIIPOMIHIOBaHb B aBTOMATH30BaHOMY paaioMOHiTOpHuHTY. [locTaBieHy mpobiieMy 3ampornoHOBaHO
BUPIIIUTH HETPAJULIHHAM METOAOM POCIi3HABAHHS CTATUCTUYHO 33JaHHMX BHIIAQJKOBUX CHUTHAJIB MPH HASBHOCTI KJIAcy HEBiJOMHX
CHUTHAJIB.

Merta. Meroro maHoi poOOTH € MOCTIKEHHS MOXIIMBOCTI 3aCTOCYBAaHHS METOIIB PO3IMI3HABAHHS BHIIQJAKOBHX CHUTHAIIB
B yYMOBax MiJBHIICHOI HEBH3HAa4eHOCTi. OOrOBOPIOIOTHCS OCOOJIMBOCTI METOAY PO3IMi3HABAHHS CHTHANIB, a TaKOX PE3yJbTaTd
JOCIIUKEHHSI TIOKAa3HUKIB SIKOCTI pO3II3HABAHHS 3aJaHUX pPaJiOBUIPOMIHIOBaHb, IO OTPHMaHi MIIIXOM CTATHCTHYHOTO
MOJICITIOBAHHS Ha BUOIpKaX Bi/IMIOBITHUX CUTHAIIB.

Metoa. Metox po3mi3HaBaHHS 3aCHOBAaHMI Ha ONHUCI CHTHAIIB HMOBIPHICHOIO MOJEIUII0 Yy BHIVISIAI TayCCOBCBKHX
aBTOperpeciiiHuX mpoleciB. BukopycTtaHo HOBE MPaBHUIIO NPUHHSTTS PIiLlIEHHS OO CEJIEKLl i po3Mi3HaBaHHS CTATUCTHYHO 33aHHX
CUTHAJIB TPH HAsBHOCTI KJIacy HEBIJIOMHUX CHTHAJIiB. 3alpPONOHOBAHMH METOJ CEJEKLil Ta pO3IMi3HaBaHHS CHTHAIIB MOXe OyTH
peanizoBaHMI y CHCTeMi PO3IMi3HABAaHHS, II0 MPAIO€ B PEKUMax HABYaHHS Ta PO3Mi3HABaHHSA. Y PEXKHUMI HaBUAHHS HEBiIOMIi
napaMeTpH IpaBWJIa MPUUHATTS PillIeHb OIIHIOIOTHCS MO KITacH(piKOBaHUM BHOIpKaM 3aJaHUX CUTHAIB.

PesyabTaTu. JlochimKkeHHS MPOBEICHI IUIIXOM CTATUCTUYHUX BHIIPOOYBaHb Ha BHOIpKaxX BiAMIOBITHUX CUTHAJIB, XapaKTEPHUX
JUISL aBTOMAaTHU30BaHOTO PaJiMOHITOPIHTY 3ac00iB pajio3B’s3ky. IIpencraBieHi mpakTHYHI pe3yNbTaTH CENEKIii Ta Pacro3HABaHUS
3aJaHHUX paJioBHIpOMiHIOBaHb. OTpHMaHI NPUHWHATHI IS TNPaKTHKA PaJiOMOHITOPHHTY 3HA4YEHHS IIOKA3HHKIB SKOCTI
pO3Mi3HaBaHHS PaiOBHIIPOMIHIOBab. JOCHIIKEH] 3aIeXHOCTI ITOKAa3HUKIB SKOCTI PO3IMi3HaBaHHS BiJ JNESIKMX YMOB 1 HmapaMerpiB
pO3Mi3HaBaHHS.

BucHoBku. [IpoBeneHi JOCTiKEHHs TOKa3ald MOXJIMBICTh BUKOPHCTAHHS HETPAJULIIHOIO METO/y CeNeKwii i po3mi3HaBaHHs
3a/laHUX BHUINAJKOBUX CHUTHANIB JUI BHPILICHHS NOCTaBICHHOI mpoOieMu. IIpakTHyHa 3HAYMMICTH MOJNAra€E B OTPHUMAaHHI
pexoMeHalii 3 moOyJoBU CHCTEM pO3Mi3HABaHHS PaJiOBHIIPOMIHIOBaHb UIA (DaxXiBLIB y raily3i pO3pOOKH aBTOMAaTH30BAHUX
KOMILIEKCIB paliOMOHITOPHHTY. Taki CHCTEMH pO3IMi3HAaBaHHS CUTHAIIB pEaNli3yOThCs 3acobamMu OOYHCITIOBAIbHOI TEXHIKM Ta
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AHHOTADNUA

AKkTyanbHOCTb. Pemena  akTyamsHas  mpobOiema  BeIOOpa M pAcmoO3HABaHUS — 33JaHHBIX  PaJUOM3ITyUCHUH
IIPY HAJIMYMH HEU3BECTHBIX PAAMOM3IYyYCHHH B aBTOMATH3MPOBAHHOM paJdoMOHMTOpHHTE. [locTaBleHHYIO 3a1ady MPEIoKeHO
pelaTh HETPaJUIMOHHBIM METOAOM PpACIIO3HABAHUS CTATHCTUYECKH 3aJaHHBIX CIIydalHbIX CHTHAJIOB IIPUM HAJIMYUU Kjacca
HEU3BECTHBIX CUTHAJIOB.

Heas. Ilenpto nanHONW paOOTHI SBIAETCA MCCIIEAOBAaHUE BO3MOXKHOCTH HPUMEHEHHMS METOJa pAacIO3HABaHUS 3aJaHHBIX
CITyJaliHBIX CUTHAJIOB B YCIIOBHUSIX IOBBIIIEHHON HeonpeaeneHHocTH. O0Cy K IaroTcsi 0cOOEHHOCTH METO/Ia PAacIIO3HABAHHS CHTHAJIOB,
a TaKKe pe3yJIbTaThl UCCIEA0BaHUs MTOKa3aTeNlell KauecTBa pacllo3HaBaHUs 3alaHHbBIX PaJUOU3IIy4YeHHUN, KOTOpPbIE NOTY4YEHBI IIyTeM
CTaTHCTUYIECKOTO MOAEINPOBAHHUS HA BEIOOPKAX COOTBETCTBYIOIIUX CHUTHAIIOB.

Mertoa. MeTtox pacno3HaBaHUS OCHOBAH Ha OIHMCAaHUM CHTHAJIOB BEPOSATHOCTHONM MOJENBIO B BHJAE IayCCOBCKUX
aBTOPErPECCUOHHBIX IpoleccoB. Vcrnoab30BaHO HOBOE pelIarolee IPaBUIO CEICKIUU U PaclO3HAaBaHUs CTaTUCTHYECKH 3aaHHBIX
CUTHAJIOB IIPH HAJIMYUM KJlacca HEW3BECTHBIX CHTHANOB. [Ipe/araeMelii METO CENEKIMU U Paclio3HABAHUS CUTHAJIOB MOXET OBITh
peann3oBaH B CHCTEME pacllOo3HaBaHMs, KOTopas paboTaeT B pexumax OOydYeHWs W pacro3HaBaHus. B pexume oOyueHHs
HEWU3BECTHBIE TAPAMETPhI PEIIAOIIETro MpaBHiIa OLIEHUBAIOTCS MO KJIACCH(PUIMPOBAHHBIM BEIOOPKAM 3aJaHHBIX CUTHAJIOB.

PesyabTatel. lccienoBaHust MPOBEAEHBI MyTEM CTATHCTUYECKHX HCHBITAHMH Ha 00paslax COOTBETCTBYIOIIMX CHTHANOB,
XapaKTepHBIX JUIsI aBTOMATH3MPOBAHHOTO PaJMOMOHHTOPHHTA CPEACTB PAAMOCBS3H. IIpercTaBIeHB NMPAaKTHIECKHE PE3YJIbTAThI
CEeNeKIMH M PACIO3HABAaHMS 3aJaHHBIX paguon3ITydeHui. [lomydeHsl mpueMiemsle OIS NPaKTUKH PAIMOMOHHTOPHHTA 3HAYCHUS
IoKa3aTeslell KauecTBa pacIO3HaBaHUS paauousdydeHuil. McciaenoBaHbl 3aBUCHMOCTH IOKa3aTesled KauecTBa OT HEKOTOPBIX
YCIIOBHI M TApaMETPOB PacliO3HAaBaHMUS.

BriBoabl. IlpoBeneHHble HcciaeqOBaHMA MOKa3add BO3MOXKHOCTb MCIOJIBb30BaHMUS HETPAJULUOHHOIO METOJa CEeNEKUUH U
pacro3HaBaHMs 33aHHBIX CIyYaiHBIX CUTHAJIOB JJIs PELICHUs IMOCTaBICHHOW mpobyieMsl. [IpakTHyeckas 3HAaUMMOCTbD 3aKIIFOYaeTcs
B TIONydEeHHH PEKOMEHALUH MO MOCTPOCHUIO CHCTEM PACMO3HABAHMS PaJUOU3ITyUSHUH AT CIEIMATNCTOB B 00JacTH pa3paboTKH
aBTOMaTH3UPOBAHHBIX KOMIIJIEKCOB PAaMOMOHHTOPHHTA. Takue CHCTEMBI PAclO3HABAHHS CUTHAJIOB DPEaH3yIOTCSl CPeICTBAMHU
BBIYHCIIUTENFHON TEXHUKH W SBISETCS amanTUBHBEIMH. CTpyKTypa W HapaMeTphl CHCTEM YCTAHABIMBAIOTCA MO 00ydarommm
BBIOOPKAM CHTHAJIOB, KOTOPBIE MOTyUYEHBI TS 3aJaHHBIX PaJHON3ITyICHHUH.

K/IIOYEBBIE CJIOBA: aBTOMAaTU3UpOBAHHBII paJIMOMOHUTOPUHT, PaIUOMU3IyYCHUE, CUTHAJ, aBTOPErPECCHOHHAs MOJEIb,
CeNeKIus, paclo3HaBaHKe, PEIarollee MPAaBUII0, CTATHCTUYECKHE UCTIBITAHUS, CUCTEMA PACIIO3HABAHMS.
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