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ABSTRACT

Context. An application of the method of searching for schools of fish to construct optimal experiment plans for cost (time) in
the study of technological processes and systems that allow the implementation of an active experiment on them is proposed.

Object of study. Optimization methods for cost (time) costs of experimental designs, based on the application of a school of fish
search algorithm.

Objective. To obtain optimization results by optimizing the search for schools of fish for the cost (time) costs of plans for a full
factorial experiment.

Method. A method is proposed for constructing a cost-effective (time) implementation of an experiment planning matrix using
algorithms for searching for schools of fish. At the beginning, the number of factors and the cost of transitions for each factor level
are entered. Then, taking into account the entered data, the initial experiment planning matrix is formed. The school of fish search
method is based on the rearrangement of the columns of the experiment planning matrix, based on the sum of the costs (times) of
transitions between levels for each of the factors. Fish schools are formed according to the following principle: fewer schools of fish
where the sum of the costs (times) of transitions between levels of factors is greater. Then, rearrangements of schools of fish located
nearby in the experiment planning matrix are performed. Then the gain is calculated in comparison with the initial cost (time) of the
experiment.

Results. Software has been developed that implements the proposed method, which was used to conduct computational experi-
ments to study the properties of these methods in the study of technological processes and systems that allow the implementation of
an active experiment on them. The experimental designs that are optimal in terms of cost (time) are obtained, and the winnings in the
optimization results are compared with the initial cost of the experiment. A comparative analysis of optimization methods for the cost

(time) costs of plans for a full factorial experiment is carried out.

Conclusions. The conducted experiments confirmed the operability of the proposed method and the software that implements it,
and also allows us to recommend it for practical use in constructing optimal experiment planning matrices.
KEYWORDS: optimal plan, search by school of fish, optimization, experiment planning, cost, win.

NOMENCLATURE

k — the number of object factors introduced into the
study;

t — program run time, s;

B — winnings;

N — the number of experiments in the planning matrix
of the experiment and the matrix of costs of transitions
between the levels of factors;

Sioral — total cost of the experiment, conv. units;

S; — the cost of the transition from the i-t4 experience
to the j-th, conv. units;

X; — the value of the i-th factor of the studied process;

Ceony — CONVeErsion cost matrix;

X — initial plan of the experiment;

/ —number of iterations of the algorithm;

l;; — specified number of iterations of the algorithm;

a;; — the value of the i-th factor in the j-th experiment;

C; - installation cost of the i-th factor in the j-th ex-
perience;

Cy — total cost of the experiment.

INTRODUCTION
The most important part of scientific studies are ex-
periments. This is one of the main ways to get new scien-
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tific knowledge. The basis of this method is an experi-
ment, representing a scientifically delivered experience or
observation of the phenomenon under precisely taken into
account conditions, allowing to monitor its progress, to
control it, to recreate it every time when these conditions
are repeated. From ordinary, passive observation, the ex-
periment is distinguished by the active influence of the
researcher on the phenomenon being studied.

Planning an experiment is a section of mathematical
statistics that studies methods for organizing a set of ex-
periments with different conditions to obtain the most
reliable information about the properties of the object
under investigation in the presence of uncontrolled ran-
dom perturbations. The use of experimental planning
makes the experimenter's behavior purposeful and organ-
ized, significantly contributing to the increase of his labor
productivity and the reliability of the results obtained. An
important advantage of the method is its universality,
suitability in the vast majority of areas of research.

The object of study is the technological processes
and systems that allow the implementation of an active
experiment on them.

The subject of study is the optimization method for
cost (time) costs of experiment plans, based on the appli-
cation of a school of fish search algorithm.
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The purpose of the work is the development of a
method and software for optimization of plans for a full
factorial experiment using the search algorithm for fish
schools.

1 PROBLEM STATEMENT

Experimental research methods are widely used to op-
timize production processes. One of the main objectives
of the experiment is to obtain the maximum amount of
information about the influence of the factors studied on
the production process. Further, a mathematical model of
the object under investigation is constructed. At the same
time, it is necessary to obtain models with minimal cost
and time costs. This is especially important in the study of
long and costly processes. Significant disadvantages in
their applications are: low speed, not the exact solution is
always found, but you can find the solution is only close
to optimal. The task of optimizing plans at a cost (time) of
the experiment is NP-complete, i.e. for its solution takes
time and a large number of computations, rapidly growing
with increasing dimension of the problem. Therefore, a
complete search of all possible solutions is difficult. In
this connection it is necessary to find solutions using ap-
proximate algorithms.

The task of optimizing the design of experiments on
cost costs is NP-complete, i.e. for its solution, it takes
time and a large number of calculations, rapidly growing
with increasing dimension of the problem. Therefore, a
complete enumeration of all possible solutions is difficult.
In this regard, it is necessary to find solutions using ap-
proximate algorithms, for example, such as an algorithm
of optimization by a swarm of particles.

1. Total cost of the experiment:

k N k
P = =

2. Total experiment time:

k N k

=1 j=li=l

2 REVIEW OF THE LITERATURE

There are examples of constructing multifactor ex-
perimental plans that are based on the use of the following
optimization methods: analysis of permutations [1];
method of successive approximation [1]; method of
branches and boundaries [1]; random search (permutation
of the rows of the planning matrix) [1]; the simplex
method [2]; ant algorithm [3]; genetic algorithms [4];
annealing method [5]; greedy algorithm [6]. The effec-
tiveness of the use of methods is also shown in the study
of various objects — technological processes, instruments
and systems [1, 7-10].

All these methods have both advantages and disadvan-
tages. For example, with a large number of factors, a lot
of time is required for a complete search of all the rows of
the planning matrix, and other algorithms allow obtaining
an optimal experiment plan for a limited number of fac-
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tors k. With a large number of factors, the optimization
results are approximated to the optimal experiment plan.
In view of this, it is advisable to use the search algorithm
for fish by a school to compare the results. Optimization
of experiment cost plans full (time) costs by exhaustive
search at the current level of computing techniques can
only be solved for the number of factors k < 3. Therefore,
the problem of reduction many plans for a multivariate
experiment with minimum number of transitions of factor
levels to search for the optimal cost (time) the cost of its
implementation.

3 MATERIALS AND METHODS

A method and software for optimizing the plans for a
full factorial experiment on cost (time) costs using the
search algorithm for a school of fish has been developed.

The essence of the application of the search algorithm
for schools of fish is as follows:

Step 1. At the beginning of the algorithm is entered
the number of factors k.

Step 2. Enter the values of the transitions between the
levels for each of the factors.

Step 3. Depending on the selected number of factors,
the experiment planning matrix is constructed.

Step 4. Calculation of the initial cost C;,;, of the ex-
periment.

Step 5. Generate the matrix of the sum of the values of
the transitions between the levels for each of the factors.

Step 6. Sort the indexes and generate an array of in-
dexes for the sum of the values of the transitions between
the levels for each of the factors.

Step 7. Permutation in the columns in accordance with
the array of indices for the sum of the values of the transi-
tions between the levels for each of the factors.

Step 8. Separation of the experiment planning matrix
into blocks in accordance with the array of indices for the
sums of the values of the transitions between the levels
for each of the factors whose dimension is calculated by
the formula

Nblocks = 2(N+1)
where N — index (0...3).

Step 9. Calculation of the local minimum cost of the
experiment when the blocks are rearranged.

Step 10. For each column, the permutations of the lo-
cal blocks of the experiment planning matrix are gener-
ated with the calculation of the minimum local sum of the
values for each of the columns.

Step 11. Construction of the optimal experiment plan-
ning matrix.

Step 12. Calculation of the total cost of the experi-
ment.

Step 13. Calculation of the value of winnings B as the
ratio of the initial cost of carrying out the C,,; experiment
to the cost of the experiment Cy,.

Step 14. Calculation of the time # spent on optimizing
the plan of the full factorial experiment using the search
algorithm for fish schools.

>
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4 EXPERIMENTS

Verification of the efficiency of the developed method
and software for optimizing the plans for a full factorial
experiment was carried out on a number of practical prob-
lems. The system for determining fuel consumption in
internal combustion engines was studied. At the same
time, fuel consumption ¢ in milliliters was considered as
an optimization criterion. Factors that affect this indicator

Table 3 — Costs of changing values of factor levels

Cost of changing Notation factors
levels of factors, conv. units X, X5 X5
from «—1» to «+1» 2.5 2.0 1.5
from «+1» to «—1» 3.0 2.5 2.0

Table 4 — The initial plan of the full factorial experiment and the
optimal design of the experiment, developed using the method
of searching for fish

were selected: X; — number of revolutions n of the engine Initial plan Optimal plan
per minute, rpm; X, — engine temperature 7, °C [1]. Notation Notation
The cost of changing the values of the levels of factors | Number of factors Number of factors
are given in table 1 [1]. e;;szg- experience
The initial plan of the full factorial experiment (k = 2) SO I L x| | X
and the optimal experiment cost plan, developed using the 1 -1 1 -1 1 T I
method of searching for fish by the school, are given in > 11 1 ) 5 a2 T+
table 2. 3 N R 7 IR
Table 1 — Costs of changing values of I\t;afttqr levels : j ill : j : : j
Cost of changing le\{els of factors, fzcztlolrosn 6 +1 1 +1 3 11 11|+
comy. units X, X, 7 I T 6 PR I
from «—1» to «+1» 0,32 0,16 ] ] 1 ] D) 1 1 4
from «+1» to «1» 0,22 0,48

Table 2 — The initial plan of the full factorial experiment and the
optimal design of the experiment, developed using the method
of searching for fish

Initial plan Optimal plan
Notation Notation
Number of factors Number of factors
experience experience
X; X X; X
1 -1 -1 1 -1 -1
2 +1 -1 2 +1 -1
3 -1 +1 4 +1 +1
4 +1 +1 3 -1 +1

The cost of the optimal experiment plan obtained by
the method of searching for fish by the school is 0.7 conv.
units, and the cost of the plan, obtained by the method of
full search, is also 0.7 conv. units [1].

The search for the optimal experimental plan (k = 2),
obtained by the method of searching for fish by the
school, was realized in 0.013 seconds.

The win in comparison with the initial planning matrix
is 1.46 times, in the work [1] the gain is also 1.46 times.

A study was carried out of the technological process
of welding plates of small thickness, in which an experi-
ment was carried out to determine the optimal mode of
spot welding of plates of small thickness. The factors con-
sidered were: X| — capacitor capacitance, puF; X, — coeffi-
cient of transformation, X3 — force at the electrodes, N [7].

The cost of changing the values of the levels of the
factor are given in table 3 [7].

The initial plan of the full factorial experiment (k = 3)
and the optimal experiment cost plan, developed using the
method of searching for fish by the school, are given in
table 4.
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The cost of the optimal experiment plan obtained by
the method of searching for fish by the school is 14 conv.
units, and the cost of the plan, obtained by the method of
full enumeration, is also 14 conv. units [7].

The search for the optimal experimental design (k = 3)
by the method of searching for fish was realized in 0.05
seconds.

The win in comparison with the initial planning matrix
is 1.93 times, and in the work [7] the gain is also 1.93
times.

A study of the technological process for the produc-
tion of parts by hot stamping was carried out. On the basis
of a priory information, the thickness of the part was cho-
sen as the criterion for optimizing the process /4,4, and the
following are the dominant factors: X; — billet heating
temperature, °C; X, — billet heating time, min; X3 — tem-
perature of die heating, °C [1].

The time for changing the values of the factor levels is
shown in table 5 [1].

The initial plan of the full factorial experiment (k = 3)
and the experimentally optimal plan for the experiment,
developed using the method of searching for fish by the
school, are given in table 6.

The time of realization of the experiment, obtained by
the method of searching for the fish by the school, is 74.5
minutes, and the time according to the plan obtained by
the full-scan method is 72 minutes [1].

Table 5 — Time of changing values of factor levels

Time of changing Notation factors

levels of factors, min X X5 X5
from «—1» to «+1» 30 22 3.75
from «+1» to «—1» 25 5 7.5
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Table 6 — The initial plan of the full factorial experiment and the
optimal experimental design, developed using the method of
searching for fish

search algorithm for schools of fish. Their operability and
efficiency on some examples of research of systems and
technological processes are proved.

Initial plan Optimal plan The search for the optimal or close to the optimal plan
Number Notation Number Notation obtained by this method is realized in a short time of the
of ex- factors of ex- factors account. It is shown that in order to optimize the plans for
sﬁrcle v v v sﬁrcle v v v a full factorial experiment, it is expedient to use the
: : } ' § } method of searching for fish by research in objects with
1 -1 -1 -1 2 +1 -1 -1 the number of factors 2 < k< 4.
2 L -l 6 ‘ - H Table 8 — The initial plan of the full factorial experiment and the
3 -1 *l -1 8 *l + + optimal design of the experiment, developed using the method
4 +1 +1 -1 4 +1 +1 -1 of searching for fish
5 -1 -1 +1 3 -1 +1 -1 Initial plan Optimal plan
+ - + - + + Num- . Num-
j 71 +i +i Z 71 71 +i ber o_f I\g::grosn ber of Notation factors
experi- experi-
8 +1 +1 +1 1 -1 -1 -1 ence x | xlx|x ence X % | x X,
The search for the op.timal experimental d.esigr? (k=3) ] R o T o
by the method of searching for fish was realized in 0.051 R
seconds. 3 -1 [+l | -1 | -1 7 -1 +1 | +1 -1
The gain in comparison with the initial planning ma-
trix is 3.33 times, in the work [1] it is 3.37 times. AN e O e IS
A study of a section of a machine tool shop with nu- > L Mt B M A LI B T
merical program control was carried out. As a criterion I N e e T N M A e
for optimization, the total operating time of numerical AN Tt et O e e OO 0 e O O
program management machines was chosen. The domi- 8 | AL [ AL A1 | 14 AL AL A
nant factors that affect this indicator were selected: X; — 9 1| -1 -1 ]|+1] 2 | -1 | -1 | -1
time of the prevention ¢, h; X, — number y. of machine 10 | 41 | =1 | -1 |+1] 10 | 41 | =1 | -1 | +1
tools with numerical program management; X; — machine 1| =1 |+ |-1]+1] 4 e I S N S [ S |
hours during the day ¢, /; X, — periodicity of prevention l+alalalval o l+al+alal &
to, h [1]. B3| ||l s [ a[a] g
The time for changing the values of the factor levels is 7l alalalala ol i =
shown in table 7 [1]. _ _ s | [alalal [ alalal o
The initial plan of the full factorial experiment (k = 4) o T T a9 T T T
and the experimentally optimal plan for the experiment,
developed using the method of searching for fish by the 6 DISCUSSION

school, are given in table 8.

Table 7 — Time of changing values of factor levels

Time of changing Notation factors

levels of factors, A X X3 X; Xy
from «1» to «+1» 7.0 6.0 16.0 100.0
from «+1» to «—1» 3.0 2.0 12.0 50.0

The time of realization of the optimal experiment ob-
tained by the method of searching for fish by the school is
136 hours.The search for the optimal experimental design
(k = 4) by the method of searching for fish was realized in
0.14 seconds.

The gain in comparison with the initial planning ma-
trix is 1.85 times, and in the work [1] the gain obtained by
the limited search method is 1.17 times.

Thus, as a result of the study of the selected objects, it
was shown that the method of searching for fish by the
school gives results close to optimal or optimal, both in
the method of full search, but in less time in view of the
smaller number of necessary transformations.

5 RESULTS
A method and a program have been developed optimi-
zation of plans for a full factorial experiment using the
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In the study of the system for determining fuel con-
sumption in internal combustion engines for the value of
the cost of changing the levels of factors given in table 1,
the results of optimizing experimental designs by methods
of searching for schools of fish were obtained (table 2).
The gain in optimization results when using the school of
fish search method is the same as when using the exhaus-
tive search method. The speed of calculations when using
the school of fish schools is higher than when using the
exhaustive search method.

Based on the study of the system of the technological
process of welding plates of small thickness for the value
of the cost of changing the levels of factors given in table
3, the results of optimizing experimental designs by
searching for schools of fish were obtained (table 4). The
gain in optimization results when using the school of fish
search method is the same as when using the exhaustive
search method. The speed of computing when using the
school of fish search method is higher than when using
the exhaustive search method.

Due to the study of the technological process of
manufacturing parts by hot stamping for the values of the
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times of changes in the levels of factors given in table 5,
the results of optimizing experimental designs by search-
ing for schools of fish were obtained (table 6). The gain in
optimization results when using the school of fish search
method is the same as when using the exhaustive search
method. The speed of calculations when using the method
of searching for schools of fish is higher than when using
the method of exhaustive search.

In the course of the study of the section of the workshop
of machines with numerical program control for the val-
ues of the times of the change in the levels of factors
given in table 7, the results of optimizing experimental
designs by searching for schools of fish were obtained
(table 8). The gain in optimization results when using the
school of fish search method is the same as when using
the exhaustive search method. The speed of calculations
when using the method of searching for schools of fish is
higher than when using the method of exhaustive search.

CONCLUSIONS

In the work, the urgent task of obtaining a sequence of
experiments when conducting a full factorial experiment,
ensuring its minimum cost or time of the experiment, was
solved.

Methods and software have been developed that im-
plement the optimization of multifactor design of experi-
ments using the algorithm of searching for schools of fish.
On the examples of technological processes, the effi-
ciency and effectiveness of the proposed method is
proved. The study showed that the search for an optimal
or near optimal experiment design using the school of fish
search method yields good results. Also, this method has
high performance indicators. The gains obtained as a re-
sult of optimization using this method are significant.
Application of the developed methodology and software,
based on the use of a school of fish search algorithm, it is
effective for a number of factors £ > 3.

The scientific novelty of the work is that for the first
time a method is proposed for constructing optimal plans
for multifactor experiments, based on the use of a school
of fish search algorithm, which will make it possible to
build optimal combinatorial plans without exhaustive
search of experiment permutation options.

The practical significance of the results of the work
lies in the fact that software has been developed that im-
plements the proposed method, as well as experiments
have been carried out that have confirmed its efficiency
and allow scientists to recommend it in practice when
constructing optimal planning matrices for experiments.

Prospects for further research are the application of
the developed software on a wider range of practical
tasks, in particular for the study of three-level plans for a
multifactor experiment, as well as second-order composi-
tional plans.
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YK 519.24
3ACTOCYBAHHSI METO/Y MOIIYKY KOCSIKOM PUB JIJIs1 ONTUMI3ALLI IIJTAHIB
MMOBHOI'O ®AKTOPHOI'O EKCIIEPUMEHTY

Komoswuii M. JI. — n-p TexH. HayK, npogecop, 3aBigyBad KadeJpH iHTeIEKTYyIbHIX BUMIPIOBAIBHAX CHCTEM Ta IHXKEeHepil sIKo-
cti, HanionanbHuii aepokocmiunmii yHiBepcuteT iM. M.€. XKykoBcbkoro «XapkiBcbKuid aBialliiHui iHCTUTYT», XapKiB, YkpaiHa.

KocTtenko O. M. — 1-p TexH. Hayk, npodecop, [lonraBcbka nep>xaBHa arpapHa akazaemisi, [Tonrasa, Ykpaina.

MyparoB B. B. — acnipanT kadenpu iHTeIeKTyaIbHUX BUMIPIOBAIBHUX CHCTEM Ta iHKeHepil sikocti, HamionansHuit aepokocmi-
4yHuit yHiBepceuteT iM. M. €. )KykoBcbkoro «XapkiBChbkHil aBianiiiHuit iHCTHTYT», XapKiB, YKpaiHa.

AHOTALNIS

AKTyaJIbHICTh. 3alpoIlOHOBAaHO 3aCTOCYBAHHS METOJy IIOMIYKY KOCSKOM pHO [Uisi HOOyIOBH ONTHMAaJbHUX IUIAHIB
eKCIEPUMEHTIB 3a BapTICHUMH (YaCOBMMM) BHUTPATaMU IPH JOCIIIKEHHI TEXHOJIOTIYHUX IPOLECIB Ta CHUCTEM, IO JI03BOJISIOTH
3MIHCHIOBATH HaJl HUIMHU aKTUBHHI €KCTIEPUMEHT.

00’exT nociaimkenns. Meroau ontumiszamii 3a BapTiCHIMH (YaCOBUMH) BUTPAaTaMH, OCHOBAHI Ha 3aCTOCYBAaHHI alTrOPUTMY II0-
LIyKy KOCSIKOM pHO.

Meta po6otu. OTprMaHHS pe3yIbTaTiB ONTHMIi3amii IUIIXOM ONTHMI3aLil 3a JOIIOMOT0I0 AJITOPUTMY HOIIYKY KOCSIKOM pud 3a
BapTICHUMH (YaCOBUMM) BUTPATAMH IUIAHIB IIOBHOTO (PAKTOPHOT'O EKCIIEPHUMEHTY.

MeToa. 3anporoHOBaHO MeTO]| IT00YJOBH 3a BapTiICHUMH (4aCOBMMH) BUTpAaTaMH peaizallii MaTpUIi IIaHyBaHHs €KCIIEPUMEH-
TY 3 BUKOPHCTaHHSAM aJITOPHTMY IOIIYKY KOCSKOM pub. Ha nmoyaTky BBOAMTBHCS KiNbKicTh (pakTOpiB i BapTiCTh NEPEXOIB 11 KOXK-
Horo piBHs ¢axropiB. [ToTiM 3 ypaxyBaHHSIM BBEACHHX JaHHX (OPMYEThCS MOYATKOBA MATPUIS [UIAHYBAaHHS eKCIIEPUMEHTY. MeToj
MOITYKY KOCSAKOM pU0 3aCHOBAaHWI Ha MEPECTAHOBIII CTOBIIIIB MaTPHIIi IJIAHYBaHHs EKCIIEPUMEHTY Ha OCHOBI CYMH BapTiCHHX (4a-
COBHX) BUTpAT CyMHU TEPEXOIB MX PIBHAMH ISl KOXKHOTO 3 (akropiB. Kocsku pubd ¢popmyroThes 3a TAKMM NPUHIKAIOM: MEHIIIE
KOCSKIB pHO Tam, Jie OLIbIIa CyMa IepexoiB Mix piBHAMH (akTopiB. [I0TiM BUKOHYETBCS IepecTaHOBKA KOCSAKIB PHO, pO3TaIIoBa-
HUX MOOJHM3y B MAaTPHIl IUIAaHYBaHHS €KCIEePUMEHTY. Takoxk po3paxoByE€ThCS BHTPAII IOPIBHAHO 3 MOYATKOBOIO BapTICTIO (YacoM)
CKCIIEPUMEHTY.

PesyabTaTu. Po3pobieHo nporpamue 3a0e3nedeHHs, 0 peai3ye 3alponoHOBAHUN METOJ, SIKMIl BUKOPUCTOBYBABCS ISl IIPO-
BEJICHHS 00YNCITIOBAIbHIX SKCIIEPUMEHTIB ISl BUBUYEHHS BIIACTHBOCTEH [IMX METO/IB ITPY BUBYCHHI TEXHOJOTIYHHUX MPOLIECIB i CHC-
TEM, 110 JO3BOJISIOTH 3/IHCHIOBATH Ha/l HUMH aKTHBHMI ekcriepuMeHT. OTpuMaHi pe3yJibTaTH ONTUMAJIbHHUX IUIaHIB €KCIIEPUMEHTIB
3a BapTiICHUMH (YaCOBMMH) BHTPAaTaMH TOPIBHIOIOTHCS 3 ITOYATKOBOIO BaPTICTIO EKCIEPHUMEHTY Ta PO3PaxXOBYETHCS BHUTpAIl Y
MOPIBHSHHI 3 TIOYATKOBUM IUTAHOM €KCIIEPUMEHTY.

Bucnosku. [IpoBezeHi eKkcriepuMEHTH HMiATBEPIUIIN TIPALe31aTHICT 3aIIPOIIOHOBAHOTO METO/Y Ta IIPOrPaMHOTo 3abe3NneyeHHs,
sIke Horo peaizye, a TAKOXK JO03BOJISIE PEKOMEH/yBaTH HOTO JJIsl IPAKTUYHOTO BUKOPUCTAHHS MPH MOOY10BI ONTUMAIFHUX MAaTPHUIb
IUTAaHyBaHHS €KCIICPHMEHTIB.

KJIFOYOBI CJIOBA: onTuManbHUiA 1J1aH, HOIIYK KOCSKOM pHO, OITUMI3aLlisl, IUTaHyBaHHs €KCIIEPUMEHTY, BapTiCTh, BUTpAI.
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XapbKoB, YKpauHa.

Kocrenko E. M. — 1-p TexH. HayK, oLeHT, npopekrop [lonraBckoii rocyrapcTBeHHON arpapHoii akanemuu, [lontasa, Ykpau-
Ha.

MyparoB B. B. — aciupanT xadeapbl HHTEIIEKTYJIbHBIX H3MEPHUTEIBHBIX CHCTEM U MH)KEHEPUH KadecTBa, HannoHaibpHbIH as-
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AHHOTAIUA

AKTyanbHOCTb. [Ipenoskeno mpuMeHeHNe METo/[a TIONCKa KOCSIKOM PBIO IJIs TIOCTPOSHHST ONTUMAIBHBIX IUIAHOB YKCIIEPUMEH-
TOB II0 CTOMMOCTHBIM (BPEMEHHBIMH) 3aTpaTaMy IIPH HCCIICOBAHUN TEXHOJIOTHIECKHX ITPOLECCOB U CUCTEM, TTO3BOJIIONINX OCYIIe-
CTBJIATH HaJl HUMHU aKTHBHBIII SKCIICPHMEHT.

O0beKT HecaenoBaHusl. MeTobl ONTHMHU3ALUH 110 CTOMMOCTHBIM (BPEMEHHBIM) 3aTpaTaM, OCHOBAaHHBIC Ha MPUMEHEHUH aJIro-
pPHUTMAa ITIOHCKA KOCSKOM PBIO.

Henw padorsl. [TomydeHne pe3ynbTaToB ONTUMH3AIMU ITyTEM ONTHMU3ALUK C MOMOIIbIO aTOPUTMA MOUCKA KOCSIKOM PBIO MO
CTOMMOCTHBIM (BPEMEHHBIMH) 3aTPATAMH IIAHOB MOJHOTO (PaKTOPHOTO SKCIEPUMEHTA.

Mertona. [Ipemnoxen METOA MOCTPOCHUSI IO CTOMMOCTHBIM (BPEMEHHBIMH) 3aTpaTaMy peaTn3allii MAaTPHIIbI INIAHUPOBAHUS IKC-
MIEpHMEHTA C UCIONb30BaHUEM alTOPUTMA MOMCKA KOCAKOM phIO. B Hauame BBOANTCS KOMMUYECTBO (JaKTOPOB M CTOMMOCTD TI€PEX0-
JIOB JUIS KaXKJI0TO ypOBHSI (pakTOpOB. 3aTeM ¢ y4eTOM BBEJECHHBIX JaHHBIX ()OPMHUpYETCsl HadanbHasl MaTPUIA INITAHUPOBAHHUS JKCIIe-
puMeHTa. MeToJ TorcKa KOCSKOM PBIO OCHOBAaH Ha IIEPECTAHOBKE CTOJIOIIOB MAaTPHIB! IUIAHWPOBAHHS JKCIIEPUMEHTA Ha OCHOBE
CYMMBI CTOMMOCTHBIX (BPEMEHHBIX) PACX0JI0B CYMMBI IIEPEX0J0B MEXKIY YPOBHSAMHU Julsi Kaxaoro u3 ¢axropos. Kocsku psid dop-
MHPYIOTCSI IO TAaKOMY MPUHIUITY: MEHbIIE KOCSKOB PbIO TaM, rje Goiblias cyMMa IepeXxoJ/I0B MEXIy YPOBHIMH (akTOpoB. 3aTeM
BBITIOJIHSIETCS NIEPECTAHOBKA KOCSKOB PBIO, PACIOI0KEHHBIX MOOIH30CTH B MAaTPUIlE INIAHUPOBAHMS KCIIepuMeHTa. Taxoke paccuu-
TBHIBAETCS BHIMTPHIII 110 CPABHEHUIO C HAYAJILHOM CTOMMOCTBIO (BPEMEHH) SKCTIEPHMEHTA.
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PesyabTarel. Paspaborano mporpamMMmHoe obecreueHue, pealnsyomiee MpeUI0KeHHbIH METOJl, KOTOPbIH HCHOJIb30BANICS UL
MIPOBECHHS BEIYUCIUTENBHBIX SKCIIEPUMEHTOB IS M3y4YEHHS CBOICTB ATHX METOJIOB IIPH W3YYCHUH TEXHOJIOTHYECKHX HPOIIECCOB U
CHCTEM, MO3BOJISIIOIIUX OCYLIECTBIISATH HAJl HUMH aKTHBHBIH KCHEpUMEHT. [10y4eHHbIe pe3ybTaThl ONTHMAIbHBIX IIJIAHOB JKCIIC-
PUMEHTOB 10 CTOMMOCTHBIM (BPEMEHHBIMH) 3aTpaTaMH CPAaBHUBAIOTCS ¢ HAYaJbHONH CTOMMOCTBIO 3KCIEPHMEHTA U PACCUUTHIBACTCS
BBIUTPHIIIT IO CPABHEHUIO C EPBOHAYAIEHBIM INTAHOM SKCIIEPUMEHTA.
BriBoabl. [IpoBeeHHbIC SKCIEPUMEHTBI HOATBEPIMIN PabOTOCIIOCOOHOCTh HPEIUIOKEHHOTO0 METO/Ia U IIPOrpaMMHOro obecrie-
YeHUsI, KOTOPOE ero Pealin3yeT, a TAKXKe MO3BOJISIET PEKOMEH/I0BATh €0 JUIS IPAKTUUECKOT0 UCIIONB30BaHMsI IIPH TOCTPOCHUH OITH-
MaJIbHBIX MaTPHUIL IJIAHUPOBAHUS 3KCIICPUMEHTOB.
KJUIFOYEBBIE CJIOBA: ontuMaibHBIN IJIaH, MOUCK KOCSIKOM PBIO, ONTUMH3ALUS, INIAHUPOBAHUE SKCIEPHUMEHTA, CTOUMOCTb,
BBIUTPBILIL.
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