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ABSTRACT

Context. This paper presents a method for solving the problem of detecting and taking into account the influence of various
(external and/or internal) factors on extreme and risky values of the multivariate observed parameters (covariates) of technological
and/or diagnostic processes. Taking into account external and internal influence factors on covariates, by analogy with critical
process parameters, is a significant addition to the extreme values statistics and the estimations the influence of the variability of
process’s covariates on the expected losses, i.e. value at risk. Risk-oriented analysis is an actual tool for the data behavior
investigation of the multivariate observations of process’s parameters.

Objective. To disclose a method for detecting and taking into account the factors influence on the distribution functions
parameters of the observed extreme values of process’s covariates and determine the influence of these distribution functions
parameters on estimates of risks values.

Method. The method consistently uses: the procedures of multivariate statistical cluster analysis, transformation the matrix of
observed extreme values of process’s covariates into data frame with factor variables, estimation the extremal index and distribution
functions parameters of nonclustered and clustered the observed extreme data of covariates and estimation the risk values on the
calculated values of distribution functions parameters. The proposed sequence of actions is aimed at implementing the information
technology of statistical causal analysis of the influence of factors on the variability of process’s covariates and their risk values due
to the application of the clustering procedure for observed multivariate extreme values of covariates. The method is implementing the
R-language packages software.

Results. Clustering of the multivariate observed extreme values of process’s covariates allows to identifying the influence of
environmental (manufacturing) factors and estimates the covariates’ risky values taking into account of this influence.

Conclusions. The method is an information technology of statistical causal analysis of factors influence on the variability of
process’s covariates and theirs risk values due to the application of the clustering procedure of covariates’ multivariate values. The
prospect of further research is to improve the methods of causal multivariate statistical analysis of the various factors influence on the
exogenous and endogenous parameters of manufacturing and other processes in order to reduce the variability of these parameters
and, as a result, minimize the risks.

KEYWORDS: extreme value theory, generalized extreme value distribution, generalized Pareto distributions, value at risk,
extreme value index, cluster analysis, process approach

ABBREVIATIONS
AMS is a annual maximum series;
ACER is a average conditional exceedance rate;
BSS is a between sum of squares;
c.d.f. is a cumulative distribution function;
Cl.dist. is a clustered distance;
CPPs is a critical process parameters;
DC is a determination coefficient;
d.f. is a distribution function;
EVA is a extreme value analysis;
EVI is a extreme value index;
EVS is a extreme value statistics;
EVT is a extreme value theory;
GD is a Gaussian distribution;
GEVD is a generalized extreme value distribution;
GPD is a generalized Pareto distribution;
i.1.d. is a independent and identically distribution;
MLE is a maximum likelihood estimation;
PD is a Pareto distribution;
p.d.f. is a probability density function;
POT is a peak over threshold;
ProNEVA is a process-informed nonstationary EVA;
Q-Q plot is a quantile-quantile plot;
TSS is a total sum of squares;

UK is a United Kingdom;

VaR is a value at risk;

CVaR is a conditional value at risk;

VAT is a visual assessment of cluster tendency.

NOMENCLATURE
& is a extremal index or shape parameter (shape);
1 is a location parameter (location);
o is a scale parameter (scale);
o is a tail index;
Xis a nxm array of maximums statistical data;

X)isa j-th m-dimension object of observations;
n is a n-th component of X (is a n-th observation);
m is a m-th component of X (is a m-th covariate);

Xik — is a j-th value of the Kk -th covariate;

X, 1is a vector of the n observations of the
covariate;
X, is the n-th observations of the k-th covariate;

k-th

X(\ql is a xm sample from the m-dimensional

general population of the v-th sign (factor);

© Tereshchenko I. V., Tereshchenko A. 1., Shtangey S. V., 2020
DOI 10.15588/1607-3274-2020-2-6

51



e-ISSN 1607-3274 PapioenexTpoHika, iHpopmaTuka, ynpasiinss. 2020. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2020. Ne 2

Xvk is a vector of ( observations of the k-th covariate
q

for the v-th sign;
g is a quantity of observations in the cluster that

corresponds to the v-th factor;

X is a data table (data frame) with factor variables;

L\ll( is a vector of extreme values of covariate k by the
v-th factor;

Févu -0 1is a generalized distribution function of
Fisher-Tippett-Gnedenko extremes values;

I() is a maximum likelihood estimation;

i

My
Wiy is a j-th residual for each of k-th covariate;
OpCVaR is a operational conditional value at risk;
OpVaR is a operational value at risk;

OpVaRB is a maximum value of OpVaR that will not

is a maximum value of X; inblock i =1,...,m;

be exceeded with probability B;
OpCVaRB is a maximum value of OpCVaR that will

not be exceeded with probability 3;
OpCVaRg is a maximum value of OpCVaR that will

not be exceeded with probability B, for a given factor v;
OpVaRg is a maximum value of OpVaR that will not

be exceeded with probability B, for a given factor v;

B, is a probability of exceeded the maximum value

for a given factor v;
N () is a Gaussian distribution function;

n is a Gaussian expected value;

Oy is a Gaussian standard deviation;

o9 is @ 0.99-quantile of normal distribution;
f() is a standard normal p.d.f.;

®() is a standard normal c.d.f.;

W is a quantile probability;

U is a threshold;
r is a quantity of threshold exceedances.

INTRODUCTION

The rapid change in market conditions and the
increased hazard of crisis situations nowadays set the task
of improving methods that allow to assessing the factors
influence on the VaR of manufacture and diagnostic
processes parameters, based on observed extreme data of
this parameters (covariates).

Thus, the object of study is the risk estimation
process using the EVS for factorized multivariate
observations of covariates’ values of technological and/or
diagnostic processes.

The observed extreme data of process’s covariates are
the values which equal to, close to or exceed the limit
values to acceptable for certain requirements (for
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example, the requirements of branch standards for
product’s quality, environmental standards, etc.).
Therefore, mentally and functionally, investigations are
based on the general concept of risk-oriented quality
management ISO 9001: 2015/ISO 31000: 2018 and the
methodology of the process approach [1-3].

At the instrumental level, the study used the EVT
tools, which is an important part of statistical science for
the development of information technologies practical
applications [4-6]. So in particular, EVT offers a
mathematical apparatus for estimating OpVaR and

OpCVaR, as well as predicting the results of extreme,

rare, but dangerous consequences of events [5].

The main cause of the covariates’ risky values is the
various factors influence on manufacture/diagnostic
processes [3], as shown in Fig. 1.

covariates

—_

extreme
covariates
values

W

unit process
operating

= =

dangerous
consequences

variability detection
and analysis

Figure 1 — The structure of the formation the extreme and risk
values of process’s covariates

The factors influence is showed in the variability of
the process’s exogenous parameters values (covariates)
and/or the reaching/exceedance the permissible thresholds
of these covariates.

Therefore, the subject of study are methods for
detecting and estimating the various factors influences on
VaR based on variability analysis of multivariate
observations of covariates’ extremes values of
technological and/or diagnostic processes.

The goal of the paper is a developing and
investigation the method of multivariate statistical causal
analysis of the factors influences on variability of
multivariate observations of process’s covariates extremes
and their values at risks.

The method used the clustering procedure of
multivariate observations of covariates’ extremes values
and the EVT tools for estimate of the distribution
functions parameters of covariates.

According to EVT and well-known approaches
[7-14], risks are estimated by the parameters of the
generalized extreme values distributions family — GEVD:
E—EVI, pand 6 (¢ > 0). The GEVD family includes the
Gumbel, Frechet and Weibull distributions. After the
corresponding normalization of the values and according
to the Fisher-Tippett-Gnedenko theorem, the distributions
of extremes’ samples for the i.i.d. random variables (i.e.
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observations of the covariates) converge to these
distributions.

For the risks values of covariates, estimating as a high
quantiles (0.95 and higher), are used the generalized
Pareto or Gaussian distributions as distribution functions
for covariates values that exceed a given sufficiently large
threshold [4, 5, 11].

One of the GEVD parameters is the EVI, which used
for decompose the researched sequence (observation
series) into detailed independent clusters in order to
identify and evaluate the GEVD/GPD parameters for
maximum values of such clusters from the initial
observation series [7-9]. EVI is also used to classify d.f.
by so-called “tail index” —a=1/& .

Note the importance of determining EVI, which is
evaluated before declustering and supports the bootstrap
procedure for assessing variability of estimates [15].

Next, the problem areas of the paper are formulated
and attention is drawn to possible limitations.

Software implementations of approach on R language,
described above, give adequate results for extremes from
a some number of observations blocks for certain time
intervals (i.e. AMS), as well as for extremes from a
continuous sequence of observations values that exceed a
certain threshold during any the observation interval (i.e.
POT) [10, 14].

It is significant that the values in the observations
blocks AMS and POT- values are data that structured
exclusively by time. That is, the GEVD parameters for
this approach mainly depend on the influence of the time
factor in the behavior of an observed data.

This creates conflicting requirements when choosing
the length of time intervals and the distribution of
extremes along them when the block AMS method is
implementing. A similar problem arises when
implementing the POT method, when the threshold value
will depend on the length of the time interval and the
amount of observed data [14].

Also note that the estimation of the extreme index and
the subsequent declustering of the observed sequence
according to the time attribute (exceedance times) leads to
a large number of clusters with a small number of objects
(observations), which is a problem for interpretation the
results of these studies.

For example, the “Daily BMW Stock Returns” data
(bmwRet) [7], which are used for comparison, in the
initial series of observations contains 6146 points
(objects). Evaluation of the extremal index of
observations series and subsequent declustering of 1180
maximums gives 867 clusters with the number of
elements no more than four [9].

Fig. 2 shows the data of exceeding a certain subjective
threshold, for example, the average value of quarterly
observations that are not programmatically divided into
clusters in Fig. 2, but for which, according to Fig. 2, can
be visually determined the groups of extremes (gray color
in Fig. 2.) in an amount much less than 867.
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Figure 2 — Threshold (horizontal line) excess graph for bmwRet
data

Obviously, the results [7-9] are difficult to
interpretation. For solving the problem of more valid data
grouping, it is advisable to consider shorter time intervals,
for example, a month or a quarter, however, may be lost
the monthly or quarterly dependencies , i.e. lost the trends
for over the longer time periods.

Existing approaches to the classification of
distribution functions (trends) are often used the
limitation argumentation, when all components of a
multivariate variable reach extremes with the same speed
[16]. In this case, the investigations are synthetic because
it is unlikely that extreme values of all variables
(covariates) are observed simultaneously. Thus, in order
to detect the homogeneity of multivariate observed
objects of and the influence of external factors, it becomes
necessary to group the objects of observations not only by
the time factor, but also by some measure of distances in
the multivariate area of independent signs i.e. clustering
[17-19].

Taking into account external and internal influence
factors on covariates, by analogy with CPPs [20, 21], is a
significant addition to the analysis using EVS and the
estimating the influence of process’s covariates variability
on the expected losses, i.e. VaR. By analogy, CPPs can be
identified, for example, with the parameters of
environmental, hydrological observations and etc.

The presented method sequentially implements the
clustering procedures of extreme observed data, estimates
the parameters of the covariates’ d.f. for nonclustered and
clustered data observations, and also estimates the impact
of these parameters at the VaR.

Clustering allows to identify the factors of the
manufacturing environment influence on the values of
process’s covariates and to estimate the VaR for
covariates taking into account the influence of these
factors.

Thus, the method eliminates the drawback of analysis
the observed extreme values only by the time factor as an
action that has already taken place and adding the
influence of the manufacturing environment in the form
of external and internal factors influences on the observed
covariates values.

1 PROBLEM STATEMENT
Let the X is a NXM maximums (extremes) array of n
statistical m-dimensional observations be known for
process’s m covariates (parameters, predictors, exogens).
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x ={x1}, where j=1,2,...n, X' :{le,...,xjm} -

rows of X array.

For the X array, it is necessary to conduct an
exploratory data analysis that to detect the factors
influences on the m-dimensional values of covariates’
observations.

For the covariates array, taking into account the
influence of external factors, to calculate the OpVaR and

OpCVaR as the high quantiles of distribution functions

of the observed extreme values of covariates, which will
not be exceeded with some probability (for example, 0.95,
0.99).

To compare the results of calculating the OpVaR and

OpCVaR for different factors that will be determined

during the research.
Let assumed that the n observed values of each k-th

covariate — X, have asymptotically close to one of the

GEVD [11]. X, :{Xlk""’xnk} — columns of X array,
where k=1,2,...,m.

2 REVIEW OF THE LITERATURE

Scientific and engineering-applied topics of
publications, which are analyzed in a review [22], indicate
that the EVT methodology is increasingly used by
practitioners for various branches of research.

The requirements have increased for the accuracy of
modeling and determining the parameters of extreme
events (in particular, the index of extreme values) for the
statistical control of product’s quality, biostatistics,
environmental monitoring etc. [23], where the extreme
values of the observed parameters are indicators of risk
situations. Thus, EVS requires tools that should be easy to
use, but also must to implement the complex productive
statistical models and provide an adequate interpretation
of the results. This contradiction is necessitates the
development of understandable methods for solving the
problem of detecting and taking into account the influence
of various factors on extreme and risk values of observed
parameters of manufacturing and others processes.

Depending on the data view and its content and also
following the deductive approach to research, it is
necessary to take into account the method of extremes
determine (AMS and/or POT) for further statistical
analysis of observed extreme values of process’s
covariates [24]. The AMS and POT procedures are
associated with the collection, sorting, and initial
processing (exploratory analysis) of observed data that
preceding the methods for improving the accuracy of VaR
and EVI estimates [7, 25]. For example, for an adequate
EVI estimate, a class of kernel estimates with a reduced
bias and a parameterized tuning tool was proposed that
allows changing the standard asymptotic error [26].

The paper [27] presents a ProNEVA, as a generalized
tool for integrating a various types of physical factors
(that is basic processes), stationary and nonstationary
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concepts and methods of extreme values analysis (i.e.
AMS and POT).

For the analysis of nonstationary time series, the
ACER method is also applicable [28]. The idea of the
ACER is that a sequence of nonparametric distribution
functions is constructing in order to approximate the
distribution of the collected history of extreme values.

At statistical estimates the extremes of the
multivariate data the problem of the dependence (in
particular, correlation) of the components (covariates) of
multivariate observations inevitably arises. For this
currently relevant problem, the review [29] considers the
most interesting examples of strongly correlated variables
for which there are very few exact results of the EVS.

In paper [30] a test for detecting sequential
correlations in multivariate time series was proposed. This
test uses Spearman’s rank correlation properties and
extreme value theory.

For multivariate theories and assessment methods of
extreme values is indicative the paper [16]. In this paper
for characterize, evaluate and extrapolate the distribution
of a multivariate random variable is developed a semi-
parametric approach that overcomes the limitations to
arguments when all components of the multivariate
variable become large at the same rate.

Hazard assessment at a regional scale may be
performed using a spatial model for maxima that can be
obtained by combining the GEVD for the univariate
marginal distributions with extreme-value copulas to
describe their dependence structure, as justified by the
theory of multivariate extreme values [31].

The paper [32] describes a multivariate statistical
dependency model for hydrological observations, which
used to estimate flood losses in a large and heterogeneous
region.

Note that the sources [29-32] are closest to the subject
of our paper, where the relationship of observed extreme
values objects together with the influence of exogenous
factors is investigated. The implementations of adequate
approaches with examples of numerical methods for the
corresponding sections of EVT are presented in [12].

Classification and reviews of risks calculation
methods [33, 34] and methods for calculating the
parameters of GEVD are described in [7, 13, 14]. Based
on these works, as described below, generalizations were
made for the main approaches to risks estimates (section
3). Software reviews [35, 36] for statistical analysis of
extreme values are useful for research.

Review of the literature allows to conclusions:

— identification of factors (dependent excesses in
observation groups), as a rule, occurs on background of
independent clusters of the observed objects formation;

— as already mentioned, clustering the observations
according to the time attribute [7, 8], evaluating the
extreme index and subsequent declustering of dependent
sequences using the method of estimating the time
intervals of Ferro & Segers [7, 9, 15] is difficult for
interpretation and, therefore, an expedient method is
clustering the objects of observations by the ratios of a
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certain measure of multivariate distances in the area of
independent signs [17, 18];

— EVT applied research is evolving in the direction of
increasing the accuracy and non-bias of EVI and VaR
estimates, and they also offer options for solving the
problem of evaluating the impact on EVI and VaR the
time and/or covariate dependences of the observed values
in multivariate applications.

It is also important that the statement of the problem
and the method for solving it are performed from the
perspective of an object-oriented analysis, which
corresponds to modern tendencies of the process approach
to support the product quality management system [37].

3 MATERIALS AND METHODS

Consider the content of the implementation stages for
proposed method: the overall scheme is shown in Fig. 3.

At the first stage of the initial data exploratory
analysis, the compatibility of the data order (equivalence
class) and clustering trends are assessed. This helps to
understand the general data background and the direction
of further research.

At the second stage, clustering of random observed
multivariate extreme values of covariates — X was carried
out. Data clustering is seen as the result of the
manufacturing environment factor impacted. This
operation allows to get a certain number of m-dimensional
observed objects that are combined into clusters.
Moreover, it is clear which observations formed a
particular cluster. It is significant that clustering allows
identifying the influence factors that led to the grouping
of m-dimensional objects (points).

For clustering operations, non-hierarchical object
partitioning algorithms implemented in the R language
were used and according to which the data of n
observations were decomposed into S clusters with
previously unknown factors/signs — v [20].

These algorithms allows to find the centroids, i.e. the
centers of objects concentration which located as far as
possible from each other and with the minimum scatter of
objects within each cluster and also with the verification
of clustering quality [19].

The set of clustered objects can be interpreted as a

gxm sample — lel :{ng} from the m-dimensional

g=1,..,n), and each sign v can be identified with a

specific cluster i.e. factor.

Clustering is characterized by the ratio of the
intercluster (constrained) variance of observed objects
scattering (i.e. BSS) to the total variance of observed
objects scattering (i.e. TSS) [12]: BSS/TSS. This ratio is
known as the DC.

The result of the second stage is the transformation of
a homogeneous data array X into a data table (data frame)
with factor variables — Xg, as shown in Fig.3.

At the third stage, from the Xg data frame for each v-th
cluster, the number of q values is selected for each k-th

covariate — {Xl\i]lk}’ which is interpreted as a vector of

extreme values of covariate K by the v-th sign (factor):

Ly = max{xg} - (1)

This operation is also justified due to the fact that the
values of the covariates observations do not achieve
extremes simultaneously.

This fact is taken into account in the d.f. of the sample
for each k-th covariate of each v-th cluster. For
interpretation, it is important that the various extremes of
each k-th covariate will be related with the various v-th
factors.

It is proofed that the quantity L|\(’ has a d.f. close to

the generalized distribution function of extreme values of

Fisher-Tippett-Gnedenko [6, 12]. This generalized
function has the view:
—1
e(x-w) /)|
exp| -1+ ——||,if =0,
V G
Fé,u,c (x) = (2)

exp |:exp (— X—Hﬂ’ if E=0,
o

where X = Xvk and &, u, 6 — GEVD parameters.
q

The result of the third stage is the decomposition of
the clustered multivariate values of the process’s

covariates — X ={X'} i.e. formation the samples of (

clustered data for each k-th parameter {X;k} , as shown in

Fig. 3.

Multivariate Data Frame X7
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\
[ |
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Figure 3 — The overall scheme of method implementation
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At the fourth stage, for each k-th covariate of
nonclustered and clustered multivariate data, EVI is
estimated by the Ferro & Segers method with further
calculation of the GEVD/GPD and Gaussian d.f.
parameters using the MLE.

Note, that for further risk analysis EVI estimating is a
great importance. In paper, EVI values were estimated
using the Ferro & Segers and Heffernan methods for
dependent extremes [15, 16]. According to these methods,
EVI value is determined for covariate, above which EVI
is stable for higher values of covariates [13, 14].

It is advisable to choose these covariates values as the
values of “high enough threshold” u. Then, the GEV/GPD
and Gaussian d.f. parameters can be estimated using
method of moments, method of probability-weighted
moments [12, 38] or using the MLE [12-14].

MLE offers the advantage of simultaneous estimation
of the three parameters (&, |1, 6), and it applies well to the

series of maxima per block. Also, MLE gives valid
estimates for the case & > 1/2 [13, 15, 16].

The log likelihood function assuming i.i.d.
observations from the GEV d.f. with & # 0 is[13]:
M! —
I(F,,u,c)——m-ln((s)—(1+1/§)-_§ln|:l+§-( n “ﬂ—
i=1 o
A3)

"

i
Mp—n

)>0, M

n 1is defined as the

1+&-(

where
c

maximum value of X; in block i=1,..,m. In our case,

covariates are represented by single-block observations.
Studies shows that Ferro & Segers and Heffernan EVI
estimates for dependent excesses are consistent with the
EVI estimates by MLE for the GEVD/GPD. The
parameters & o for the Pareto distribution were

calculated using the MLE.

As already said: for high threshold values that are
given by high quantiles (0.95 and higher), the distribution
of random extremes values is close to the generalized
Gaussian or Pareto distributions [13, 14]. The data
distribution functions were checked for compliance with
Pareto/Gaussian distributions by the graphical method
using Q-Q plot. In Q-Q plot diagrams the standardized
residuals are compared with the values expected from the
reference distribution.

In particular for GEVD, the graphs show aspects of
the so-called “crude residuals” [13]:

_1
x-n) /%
W, {u@x’ﬂ ”j . @)

ik &
Formula (4) uses MLEs of &, u, 0 — f;, I, 6.
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If the assumption of the proposed distribution is
fulfilled, then the points on the Q-Q diagram should lie
close to a straight line with an inclined angle of 45°.

The results of the fourth stage are EVI estimates for
non-clustered and clustered multivariate covariates values
and the calculated parameters of the GEVD/GPD and
Gaussian distributions of covariates by using the MLE.

At the fifth stage, taking into account the obtained
EVI estimates for Pereto and the Gaussian d.f. of the
nonclustered and clustered data observations of

covariates, the values OpVaRB and OpCVaRl3 are
determined.

For the maximum values of the Kk-th covariate
clustered observations the measure of operational risk

OpVaRB is interpreted as the maximum value that will
not be exceeded with probability B, for a given factor v —

OpVaRg. For many applications, measure OpCVaRg is

relevant i.e. the expected value at risk, provided that it

exceeds the value of OpVaRg . General approaches to the

calculation of OpVaRB and OpCVaRB are follows:

— to use the analytical formulas for calculating
OpVaRﬁ and OpCVaRB , when the GEVD parameters

&, u, o for the of the covariates are calculated by MLE,

method of moments, or method of probability-weighted
moments, taking into account the limitations on EVI (for
example 0 < & <1)[5, 10, 12];

— to use the numerical computer methods for

estimating the parameters &, p, o, OpVaRB and

OpCVaRB taking into account the GEVD, Gaussian

and/or Pareto distributions for the random variable X
(covariates array) [13];

The second approach was used for research, since it is
flexible for VaR calculation methods depending on the
distribution functions of covariates, limitations on the
parameters of these distribution functions, and methods
for calculating these parameters. So, for the Gaussian
distribution [13]:

OpVaR) g9 =M+ 0y G99 ®)

where X ~ N(m,0y).

OpCVaR + '@ (6)
=nN+toNn - T >
0.99 N l—q)(Z)
where z = (OpVaR, g9 — M)/ o\ -
For the Pareto distribution [17]:
_ 6 N -
OpVaR ,, =U+ T ((? 1-w)) > -1, @)
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+&-(OpVaR, 3¢ —
OpCVaR, ¢ = o5 (OPVaRy 5y u). (8)

1-¢

Thus, the result of the fifth stage is the calculated
values of OpVaRB and OpCVaRB for both the Gaussian

and Pereto d.f. of the nonclustered and clustered data
observations.

At the sixth stage, the values of OpVaR[3 and

OpCVaRB are compared for both the Gaussian and

Pareto distribution functions of nonclustered and clustered
data, as well as for the same name covariates from the
various clusters.

Thus, the influence level of manufacturing
environment factors on the VaR for each observed
covariate is visible. It is proposed to explain this influence
depending on the sample size of the covariates in the
cluster and the numerical values of the parameters

OpVaR[3 and OpCVaRB .

The result of the sixth stage is a comparative
assessment of the VaR values for observed covariates,
depending on certain manufacturing environment factors.

Thus, the important result of the method application is
the estimation of VaR depending on factors that interpret
the influence of the manufacturing environment as the
clustering of process’s extreme multivariate values of
covariates and variation of covariates distribution
functions parameters.

4 EXPERIMENTS

The experiments are aimed at investigating the
functioning of the developed method for detecting and
taking into account the influence of various factors on the
clusterisation and variation of extreme values distribution
functions parameters of multivariate observations of
process’s covariates and further determine the influence
of these parameters on risky covariates’ values.

The paper wuses five-dimensional air quality
monitoring data comprising the measurements series of
ground level ozone (O3), nitrogen dioxide (NO,), nitrogen
oxide (NO), sulphur dioxide (SO,) and particulate matter
(PM)) in Leeds (UK) city center, during the years 1994—
1998 inclusively.

In particular, was used the daily maxima of O; and
NO, variables during winter periods 1994-1998
inclusively. The gases are recorded in parts per billion and
the particulate matter in micrograms per cubic meter
[9, 16].

The scheme of experiment is proposed as a sequence
of statistical computational procedures of processing the
values of covariates’ multivariate observations as
process’s exogenous data:

1. Conducting exploratory analysis of covariates
values: determining the compatibility of the data order
(equivalence class), assessing the clustering trend. The
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results of this operation determine the strategy for further
research.

2. Clustering the initial data matrix and determining:
number of clusters, number of observations (multivariate
objects) in the clusters, withincluster sums of squared
distances and the coefficient of determination. Creating
the multivariate table of covariates values with a factor
variable.

3. Decomposition the  multivariate  values
(observations) of the process’s covariates into clusters and
formation the clustered data tables (data frames).

4. Estimation of EVI for nonclustered and clustered
multivariate observations of covariates and determine the
Gaussian/Pareto functions parameters for covariates
distributions using the MLE.

5. Calculation of VaR (i.e. OpVaR[3 and OpCVaRB )

using the distribution functions parameters, which are
defined in the fourth stage.

6. Comparative analysis of the obtained VaR for the
Gaussian/Pareto distribution functions of nonclustered
and clustered multivariate observations of covariates.

The scheme of experiment corresponds to the steps of
the proposed method. For the experiment, software
packages of the R language are used.

5 RESULTS

Researches consist in synergy of parametric and
nonparametric procedures as well as descriptive and
inferential statistics tools.

These procedures use: exploratory analysis of
empirical data, cluster data analysis, statistical estimation
of sample data distribution functions parameters,
obtaining the quantitative characteristics of VaR, and also
presenting the results of multivariate statistical analysis in
the form of tables and graphs.

At the first method’s stage (exploratory analysis):
observational data, prone to grouping, are represented by
dark squares along the main diagonal of the VAT diagram
(hopkins stat = 0.8396), as shown in Fig. 4.

value

500
400
300

o0
ﬁ 100
0

Figure 4 — Visual assessment of cluster tendency diagram

At the second stage: the implementation of the search
procedure for the optimal scheme for combining covariate
values into clusters determined the number of clusters
equal to three, as shown in Fig. 5.
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Figure 5 — Diagram for estimating the optimal quantity of
clusters

At the third stage: the separation of the observed
values of the process’s covariates into clusters is
presented in the form of an ordination diagram in the
space of two main components (Diml1, Dim2), as shown
in Fig. 6. The ordination diagram on Fig. 6 visualizes the
reduction of three clusters data to the two principal
components. Clustering results provide relevant factorized
data for further analysis.

Cluster plot

25-
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Figure 6 — Diagram of partitioning the observed
covariates values into clusters

So, in the fourth stage for distribution functions of
nonclustered and clustered covariate data, EVI is
estimated using the Ferro & Segers method with further
calculation and analysis of the GEVD/GPD parameters by
MLE.
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Fig. 7 shows graphs of the EVI dependence on
noncluster (a) and cluster (b) values of surface ozone. O;.

The vertical dotted lines show the covariates values
for which the EVI estimates are stable for higher
covariates values. It is advisable to choose these
covariates values as thresholds, for example, for the
implementation of POT/AMS analysis, and EVI estimates

correspond to these values. Since estimates of OpVaRB

and OpCVaRB as the values of the high quantiles of the

excesses distribution function are made under the
assumption that the covariates extremes have generalized
Gaussian or Pareto distribution functions, presented
diagrams of graphical verification of the accordance the
GEVD/GPD to distribution functions of nonclustered (a)
and clustered (b) surface ozone data (O;), as shown in
Fig. 8.

A graphical verification of the accordance of the
Gaussian distribution to the distribution functions of
nonclustered (a) and clustered (b) surface ozone data (Os)
is show in Fig. 9.

The Q-Q plots visualize the result of comparing
standardized residues (4) with the values of the reference
distributions.

At the fifth stage, OpVaRB and OpCVaRB values are

determined for both the Gaussian and Pareto distribution
functions of the nonclustered and clustered observations
data of covariates.

For calculations, numerical computer methods were
used that are adapted to different VaR calculation tools
depending on the distribution functions, limitations for
the parameters of these distribution functions, and
methods for calculating of these parameters (evir, Relns
R-Packages).

At the sixth stage, a comparative analysis of OpVaRB

and OpCVaR[3 values was performed, which were

calculated for different clusters of O; covariate, as well as
Gaussian and Pareto distribution functions of O3
covariate.

‘SShape parameter
| | # threshold excesses ]

20

20 25 30 3

Threshold 1

Figure 7 — Graphs of the EVI dependence on nonclustered (a) and clustered (b) values of
surface ozone (covariate O3) and thresholds values (vertical dotted lines)
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Figure 8 — Graphical verification of the accordance the GEVD/GPD to distribution functions of nonclustered (a) and
clustered (b) surface ozone data (O3) (GEVD/GPD Q-Q plot)
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Figure 9 — Graphical verification of the accordance of the Gaussian distribution to the distribution functions of
nonclustered (a) and clustered (b) surface ozone data (O3)

The generalized result of the sixth stage is
comparative VaR estimates for observed covariates
depending on certain environmental factors.

That, the calculations results allows to identifying the
factor influences on the observed covariates values and
estimating the VaR values for the according clusters.

6 DISCUSSION

Consider the cause-effect relationships the results of
the sequential implementation of the method’s stages,
presented in the paper (item 3), which lead to the solution
of the problem (item 1).

First stage. For understanding the general essence of
the initial data behavior and the direction of further
research, need to evaluate the data equivalence class and
the data tendency to clustering.

Since the covariates data (gas variables) are the same
order values and represented as extremes, the procedures
of reduction to the same order, smoothing, and data
normalization were not performed.

Visual assessment of cluster tendency, where potential
groups are represented by dark squares along the main
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diagonal of the VAT-diagram, showed a strong tendency
for clustering with Hopkins statistics equal to 0.8396 for
diagram which shown in Fig. 4.

Second stage. Clustering was performed using the R
language “NbClust” package, which implements a
method for checking the quality of clustering by 30
indices. This method allows to finding the optimal
scheme for combining covariates into clusters by
rearranging multisets at various combinations of the
number of groups, distance metrics, and clustering
methods. Based on the calculations, the optimal number
of clusters was chosen equal to three, as shown in Fig. 5.
The quantity of multivariate objects in the clusters was:
218, 68, and 246 respectively.

The effectiveness of clustering was evaluated by the
Zagoruiko criterion of compactness (Zagoruiko test). A
search was made for such a partition of objects into
groups when the distances between objects from one
group (Cl.dist.) in table vxV (intra-cluster distances, i.e.
on-diagonal table elements) are less than a certain value
of €>0, and between objects from different groups —
more than g, as shown in Table 1.
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Table 1 — The quality data of clustering estimation by the
Zagoruiko test

CL. dist CL dist. 1 CL. dist. 2 CL dist. 3
Ne Cl
1 60.86545 213.6285 102.17053
2 213.62847 112.9572 301.93825
3 102.17053 301.9382 48.19131

The Cl.dist. values in Table 1 confirm the correctness
of the partition of the array of observations into 3 clusters
according to the Zagoruiko criterion: on-diagonal table
elements < off-diagonal table elements.

Third stage. Visualization the result of dividing the
multivariate observed objects into clusters is shown in
Fig. 6.

The ratio of the intercluster variance of the
observations scatter (BSS) to the total variance of the
observations scatter (TSS) gave a value of 76.3%.

This means that the proportion of the scatter variance
of the observed objects equal to 76.3% can be explained
by the impact of factors that cause the clustering of
multivariate observations.

To visualize clustering used the projection
(unconstrained ordination) of three data clusters on the
axis of the principal components (Dim.l, Dim.2), as
shown in Fig. 6. This diagram is accompanied by Table 2,
which shows the percentage of data variance for the
principal components.

From Table 2 it can be seen that the two main
components (Dim. 1, 2) account for 55% and 22% of the
scatter values respectively. Table 2 data confirms the
correctness of visualization in Fig. 6.

Table 2 — Percentage of data variances at unconstrained
ordination of the covariates array on the principal
components axis

Parameter | Eigenvalue | Percentage | Cumulative
of variance | percentage
Ne of variance
Dim. 1 2.7580 55.1608 55.1608
Dim. 2 1.1110 22.2208 77.3817
Dim. 3 0.5560 11.1216 88.5033
Dim. 4 0.3645 7.2908 95.7941
Dim. 5 0.2102 4.2058 100.0

Fourth stage. The graphs in Fig. 7 visualizes the
dependence of EVI on the covariates’ values, which was
estimated by the Ferro & Segers method for covariate of
surface ozone Oj; taking into account nonclustered (a) and
clustered (b) data.

The EVI value and the corresponding value of
covariate’s threshold are selected from the graphs based
on the recommendation of the curve part linearity and
stability for higher covariates’ values (item 3). The
selected EVI values correspond to the values of covariates
28 and 25, which are indicated by vertical lines, as shown
in Fig. 7. EVI estimates which correspond to these
covariate values: about &§=-0.4 for 28 and about

& =-1.2 for 25. EVI values indicate the appropriateness

of estimating the parameters of the covariates distribution
functions using the MLE.
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The MLE of EVI for the GEVD and GPD distribution
functions of the nonclustered and clustered surface ozone
data O; are consistent with EVI estimates by Ferro &
Segers method, as shown in Table 3.

Table 3 — MLE values for the parameters of the distribution
functions GEVD and GPD of the nonclustered and clustered
surface ozone data Os

Clusters d. f. g n c &
Ferro&
Segers
nonclustered | GEV | -0.405 16.837 11.320
data GPD | 0550 | NA* | 8935 | ¢
clustered GEV | -0.483 16.606 11.664
data GPD | -0.783 NA* 11.117 -1.2

NA* (not available). For GPD are determined parameters &,G .

There is a close connection between the limiting
GEVD for block maxima and the limiting GPD for
threshold excesses [13]. For a given value of u
(threshold), the parameters & p and o of the GEVD
determine the parameters & and ¢ for GPD. If £ <0 the

distribution functions is in the Weibull family and GPD is
a Pareto type II distribution [13]. Note, that for & > —0.5

the MLEs for 1, 6 and & are consistent and asymptotically
normally distributed with asymptotic variance given by
the inverse of the observed information matrix.

Thus, aforementioned allows the use the MLEs for the
Gauss and Pareto distribution functions parameters when
the excesses are determined for high quantiles of
distributions (0.95 and higher).

By Q-Q-plot diagrams are compared the standardized
residuals to values that are expected as the reference
distribution. So, in Fig. 8, the Q-Q plot is nearly linear in
the ordered data area, which confirms the validity of using
GEVD and GPD to estimating the statistics of observed
data. Note a more exactly corresponding with the GPD for
clustered data, as shown in Fig. 8 b.

Graphical verification of the accordance to Gaussian
distribution is visualized in Fig.9. From Fig.9 shows that
the observed extremes of O5 distribution have thicker tails
than the Gaussian distribution. In the area of 95%
confidence interval (dashed lines), the nonclustered (a)
and clustered (b) data covariates O; coincide with the

normal distribution within the interval ]—l.l[ for

quantiles of standard Gaussian distribution. Note a more
exactly corresponding with the Gaussian distribution for
clustered data, as shown in Fig. 9 b.

Fifth stage. For the Gaussian and Pareto distribution
functions of nonclustered and clustered observed data,

parameters OpVaRB and OpCVaRB were calculated in

accordance with formulas (5), (6) and (7), (8). The
calculations were performed for the data of the first and
third clusters (Cl. 1, Cl. 3) of surface ozone O; with the
quantity of observations 218 and 246, respectively.

Table 4 summarizes the calculation data for the

parameters OpVaRB (VaR) and OpCVaR[3 (CVaR) for

the Gaussian and Pareto distributions of nonclustered and
clustered observed data.
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Table 4 — OpVaRB and OpCVaRB values for the Gaussian

and Pareto distribution functions of nonclustered and
clustered observed data of surface ozone O3
Nonclustered (GD) Clustered Gaussian Distribution (GD)
Cl 1 CL3
VaR CVaR VaR CVaR VaR

0.95 37.978 42.53 0.95 37.327 41.887
0.99 45.403 49.09 0.99 44.764 48.462
Nonclustered (PD)

CVaR
0.95 39.329 43.414
0.99 45991 49.303
Clustered Pareto Distribution (PD)

CL1 CL3

VaR CVaR
0.95 37.994 4021 VaR -+ CVaR VaR - CVaR

009 41665 4257 | 095 36321 37.578 0.95 37.728 39.926
0.99 38372 38728 0.99 41376 42401

Sixth stage. Table 4 allows to compare the estimates
of OpVaRB and OpCVaRB values for the Gaussian and

Pareto distribution functions of nonclustered and clustered
observed data of covariate O;. Table 4 shows the
difference in risk estimates for non-clustered and
clustered observational data.

The ratio OpVaRB < OpCVaRB is explainable by the

definition of the operational conditional value at risk
OpCVaR as the expected value provided that the

operational value at risk is exceeded.

It can be argued that VaR assessments are more
reliable for nonclustered and clustered data, which more
precisely coincide with the Pareto and Gaussian
distribution functions, as shown in Fig. 8 and Fig. 9.
Suppose also that VaR is influenced by the withincluster
sum of distances as measure of the multivariate objects
scattering within groups.

Thus, for each sample of observed data and in
accordance with the proposed method: from the beginning
it is necessary to evaluate the data distribution function,
the parameters of this function and EVI, and then
calculate the VaR values.

CONCLUSIONS

The method is an information technology of statistical
causal analysis of the influence of factors on the
variability of the processes covariates and values of their
VaR due to the application of the clustering procedure for
the multivariate observed extreme values of covariates.

The proposed approach is based on the determination
of the initial mutual ordering of the observed data
(clustering) and allows to associate this specific
homogeneity in the data variation with external causes.

The mutual ordering of data in homogeneous
observation groups is characterized by intercluster
(constrained) variance, and the withincluster variance of
data is characterized by withincluster variance associated
with the action of random (unconstrained) factors.

The basic point is the determination of EVI and the
location and scale parameters for the distribution
functions of nonclustered and clustered covariates values.
The parameters of the distribution functions are data for
determining VaRs, which are then compared for
nonclustered and clustered covariates in order to interpret
the factors influence. So, for certain processes, the
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quantity and degree of factor influence on covariates’
multivariate observed data and covariates’ VaRs are
identified.

Thus, the scientific novelty of the obtained results
consists in the fact that is firstly proposed the risks
estimation method by extreme data of the process
covariates, which are clustered at the homogeneous signs
of scattering the multivariate objects in the
multidimensional area of their random values.

The research results are the compilation consequence
of multivariate cluster analysis tools with tools of the
extreme values theory, which allows to establishing a
causal relationship and giving an adequate practical
interpretation of the influence of environmental
(manufacturing) factors on risky values of the process’s
covariates.

The prospect of further research is to improve the
methods of causal multivariate statistical analysis of the
various factors influence on the exogenous and
endogenous parameters of manufacturing and other
processes in order to reduce the variability of these
parameters and, as a result, minimize the risks.
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AHOTAIIA

AKTyaJabHicTb. Y naHii poOOTI NMpenCTaBICHUH METOJA BHPIIICHHS HPOOIIEMH BUSBICHHS Ta BPAaxyBaHHA BIUIUBY Di3HUX
(30BHIMHIX Ta/a00 BHYTPIMIHIX) (AKTOPiB Ha €KCTPEMaJIbHI Ta PU3UKOBI 3HAUEHHS 0AaraTOBUMIPHHUX CIIOCTEPEKYBaHUX MapaMeTpiB
(xoBapiaT) TEXHOJIOTIYHMX Ta/ab0 AIarHOCTUYHMX IponeciB. BpaxyBaHHs (akTOpiB 30BHIIIHBOIO Ta BHYTPIIIHHOTO BIUIMBY Ha
KOBapiaTH 3a aHAJIOTIEI0 3 KPUTUYHUMH ITapaMeTPaMH IIPOLECY € CYTTEBHM JOIOBHEHHSM IO CTaTHCTUKH SKCTPEMAaIbHHUX 3HaYeHb
Ta OLIHOK BIUIMBY 3MIHHOCTI KOBapiaT IpoIecy Ha OYiKyBaHI BTpaTH, TOOTO 3HAa4YeHHsS PU3UKY. PU3MK OpicHTOBaHMH aHaii3, €
aKTyaJbHUM IHCTPYMEHTOM JUIS IOCHiDKSHHsI OBEJIHKN JaHUX 0araTOBUMIPHUX CIIOCTEPEKEHb IIapaMeTpiB MPOLEeCy.

Metoa. MeToa MoCiIOBHO BUKOPUCTOBYE: MPOLEAypH 6araTOBUMIPHOTO CTATUCTUYHOIO KJIACTEPHOTO aHali3y, HepeTBOPEHHS
MaTpHUL CIIOCTePEeKYBAHUX EKCTPEMalbHUX 3HAUYCHb KoBapiarT mpouecy B (peliM maHuX 3 (GaKTOPHHUMH 3MIHHHUMH, OL(HKY
EKCTPEeMAalBbHOTO 1HAEKCY Ta TMapaMeTpiB (QYHKIi po3MOALTY HEKIAaCTEPU30BAaHMX Ta KIACTEPU30BAHUX CIIOCTEPEKYBAHHUX
eKCTpeMalbHUX NaHWX KOBapiaT Ta OIHKK 3HAYCHHS PHU3HKY I OOYMCICHHX 3HAYCHb MapaMeTpiB (QYHKLIH pO3MOALTY.
[IponoHOBaHa MOCHIAOBHICTh Mil CHpsAMOBaHa Ha BIPOBA/DKECHHA 1HPOPMAIIHOI TEXHONOTii CTaTUCTUYHOTO TNPHYHHHO-
HACJIJKOBOTO aHAJi3y BILIMBY ()aKTOpIiB Ha 3MIHHICTH KOBapiaT MpoIiecy i 3HaYeHb IX PU3UKIB 32 PaXyHOK 3aCTOCYBAaHHS IPOLEIYpH
KJIacTepu3amii IS CIOCTEPEeKyBaHUX 0araTOBUMIPHUX eKCTPEeMaIbHHUX 3HAUCHb KoBapiaT. MeTox BUKOPUCTOBY€E MPOTPaMHi IMaKeTH
MoBH R.

Pe3yasTaTn. Knacrepusarisi 6araToBUMipHHX CIIOCTEPEKYBaHHX EKCTPEMalIbHUX 3HaYEeHb KOBapiaT MPOLECY 03BOJISIE BUSIBUTH
BIUTUB €KOJIOTIYHHX (BUPOOHHYMX) (PAaKTOPIB Ta OLIHUTH PU3UKOBI 3HAUCHHS KOBapiaT 3 ypaxyBaHHSIM [[bOTO BIUIUBY.

BucnoBku. Metoz siBiisie co6oro iHhopMaliiiHy TEXHOJIOT1I0 CTATUCTUYHOTO IPHYMHHO-HACIIIKOBOTO aHaJi3y BIUIMBY (aKkTOpiB
Ha 3MIHHICTh KOBapiaT MMPOIIECy i 3HA4eHb 1X PU3UKIB 32 paXyHOK 3aCTOCYBaHHS MPOLEIypH KiIacTepu3allii 0araTOBUMipHUX 3HaYCHb
koBapiaT. [lepcnekTnBa MOmANBIIMX AOCTIKEHb HOJNATAE€ B yIOCKOHAIEHHI METOMIB HMPUYMHHO-HACIIAKOBOTO 0araTOBUMipHOTO
CTaTHCTHYHOTO aHANI3y BIUIMBY Pi3HHX (aKTOpPIB Ha €K30TCHHI Ta €HAOTCHHI IapaMeTpH BHPOOHHUMX Ta IHIIUX HPOLECIB 3 METOI0
3HIKEHHSI 3MiHHOCTI ITUX ITapaMeTPiB 1, IK HACHIJOK, MiHIMI3aIlil pH3HKIB.

KJIIOUOBI CJIOBA: Teopist ekcTpeMalbHUX 3HA4YeHb, y3arajJbHEHUI PO3NOALT EKCTPeMalbHUX 3HAa4yeHb, y3arajJbHEHW
posnoxin [Tapero, BelMuMHA PU3NKY, IHAEKC EKCTPEMaIbHUX 3HAUCHb, KJIACTEPHUH aHalIi3, MPOLECHUH MiaXif.

VK 004.94:658

METO/J OIEHKHN PUCKOB 110 KIIACTEPHBIM DKCTPEMAJIBHBIM JJAHHBIM KOBAPUAT ITPOLECCA

Tepemenko M. B. — kaHn. TexH. HayK, MOLEHT, MOUCHT Kadenpsl MHOOKOMMYHHKAILMOHHON HHXKCHEpHH, XapbKOBCKHI
HallMOHAJIbHBIN YHUBEPCUTET PaO3IEKTPOHUKH, XapbKoB, YKpauHa.

Tepemenko A. M. — xaHO. TexXH. HAyK, acCHCTCHT KadeIpsl YIpaBieHUS WHPOPMAIMOHHOW W KHOCPHETHYECKOU
0e3omacHOCTHI0, ['ocyJapcTBEHHBIH YHHBEPCUTET TeIeKOMMYyHUKanui, Kues, Ykpanna.

Imranreii C. B. — kanx. TexH. HayK, JOLECHT, IOUEHT Kadeapbl MHGOKOMMYHUKAI[IOHHONH WH)KCHEpHH, XapbKOBCKHH
HallMOHAJIbHBIN YHUBEPCUTET PaAUOIIEKTPOHUKH, XapbKOB, YKpauHa.

AHHOTALUA

AKTyanbHOCTb. B 1anHOI paboTe npecTaBieH METO I pellieH s IPOOIeMbl BBISBICHHS U yUeTa BIUSHUS Pa3IHYHbIX (BHEITHUX
W/WIN BHYTPEHHUX) (PaKTOPOB HA DKCTPEMANbHBIE M PUCKOBBIE 3HAUYCHHE MHOTOMEPHBIX HAOIIONAEMBIX MapaMeTpoB (KOBapwHar)
TEXHOJIOTHIECKUX W/WIN AWATHOCTHYECKUX MPOIECCOB. YUeT (paKTOPOB BHEIIHEr0 M BHYTPEHHETO BIMSHHS Ha KOBapHATHI IIO
QHAJIOTHX C KPUTHYECKHMH IapaMeTpaMH IIpolecca SBISETCS CYMIECTBEHHBIM [OIOJIHEHHEM K CTAaTHCTHKE OSKCTPEMalIbHBIX
3HAQUCHUII M OLEHKaM BIMSHHUS WN3MEHYMBOCTM KOBapHaT IIPOIecca Ha OXKHJaeMble IMOTepH, TO €CTh 3HAUeHHE pHCcKa. Puck
OPHMEHTUPOBAHHBII aHAIM3, SBISETCA aKTyaJbHBIM HMHCTPYMEHTOM MJIsl MCCIECJOBAHUS IIOBEICHHS JaHHBIX MHOTOMEPHBIX
HaOJII0ICHUH TapaMeTpoB Ipolecca.

Metoa. Merton moOCIENOBATENBHO HCIONB3YyET TPOLEAYPhl MHOTOMEPHOTO CTaTHCTHYECKOTO KIACTEPHOTO —AaHAlU3a,
TpaHcOpMalMM MaTpHULBl SKCTPEMAJIbHBIX JaHHBIX HAaOJIOJEHMII KOBapuaT mpolecca B TaOIMLbl AAHHBIX C (HaKTOPHBIMU
NIEPEeMEHHBIMH, OIEHKH JKCTPEMAJTbHOTO HHJAEKCa ¥ TapaMeTpoB (YHKIUH paclpemeneHHs HEKIaCTePU30BAaHHBIX U
KIIaCTEPU30BAaHHBIX AKCTPEMAaNbHBIX JaHHBIX HAOIMIOJCHUH KOBapHaT, a TakKe OIEHKH BEIMYMH PHCKOB IO PACCUNTAHHBIM
3HAUCHUSIM TapaMeTpoB (QYHKIUH pacmperneneHus. IIpemnaraemasi HocieoBaTeNbHOCTh NEHCTBUI HalpaBlieHa Ha BHEIPEHHE
MH(OPMAIIMOHHOI TEXHOJIOTUH CTATHCTUYECKOTO IPHIMHHO-CICICTBEHHOTO aHAIW3a BIHMSHHUSA (PAKTOPOB HAa H3MEHUMBOCTH
KOBapHaT IIpollecca M 3HAYCHUS] UX PHCKOB 3a CYET NMPUMEHEHHs IMPOLEAyphl KIacTepHU3aluy A HaOJII0JaeMbIX MHOTOMEPHBIX
9KCTpEMaJbHBIX 3HAYEHUH KOBapHaT. MeTo/| HCIOJIb3yeT MPOrpaMMHEIE ITAKEThI s3bIKa R.

Pe3zynbTatel. Knacrepusanus MHOrOMepHBIX HaOMIOaeMbIX SKCTPEMAIIbHBIX 3HAUYEHUH KOBapuaT MpOIecca MO3BOJIAET BhIIBUTh
BJIMSIHUE KOJIOTUHYECKHX (IIPOU3BOJCTBEHHBIX) (h)AKTOPOB U OLICHUTh PUCKOBBIC 3HAYECHNUE KOBAPHAT C YUETOM 3TOTO BIIMSHHMS.

BriBoabl. Meton mpencraBisier co00i MHPOPMAINOHHYIO TEXHOJIOTHIO CTATHCTHIECKOTO MPHIMHHO-CIIEICTBEHHOTO aHAIN3a
BIMSHAS ()aKTOPOB Ha M3MEHUIMBOCTH KOBApPHAT NPOIECCa U 3HAYECHHH MX PHCKOB 33 CUET MPHMEHEHHUS MPOIEAyPhl KIacTepH3auu
MHOTOMEPHBIX 3HAa4eHHH KoBapuar. llepcnekTuBa NadbHEHIINX HCCIEHOBAHMH 3aKIIOYAeTCsi B COBCPIICHCTBOBAHHU METOIOB
MIPUYUHHO-CIEACTBEHHOTO MHOTOMEPHOTO CTATHCTHYECKOTO aHAIN3a BIMSHHS PAa3INYHBIX (DAKTOPOB Ha SK30TCHHBIC M YHJOT¢HHBIC
rapaMeTpsl TIPOM3BOJCTBEHHBIX U JAPYTHX IPOIECCOB C LENBIO CHIDKEHUS M3MEHUMBOCTH ITHUX IAapaMeTpOB M, KaK CIEJCTBHE,
MHHUMH3ALUH PUCKOB.

KIIOUEBBIE CJIOBA: teopusi SKCTpeMajbHBIX 3HA4YeHWH, OOOOIIEHHOE paclpeneieHHe SKCTPEMalbHBIX 3HAuCHUH,
o0o0menHoe pacnpenenceHue [lapeTo, BenMunMHA pUCKA, WHAEKC SKCTPEMAabHBIX 3HAYCHHUH, KIACTEPHbIM aHaIM3, MPOLECCHBIN
MOAXOJ.
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