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ABSTRACT

Context. A general problem of constructing logical recognition/classification trees has been analyzed. Logical classification trees
are the object of the present study. The subject of the study are the relevant methods and algorithms of logical classification trees.

Objective. The goal of this work is to develop a simple and efficient method of constructing logical tree-like models on the basis
of classification trees for training discrete information selection characterized by a structure of constructed logical classification trees
from elementary attributes estimated on the basis of their informativeness calculation functional.

Method. A general method of constructing logical classification trees is suggested that constructs a tree-like structure for a given
initial training selection comprising a set of elementary attributes estimated at each step of constructing a model according to the
above selection. In other words, a method of constructing logical classification trees is suggested with the main idea of approximat-
ing the initial selection of an arbitrary volume by the elementary attribute set. This method during the current logical tree (node) ver-
tex formation provides selecting the most informative (high-quality) elementary attributes from the initial set. Such approach at con-
structing the resulting classification tree allows one to reduce essentially the tree size and complexity (i.e. the total number of
branches and structural layers) and increase the quality of its further analysis (interpretability). The method of constructing logical
classification trees suggested by us enables one to construct the tree-like models for a wide class of artificial intellect theory prob-
lems.

Results. The method developed and presented in this work has received a software realization and was studied when solving a
problem of classifying the geological type data characterized by a large-dimension attribute space.

Conclusions. Experiments carried out in this work have confirmed the efficiency of the software suggested and demonstrate the
possibility of its use for solving a wide spectrum of applied recognition and classification problems. The outlook of the further stud-
ies may be related to creating a limited method of logical classification tree by introducing the stopping criterion for the logical tree
construction procedure according to the structure depth, its program realization optimization, as well as to the experimental study of
this method in a wider circle of applied problems.

KEYWORDS: logical classification tree, image recognition, classification, attribute, branching criterion.

ABBREVIATIONS
TS — training selection;
ST — test selection;
RS — recognition system;
IR — image recognition;
RF — recognition function;
LCT - logical classification tree;
ACT - algorithmic classification tree;
BAS — branched attribute selection.

NOMENCLATURE
G is a certain initial signal set;
R is a certain partition into the classes Hj preset on
the initial set G ;

d; are the ACT constructing stages;

I; is a value that the elementary attribute takes from
the possible variants of the current problem attribute
space;

.1, 1y are the fixed attribute values that define a cer-
tain path in the LCT structure;

T; is a path in the logical tree structure that corre-
sponds to the fixed training pair with TS;

Oy, isthe fgr(X) function value;

k is a total number of classes in the set G ;

n is a total number of the problem attributes (attribute
space dimension);

W(f) is a generalized attribute f information qual-
ity value;

f; is a certain fixed generalized attribute;

fr is a recognition function;

X; are the initial TS discrete objects;

bj is a total number of the TS sets, where a certain
elementary attribute ¢ takes the value i .

qi" is a total number of the TS sets, where a certain
elementary attribute @ takes the value I given fg(x) =
m;

H; is a set of images (classes) set by the initial TS;

(Xi, Tfr(Xj)) are the training pairs of the initial TS;
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m is the RF value that ends a certain path T;,
whereas j is the number of the logical tree construction
step;

M is a total number of training pairs (objects) in the
initial TS;

Mis is a total number of the ST test pairs (objects);

S is a total number of the TS training pairs, for which
the relation fg(Xj)=f holds true;

O is the parameter that characterizes training effi-
ciency estimation with respect to the current problem;
M Fuuhy is a total number of all the pairs belonging to

the ry,1,,r; path of the logical tree structure;
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rf - is a number of all the pairs belonging to the
1,1, ;3 path, for which the relation fg(x;)=j holds true;

t! are the M
IBONE] Mrl,rz; 3

is a set of all the pairs of the initial TS that be-

and M, . | relation values;
1-12-13

H URERE
long to a fixed path;
Vi is a total number of vertices of constructed LCT;

Ny 18 a total number of attributes used in the con-

structed LCT structure;
Cir is a total number of transfers (links) in the LCT

model structure;
Oy is a total number of resulting values RF (tree

leaves) in the LCT model structure;
En is a LCT model error at the TS data array;

Ety, is a LCT model error at the ST data array;
Ery is an error at each of the discrete object class;

Cayg Is an average number of transitions per one LCT

vertex;
NY is a part of elementary attributes used in the LCT

structure;
OX is a part of the resulting RF values in the general

LCT structure;
Qayg 18 an average number of the TS sets with respect

to the resulting RF values (tree leaves) in the LCT struc-
ture;
Imain 1S @ general index of the initial TS data generali-

zation LCT model;
Qumain 1S @ integral quality index for LCT model.

INTRODUCTION

Information technologies based on the mathematical
image recognition models in a form of LCT (i.e. the tree-
like models) are being widely used in the social,
economic, environmental and other information
processing systems. This is explained by the fact that such
approach allows a set of the classical methods
shortcomings to be eliminated and a principally new
result to be achieved by effective and rational use of the
computing systems capacities [1].

More than 3.500 of recognition algorithms (based on
the different approaches and concepts) are known today
having certain limitations in their use (i.e. accuracy,
speed, memory, versatility, reliability etc). In addition,
each of the algorithms is limited by a certain specific
character of application problems, and this is,
indisputably, the most severe bottleneck of not only the
above algorithms but also the recognition systems based
on the relevant concepts [2].

The classification (decision) trees are the object of the
present study.

It is known that presentation of big-volume training se-
lections (i.e. discrete information) in a form of the logical
tree structures has its essential advantages from the view-
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point of economic description of the data and efficient
mechanisms of their application [3]. In other words, the
training selection covering by a set of elementary attributes
in the LCT case or that by a fixed set of autonomous rec-
ognition and classification algorithms in the ACT case give
rise to a fixed tree-like data structure that, to some extent,
provides even the initial TS data compressing and process-
ing, and, thus, allows the apparatus resources of informa-
tion system to be essentially optimized and saved [4].

Note that the field of the use of the LCT concept is
now extremely extensive, whereas a set of problems and
tasks solved by the above apparatus could be reduced to
the following three basic segments, i.e. to the problem of
description of the data structure, to that of recogni-
tion/classification and to that of regression problem [5].

Thus, the ability of LCT to perform a one-dimensional
branching to analyze the influence (importance, quality)
of certain variables allows one to work with various-type
variables in a form of predicates (in the ACT case — with
the relevant autonomous classification and recognition
algorithms) [6]. In this case, the logical tree structure is
presented in a form of branches and nodes, with certain
marks (attributes, values) placed on the tree branches de-
termining the target function (the recognition function in
the LCT case) and the RF values or the extended transi-
tion attributes located at the nodes. Note that when con-
structing LCT the issues of choosing the attribute criterion
(the LCT vertex), where the initial TS partition occurs,
the criterion of training stopping (the LCT structure con-
struction) and that of rejecting the logic tree branches (the
LCT sub-trees) remain the crucial ones. Just at this stage,
a principal question of the LCT theory, i.e. the problem of
possible construction of all the variants of logical trees
that correspond to the initial TS and selection of the
minimal with respect to the depth (layer number) logical
tree arises [7]. It should be noted here that the above prob-
lem is the NP-complete one (this was fixed yet by L.
Highfill and R. Rives), and therefore, has no simple and
efficient methods of solving.

The methods and algorithms of constructing the logi-
cal classification trees (the decision trees) are the subject
of this study.

The principal available methods of training selection
processing at the recognition function construction do not
allow the required level of recognition system accuracy to
be achieved and their complexity in the process of these
systems construction to be regulated [8]. The methods of
constructing recognition systems based on the methods of
logical classification trees (decision trees) are free of such
shortcoming. In this case, the possibility of complex use
of a number of known recognition algorithms (methods)
to solve any particular problem of constructing recogni-
tion scheme is a specific feature of the logical tree (algo-
rithmic classification tree) method. It is based on a single
methodology, i.e. the optimal approximation of training
selection by a set of generalized attributes (autonomous
algorithms) included into a certain scheme (operator) con-
structed in the course of training process [9].
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The objective of this work is to develop an efficient
and versatile method of constructing classification (rec-
ognition) models on the basis of the LCT concept for the
discrete information arrays. In addition, the RS schemes
obtained have a tree-like structure and elementary attrib-
utes as their structural elements.

1 PROBLEM STATEMENT
Let TS be set in a following form (1).

%15 FRG)D)ss (XM > TR (X)) (1)

Note that here x; e G (G is a certain set), and RF is
frR(X) € {0,12,...k—1},(i=12,...M).
fr(x)=10<I<k-1)
XjeH|,H cG. Here fg is a certain finitely many-

Hence, means that

valued function that assigns the partition R of the set G
that  consists of  sub-sets (images, classes)
Ho,Hi,Hou s Hyg -

Thus, TS is a manifold (more strictly, a sequence) of
certain sets, and each set is a manifold of certain attribute
values and those of certain functions from this set. One
may add that the manifold of attribute values is a certain
image, whereas the function value correlates this image
with the corresponding figure [10].

The task is to build the LCT — L construction based on
the initial TS array and determine the values of its struc-
tural parameters p (i.e. F(L(p,X;), fr(Xj)) — opt).

2 REVIEW OF THE LITERATURE

Analyzing the problems of tree-like classification and
recognition models, one may realize a certain lack of cur-
rent studies in this field, when the main emphasis is made
on the concept of neural network recognition concept
[11]. To a great extent, this can be explained by the spe-
cific features of just the LCT models, the difficulties of
realization moments of the ACT concept (i.e. the highest
level of the LCN concept abstraction), the set of the se-
vere rules and restrictions concerning the practical work
with such data structures [12].

Present study is a continuation of a cycle of works
dedicated to the problem of tree-like discrete object rec-
ognition/classification schemes [13—15]. They relate the
issues of constructing, using and optimizing the logical
trees. It is known [13], that the resulting classification rule
(scheme) constructed by an arbitrary method or by means
of a branched attribute selection algorithm has a tree-like
logical structure. The logical tree consists of the vertices
(attributes) grouped in layers and obtained at a certain
step (stage) of recognition tree construction [2]. The prob-
lem of synthesizing the recognition trees to be represented
actually by the algorithm tree (graph) is an important
problem [6]. Contrary to available methods, the main pe-
culiarity of tree-like recognition systems is the fact that
the importance of certain attributes (attribute/algorithm
group) is defined with respect to the function that sets the
object partition into classes [16].
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For instance, in [17], the principal issues of the deci-
sion tree generation for the case of less informative attrib-
utes have been analyzed. The ability of LCT to perform a
one-dimensional branching to analyze the influence (im-
portance, quality) of certain variables gives a possibility
to operate with the various-type variables in a form of
predicates (in the ACT case — the relevant autonomous
classification/recognition algorithms). Such a concept of
logical trees is being used actively in the intellectual data
analysis, where the final goal lies in synthesizing the
model that predicts the target variable value on the basis
of a set of the initial data at the system input [18-20].

Note that today there is a considerable number of al-
gorithms that realize the decision tree concept — CART,
C4.5, Sparc, NewlD, ITrule, CHAID, CN2, Oris and
other, but the first ones are the most widely used and
popular. It should be noted that the above logical tree al-
gorithm C4.5 uses the so-called theoretical and informa-
tion criterion as the node (vertex) selection one, whereas
the CART algorithm is based on calculating the Gini in-
dex that takes into account relative distances between the
class distributions [21].

In [2], the important elements of branched attribute se-
lection are proposed and the LCD construction scheme is
analyzed on the basis of the logical tree algorithm with a
step-by-step estimation of the importance of the discrete
attributes according to the TS data. A modified BAS with
the one-off estimation of a set of attributes was suggested
in [9], while in [22] an algorithm of generating the set
(manifold) of random logic classification trees was pro-
posed with a final optimal selection stage.

Because the principal idea of the BAS methods and
algorithms could be defined as the optimal approximation
of a certain initial TS by the set of elementary attributes
(object attributes), their central problem of an efficient
branching criterion (vertices, attributes, discrete object
attributes) selection becomes the most important. Just
these principal problems are considered in [11], where the
questions of high-quality estimation of certain discrete
attributes, their sets and fixed associations are raised al-
lowing an effective mechanism of branching realization to
be implemented.

The LCT structure is characterized by the compacted-
ness, on the one hand, and the layer filling (sparsity) in-
homogenuity, on the other hand, as compared to the regu-
lar trees (the algorithm with the one-off attribute estima-
tion) [23]. Note that the problem of the BAS method-
based LCT construction process convergence and the is-
sues of selecting the logical tree synthesis process stop-
ping (e.g., tree depth or complexity-related restrictions,
accuracy restrictions, structure error number restrictions)
remain essential [2].

Note that the logical tree concept does not contradict
the possibility of using as the LCT attributes (vertices)
certain attributes of their combination objects (generalized
attribute idea considered in [24]) and sets. However, if
one goes further and does not consider as branches the
object attributes but selects certain independent recogni-
tion algorithms (estimated in accordance with the TS
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data), a new structure (ACT) will be obtained at the out-
put.

3 MATERIALS AND METHODS
The principal scheme of the BAS method algorithms
on the LCT concept basis lies in the idea of maximizing
the quantity W,,(f) [2]. The latter means that one has to
find in the logical tree algorithms such generalized attrib-
ute f for the training selection (1), for which the quan-
tity W,, () should be as possibly maximal.

Note that the following quantity will be the attribute
significance (2).

m
1 b; m
W(p) = Zﬁlpi , Where p; = max% . 2)
i=1 1<ms<k Di
Obviously, the significance of other attributes could
m
49

be estimated in a similar way. The quantity can be

i
interpreted as the probability of the fact that function
fr(x) takes the value O,,,(1<m<k) on condition that

the attribute value (p% equals to { (1<i<k). The p,
quantity is the maximal of such probabilities. The quan-
tity p, may be said to be information that could be ob-

tained about the fy(x) function value, knowing that at
the z set the attribute (p% value is equal to i . The quan-

tity W((p%) defined by this equation characterizes infor-
mation that could be obtained about the fz(x) function

value if the attribute (p% value at the z set is known. Ob-

viously, the attribute, for which the above information is
maximal, is considered the most important attribute with
respect to fp(x).

Note that selection (1) may have the probability char-
acter, i.e. the pairs (x;, fr(x;)), (i=12,...,M) may appear
in it in accordance with some probability distributions
p(x/Hy),...,p(x/ H;_;), but the generalized attribute is
determinate. Thus, the problem of optimal approximation
of the probability selection (1) in general is set using a
certain determinate function represented in general case
by a generalized attribute f . It is obvious that the above
problem has a sense when the image (class) character
Hy,H,....,Hj_; is rather close to the determinate one. The
latter means that the main part is occupied by the points
(objects) X, for which the value
max(p(x/Hy),...,p(x/ Hj_;)) is close to unit. This value
may vary substantially only at the points (objects) that lie
on the boundary of several classes H,H;,...,H;_; -

Note that in practice the BAS algorithms work, in
general, with the problems where the images (classes)
Hy,H,,...H,_, have a character close to the determinate

case.
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It should be noted that these algorithms possess a fol-
lowing specific feature — each algorithm is a process that
consists of certain steps dy,d,....,d;. Here each step d,

consists, in turn, of two stages (modes), i.e. training and
control test.
In the training mode, a certain generalized attribute f;

is formed at the step d;. In the test mode, the efficiency
Wy (f;) with respect to the training selection (1) is calcu-
lated for this generalized attribute. If W,,(f;) =9, then
the training process stops, whereas, if Wy, (f;) <8, then
the transition to the step d;,; takes place.

Let us note the peculiarities of selection (1) provision
at the training stage. Two cases are possible in practice:

a) Selection (1) is fixed, i.e. it is provided at each
training step d; .

b) Selection (1) depends on the step d;, i.e. at each
training step d; another selection is provided.

Case (a) takes place when selection (1) is the data of
some experiment (e.g. computer measuring) stored in the
read-only memory. The training algorithm in this case is a
multiple selection (1) processing. Note that selection (1)
may have extremely large volume, therefore, processing
algorithms must ensure that selection (1) during operation
could not be fed to the read-only memory.

If the case (a) does not occur, and there is no need in
storing data in the read-only memory, we deal with the
case (b). Here all the pairs processed at the step d, are not
stored and, therefore, at the step d,,, another series of
training pairs of the form (1) is fed.

For definiteness, we shall further consider the case (a),
i.e. the same TS will be fed at each step d. .

In this LCT construction scheme, a certain elemen-
tary attribute (p% is chosen. It is required here that the
value W), (p}) with respect to (1) is as maximal as possi-

ble. Note once more that W, (¢!) is calculated in accor-

dance with the method specified in [2, 10, 25, 26]. The
next steps of the logic tree method are convenient to be
interpreted using a tree (Fig. 1).

Note that each LCT vertex (Fig. 1) contains either

certain attribute (plj or number mlj that belongs to the set
{0,,...,k —1}. The vertex with m/, is called a final tree
vertex. Two guiding lines (arrows) denoted 0 and 1 go out
from the vertex with the attribute (plj . The guiding line 0

corresponds to the value ¢/ =0, the guiding line 1 — to

q)-l." =1. This tree is conditionally divided into layers. The

J -th layer contains the attributes (plj ,@é,..., .
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Layer Nod

0

0
Figure 1 — LCT on the basis of the branched attribute
selection

Any attribute in all the layers, beginning from the first
one and ending by the #-th ones, are the attributes ob-
tained after the n steps (stages) of the LCT construction.
Note that the attributes located at the 7 -th layer are those
derived at the # -th step (stage) of the logical construction
process.

Assume that only three steps of the LCT construction

are realized, and (p%,(plz,(p%,(p% ,(p%,(pg are the all attrib-

utes obtained as a result of the above steps. The logic tree

obtained in this three steps has a following form (Fig. 2).
Layer Xe3

Layer Na2

Layer Azl

Figure 2 — Logic tree after the three steps of the LCT generation
procedure

Each bound pair (x;, fr(x;)), (1<i<Mm) of TS (1)
corresponds to the relevant LCT path (Fig. 2). This path is

realized as follows. First, (p% (x;)=r; is calculated. Then
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we go down from the vertex (p% along the arrow (r;). Let,
e.g., (p{ (x;)=r=0. Then we go down to the vertex hav-

ing the attribute ;. Afterwards, we calculate ¢ (x;)=r

and move along the arrow starting from the vertex q)12
denoted by »,, and so on.

We shall denote 7; the path that corresponds to the pair
(x;, fz(x,)) and is completely defined by the x; value.

Two cases are possible here:
a) Let the path 7; end by a guiding arrow. For in-

stance, if we have such situation, when

(p% (x;)= O,(p12 (x;)= 0,(p13 (x;)=0, then the path 7. ends

1
by an arrow going from the vertex (p% and is denoted by
the 0 symbol (Fig. 2).
b) Let the path 7} end by a certain vertex that contains

a value mlj . For instance, when (p{(xi)zl,(p%(xi) =1, then

the path 7, ends by the vertex that contains a value mj —

(Fig. 2).

We shall call the paths corresponding to the case (a)
not finished, whereas those in the case (b) will be called
finished ones.

If the path T} that corresponds to the pair (x;, £, (x;,))
is finished and has at its end the value
m!,(m! €{0,,....k —1}), this means that f,(x,)= m/ . For
instance (see Fig. 2), for any pair (x;, fz(x;)) that satisfies
condition ¢ (x,) = ¢3(x,) = 1, another condition holds true

fr(x;)=m; . One may say that for the value X, correspond-

ing to the finished path 7; the complete tree-related recog-

nition is realized (Fig. 2). In other words, the pair
(x;, fr(x;)) belongs to the relevant path 7; .

At the next stages of classification tree construction,
the unfinished paths shall be considered only.

Then we shall denote each path at the tree under con-
struction by a binary set 7,7,75....(1; €{0,1}). For in-
stance, the binary set 010 at the tree (Fig. 2) shall indi-
cate the path that ends by a final arrow going from the
vertex (p% and denoted as 0. Obviously, the set
000,001,010,011,100,101 is a manifold of all the unfin-
ished paths at the LCT (Fig. 2).

Let M,, . be a number of all the pairs (x;, fz(x;)) of
selection (1) that belong to the unfinished path #,7,,7; of
the logical tree (Fig. 2) and Mrfl' o (0<j<k-1) bea

number of all the pairs belonging to the path #,7,,7;.
Moreover, the following relation holds true for them —
fr(x,)=j . For each unfinished path 7,,7,,7; of the tree
(Fig. 2), we calculate the following quantities (3).
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J
¢ =B o0 k—1). (2)
UBGRLE Mr,,rz,r3 (/ )

Let us find the value /(#;,7,,7;) for which:

I(n,ry,13) _ j

I(n,n,13)€{0,L,...k -1}, trl’rlz,z 3) = m;lXtrl,rz,r3 .
Substituting the quantity /(ry,7,,73), at the end of
each path 7,7 ,r; at the LCT (Fig. 2), we obtain the fol-

lowing LCT (Fig. 3).
Note that the tree from Fig. 3 realizes some general-
ized attribute f3(x) defined at the set G and takes the

values from the set {0,l,...,k —1}. The attribute f3(x) is

calculated as follows. First, for x we find the entire path
T, that corresponds to this element (the TS object). For

PI(x) =0, p{ () =1, 93(x)=1, then
T,=011. As the f3(x) values we take the element from
{0,1,...,k—1} that ends the path 7,. For instance, if
T, =011, then f3(x)=1(011). If the object X corresponds
to the finished path 7, with the number m,, (0<m, <)

example, if

in the end, we assume that f3(x)=m, .

After constructing the attribute f3(x) , the control test
stage starts. In the test mode, the number § of all the
pairs (x;, fr(x;)) from selection (1), for which relation
Jr(x;) = f3(x) holds true.

Let us check the condition %Zg. Given this condi-

tion met, the process of the tree construction ends, and the
generalized attribute f3(x) represented by a logical tree

(Fig. 3) provides approximation of selection (1). If

Fayer Ned
Layer N2 v
\ & mf|
Layer Al
[(101)
1(100)
[(011)
1(010)
1(001)
0 1(000)
Figure 3 — Logical tree after the three generation steps with

fixed paths
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100

S s, the process of tree construction continues. When
M

constructing the recognition tree, we shall first select at
LCT (Fig. 3) all the values /(#,7,r;) for which relation

PUGERCY
15125713

=1 is valid. The paths #,r,,73 for which the
above relation is valid could be considered finished.
For example, let:

1(011) 1(000)

1(010) _ L ,
foro =t =L Lo <k
1001) _ ;. LI(100) _ . I(101)
ool <l 400 <l Lot <1.

In this case, we obtain the tree (see Fig. 4), where
m3 =1(010), m3 =1(011).

All the paths 000, 100 and 101 at the tree (Fig. 4) are
unfinished. For each of these paths 7,7,,73 we consider

the sets H where H is the set of all those

n,r,r 2 n,12,13
training selection pairs (x;, fp(x;)), which belong to the

path 7,r,75. The sets H could be considered cer-

R RE]
tain selections. Note that in case of logical tree (Fig. 4) we
have the following selections H g, Ho1>Hio0> Hiol-

For each selection H we choose the elementary

UBLPEE
attribute ¢, ,, ., for which the value W, o @) is

) is the

212,73

as maximal as possible. The value
p WH'L'ZB ((prl,rz,r3

efficiency of recognition of the H selection with the

1512573

help of the attribute Priryry - After selecting the attributes

LRk
@1, » We receive a new LCT shown in Fig. 1. Note that
here we shall have as follows:

4 Y Y L
P1 =00005P2 =Pp015P3 = P1005P4 =P101 -
Layer A3

Layer Ne2

Layer Mel

Figure 4 — Final LCT
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Then we apply to the tree from Fig, 1 the same proc-
ess as in case of the tree from Fig. 2.

It is worthy noting that there is no need in forming a
separate set of training pairs to realize each selection

H, ,, . - All these selections are realized as follows — the

pairs of selection (1) are fed sequentially and only the
training selections belonging to the path 7,7,,7; are taken

into account. As a result of this process, the selection
H will be realized.

11512513
4 EXPERIMENTS

It is obvious that one may construct the LCT set on
the basis of one initial TS using the relevant methods and
algorithms. For example, using the functional (2) as the
branching criterion, we can construct at least two LCTs
dependent on the choice — whether it is worthy to evaluate
the quality of elementary attributes at each step of logical
tree generation or it should be done once at the beginning
of construction providing, thus, system apparatus resource
saving. Therefore, a 'hot' problem of comparing models
obtained arises with the aim to choose the best TS with
respect to the current one.

Determining the indices that characterize the basic
properties of the models obtained is an important stage of
the process of comparing the tree-like models constructed.
Note that the models are compared on the basis of an in-
tegral quality index, i.e. the central criterion of the LCT
model comparing.

Similarly to [17, 26-28], we shall fix the following list
of basic characteristics of synthesized LCT — V., N,,.,
Ctrv Otr’ Entrv Ettrv ErH .

Let us fix at the next stage the main parameters of the
LCT model with respect to its characteristics —
Cavg:(ctr/Vtr)’ N};:(N,,,/n), Otli/’:(otr/Vtr)’

Qavg =(M/0,)-
General index of the initial TS data generalization
LCT model is calculated as:
M-n
[ Main = 5, A ’
V., +2C,

It is obvious that the En,., Et,., Ery model errors
are the critically important LCT model parameters (ac-
cording to the TS and ST data, as well as to each of the
initial partition classes of the current problem set G ).

Note that the question of the reduction of the LCT struc-
ture complexity remains a principal moment (here we deal
with the following parameters, N, being the number of

attributes in the LCT structure, V. being the number of the
LCT model vertices and C,, being a total number of transi-

tions in the LCT structure; and the memory and processor
time loss parameters A and T, respectively).

Note that it is reasonable to increase the parameters O,

and Ot’; in the LCT structure. This will allow the time of

making solutions according to this logical tree model to be
reduced and the processor time to be saved. It is necessary
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to maximize the parameter 7, (the LCT model generali-

zation index) that allows one to reach the most optimal
LCT structure and provides the maximal compression of
the initial TS data (i.e. to represent the initial data array by
the minimally structurally complex logical tree), as well as
the parameter Oue (the average number of the TS sets at

the resulting RF values, i.e. the LCT leaf) [29-33].

The integral model quality index presented in the fol-
lowing form is an important LCT model index that takes
into account the above parameters:

‘En,, Et, ~82

_ Otr ‘€ MMy

QMain - N, tr’ Vtr ' Ctr
It should be noted here that this integral LCT model
quality index has a sense only in case when the condition
(En,. /M)<3& holds true. Obviously, in the opposite case it

will be zero. This index increase characterizes the growth
of the LCT model quality and, vice versa, its decrease
testifies to the classification quality worsening.

Thus, having taken, as the basis, the classification tree
method and the modularity principle, the software com-
plex Orion III has been developed at the Uzhgorod Na-
tional University being used to generate the autonomous
recognition systems. This system algorithmic library has
11 recognition algorithms including the algorithmic reali-
zation of the LCT construction suggested above.

The basic problem here was the construction of the
autonomous recognition system on the basis of geological
data (the oil-bearing bed partitioning problem). 12 basic
elementary attributes and 10 additional ones have been
used to recognize objects.

Information concerning the two classes of objects is
presented in the TS. At the examination stage, the classi-
fication system constructed has to provide an efficient
recognition of unknown classification methods with re-
spect to the above two classes. Before starting the work,
training selection was automatically checked for correct-
ness (searching for and removing the similar objects of
different belonging — the first kind errors), though the
system realizes the training and error-correcting scheme
for the classification tree (the TEC algorithm) — as gen-
eration was carried out in the automatic mode, this algo-
rithm has not been used.

5 RESULTS

Note that training selection consisted of 1.250 objects
(756 of them being oil-bearing ones), and the efficiency
of constructed recognition system was estimated at the
test selection comprising 240 objects. The data of training
and test selections have been obtained in accordance with
the geological survey on the territory of Transcarpathian
province during the period from 2001 to 2011.

It should be noted that a fragment of the main results
of the above experiments is presented in Table 1. The
LCT models constructed provided a required level of ac-
curacy set by the problem statement, speed and system
operating memory consumption.
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Table 1 — Comparison of classification tree synthesis methods

Logical tree struct thesi Initial data Integral model Total number of
ogical tree structure synthesis S ;
method Number of Number of Total TS Total ST quality indexi ST model errors
- attributes of the . - OMai Et,
classes in TS TS objects capacity capacity ain r
Elementary attribute selection
method suggested (the LCT
method) [6] 2 22 1250 240 0.00023141 0
Tree classification method on
the basis of autonomous classi-
fication and recognition algo-
rithms (the ACT method) [23] 2 22 1250 240 0.00018608 2

6 DISCUSSION

Note that the suggested LCT model quality estimates
fix the most important characteristic of the logical trees
and could be used as the optimality criterion in the proce-
dure of LCT construction and final selection from the
LCT model set.

It should be noted that this LCT construction scheme
was compared to the ACT method showing an acceptable
result. The main idea of ACT is its approximation by a set
of initial TS algorithms. The ACT structure obtained is
characterized by high versatility and relatively compact
model structure. However, it requires large apparatus
costs to store the generalized attributes and to provide the
initial estimation of the TS classification algorithm qual-
ity. In contrary, LCT has high classification rule speed,
low apparatus costs for storing and tree structure operat-
ing and high classification quality.

CONCLUSIONS

In this work, the problem of the LCT construction
automation on the basis of the TS approximation by a set
of elementary attributes has been solved.

The scientific novelty of the results obtained is con-
firmed by the fact that a simple method of LCT construc-
tion has been suggested for the first time on the basis of
the elementary attribute selection with a permanent esti-
mation of their importance at each step of the classifica-
tion tree generation. Here, at each branching step, the
influence of any attribute value on the resulting RF value
in the tree structure has been taken into account. Note that
the functional proposed could be used not only to estimate
the informativeness of certain elementary attributes, but
also to calculate the importance of the attribute sets and
their combinations that allows more optimal structure of
synthesized LCT according to the TS initial data to be
achieved in future.

We have suggested in the present work a set of gen-
eral indices that allows the general LCT model character-
istics to be presented effectively. This set could be used to
select the most optimal LCT from a number of con-
structed ones (e.g., in the case of the random LCT con-
struction algorithms [22]).

The applied value of the results obtained in the pre-
sent work means that suggested LCT construction method
has been realized in the algorithm library of a universal
software system ORION III to solve different applied
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problems of discrete object array classification/ recogni-
tion.

Note that practical testing carried out by us has con-
firmed the performance of suggested LCT models and
software. This enables recommendations on the use of the
above approach and its software realization to be elabo-
rated for a wide spectrum of applied problems of discrete
object array classification/recognition.

The outlook of the further studies could be related to
developing the methods of algorithmic trees classification
and optimization of the software realization of the sug-
gested LCT construction method and its practical testing
at the set of real classification/recognition problems.
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AHOTAIIA
AxTyanbHicTs. Po3risiHyTa 3aranpHa 3aada HoOyJOBH JIOTIYHHX AepeB po3mi3HaBaHHA (Kinacuikamii). O6’e€KToM raHOTO 10-
CITIIDKEHHS € JIOT14HI AepeBa kiacudikarii. [IpenvMerom IociimKeHHs € akTyalbHi METOAN Ta AJITOPUTMH OOy IOBH JIOTIYHUX JEpeB
KJacudikarii.
Meta. Metoro 1aHOi poOOTH € CTBOPEHHS MPOCTOro Ta e()eKTUBHOTO METOy MOOYIOBH ACPEBONOAIOHUX MOJeNel po3mi3Ha-
BaHHs Ha OCHOBI JiepeB Kiacuikalii A HaBYaJbHUX BHOIPOK AMCKPETHOI iH(opMallii, IKuii XapaKTepUu3yeThCsi CTPYKTYPOIO OTPH-
MaHHX JIOT1YHHX JiepeB Kiacuikarii 3 eJeMEeHTapHUX O3HAK OLIHEHMX Ha OCHOBI (DYHKIIOHATy PO3pPaXyHKY iX iHPOPMATHBHOCTI.
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Merton. [IpononyeThbes 3araabHUM MeTOZ MOOYMOBHU JIOTIYHUX JepeB Kiacupikarii, sskuif Uil 3aaHoi MOYaTKOBOI HAaBYAIBHOL
BHOIpKH OyIye nepeBoIoiOHy CTPYKTYpY, sIKa CKIIAJAEThCS 3 HA0Opy eleMEHTapHHUX O3HAK OL[IHCHNX Ha KOXXHOMY KPOIli OOy I0BU
MOJIENTi 33 JaHO BUOiIpKO. TOOTO MPOMOHYETHCSI METO/I MOOYIOBH JIOTIYHOTO JIePeBa OCHOBHA i/ies SIKOTO MOJIATa€e B alpoKCUMaIii
HayaJgbHOI BUOIPKH JOBUIBHOTO 00’€My HabOpOM eleMeHTapHUX o3Hak. JlaHuit MeTox mpu GopMyBaHHI MOTOYHOI BEpPIINHHU JOTi4-
HOTO JiepeBa (By3ia) 3a0e3neuye BUAICHHs HaiO1mbm iHGOpMaTUBHUX (SIKICHUX) €TeMEHTapHUX O3HAK 3 M0YaTKoBOro Habopy. Ta-
KH{ MiAXix mpu moOyJoBi pe3ysIbTyI04oro AepeBa Kiacudikamii J03BOJIsE 3HAYHO CKOPOTUTU PO3MIp Ta CKJIAJHICTD JiepeBa (3arajb-
Hy KUIBKICTb TUIOK Ta SIPYCiB CTPYKTYpH) MiABHIIUTH SAKICTh HOTO HACTYHMHOTO aHami3y (iHTeprpeTabenpHICTh). 3amponoHOBaHUN
MeToJ] OoOYXOBH JIOTIYHOTO JepeBa Kiacuikamii 1o3Bossie OyayBaTH AepeBONOAIOHI MOJETI PO3Mi3HABAaHHS JUIS IIHPOKOTO Kiacy
3aJa4 Teopii ITYIHOTO IHTEIEKTY.

Pe3yabsTaTn. Po3poOiennii Ta npencraBieHui B JaHiil poO0Ti METOA OTPUMaB IPOTpaMHy peaizaliio Ta OyB JOCITIKEHHH IpH
PO3B‘sI3Ky 3amadi Knacugikamnii JaHUX Te0JIOTTYHOTO THITY, SIKI XapaKTepPHU3yIOThCS 03HAKOBHM ITPOCTOPOM BEJIMKOI PO3MIPHOCTI.

BucHoBku. IIpoBeneHi B qaHiit poOOTi eKCIIEpUMEHTH IMTiATBEPIIIM paLe3IaTHICTh 3alpOIIOHOBAHOIO MAaTEMAaTHYHOTO 3a0e3-
MIEYEHHS Ta MOKa3ylOTh MOXJIMBICT HOr0 BUKOPHCTAHHS U1 PO3B‘A3KY IIMPOKOrO CHEKTPY MPAKTHYHUX 337ay PO3Ii3HABaHHS Ta
knacudikarii. [lepcnekTuBy momanpmuX JOCHIIKEHb MOXKYTh MOJSTaTd B CTBOPEHHI OOMEXEHOTO METOMy JOTIYHOTO JepeBa Kia-
cudikauii, AKA NOJATaE B BEACHHI KPUTEPIIO 3yIHHKU MPOLEAYPH MOOYIOBH JIOTIYHOTO JepeBa 3a TIHOMHOK CTPYKTYPH, ONTHMI-
3allii Horo mporpaMHUX peaisaiii, a TAKOXK EKCIIEPUMEHTAIBHUX JOCIIPKEHHAX JAHOrO METOY Ha OLIBII MIMPOKE KOJIO MPaKTHY-
HHX 3a/1a4.

KJIFOYOBI CJIOBA: noriune aepeBo kiacudikarii, po3nizHaBaHHs 00pa3iB, Kiacudikarlis, 03Haka, KPUTEPi po3raisys>KeHHs.

YK 001.891:65.011.56
MOCTPOEHME JIOTHYECKHX JEPEBBEB PACIIO3HABAHHNS HA OCHOBE METO/IA IIOIIATOBOM
CEJIEKIIUM DJIEMEHTAPHBIX ITPU3HAK
IMoxan U. ®. — kaH]. TeXH. HayK, AOLEHT, TOLEHT Kadeapbl mporpaMMHoro obecrieuenus cucreM JIBH3 Vikropopackuii Harmo-
HaJbHON YHUBEPCUTET, I. YKropoJl, YKpauHa.

AHHOTAIUSA

AKTyaJabHOCTB. PaccMoTpeHa obIasi 3a1a4a IOCTPOCHHS JIOTHYECKUX JICPEBbEB pacro3HaBanus (Knaccupukauun). OObeKTOM
JAaHHOTO HMCCIIEJOBAHUS €CTh JIOTHYECKHE JiepeBa Kiaccupukarmu. [IpeqMeTom ucciaeqoBaHus SBISIETCS aKTyaJlbHbIE METOIBI U all-
TOPHTMBI TIOCTPOCHHUS JIOTHYECKUX JIEPEBbEB KIaCCH(DUKALIMH.

Iesn. Llenbto naHHON pabOTHI ABISETCSA CO3AaHKUE POCTOro U 3G (HEKTUBHOrO METOJa NOCTPOCHHS APEBOBUAHBIX MOJENEH pac-
MO3HOBAHMUS Ha OCHOBE JICPEBbEB KilacCH(UKauK Ui 00yJaroIix BEIOOPOK JUCKPETHOU MH(OPMAIMU, KOTOpasi XapaKTepU3yeTCst
CTPYKTYpPOH TOJTyYEHHBIX JOTMYECKUX JIePEBbEB KIIACCH(HKALNK C SIEMEHTAPHBIX IPU3HAKOB OLIEHEHHBIX HA OCHOBE (DYHKI[HOHAJA
pacuera UX HHHOPMATHBHOCTH.

Mertoa. Ipennaraercs oOIHiA METOI HOCTPOCHHS JIOTHYECKHX JEPEBbEB KIacCH(HKAINK, KOTOPBIA IS 3alaHHON HadyaibHOW
o0yuaroleil BBIOOPKU CTPOUT JAPEBOBHIHYIO CTPYKTYPY, COCTOSILYIO M3 HaOOpa 3J1€MEHTApPHBIX IPU3HAKOB OLICHEHHBIX Ha KaXKIOM
mary HOCTPOEHHs MOJIEIHN 110 JaHHOHU BbIOOpKe. To ecTh mpearaeTcss METO/ MOCTPOSHHUS JIOTHYECKOTO AepeBa OCHOBHAS Hesl KO-
TOPOTO 3aKJIIOYAETCS B alIPOKCUMAIMH HAYAIBHOTO BBIOOPKH MPOU3BOJIBEHOTO 00beMa HabOpOM 3JIeMEHTAapHBIX MPU3HAKOB. JlaH-
HBII MeTo[] IpH GOPMUPOBAHUY TEKYIIEH BEPLIMHBI JIOTHYECKOTo JepeBa (y3ia) odecrieunBaeT BhleIeHe Hanboaee nHHOpPMaTHB-
HbIX (KQUECTBEHHbIX) JIEMEHTApPHBIX NIPU3HAKOB C HAYaIbHOro HaOopa. Takol MOIXOA NMPH MOCTPOSHHUH PE3yIbTHPYIOIIEro AepeBa
KJIacCU(UKAIMY MO3BOJISIET 3HAYUTEILHO COKPATUTh Pa3Mep U CIOXKHOCTH JiepeBa (00liee KOJIIMYEeCTBO BETBEIl U sIPyCcOB CTPYKTYPbI)
MOBBICUTh Ka4€CTBO €ro MOCIEYIOIIero aHaiu3a (MHTepIpeTadenbHOCTh). [Ipe/yiosKeHHbI METO MOCTPOCHHS JIOTHYECKOT0 JiepeBa
KJIacCU(UKAIIMHU MO3BOJISICT CTPOUTH JAPEBOBH/IHBIC MOJICIIM PACIO3HABAHMS JUISl LIMPOKOrO KJacca 3aad TCOPHH MCKYCCTBEHHOTO
HHTEJJICKTA.

PesyabTarsl. PazpaboTan u npencrasieH B JaHHON paboTe METOA MOIyYHII IPOrPaMMHYI0 PEaTU3aLMI0 U ObUT HCCIIEN0BaH IIpU
PCILICHUHU 3a[a4d KIaCCU(UKALMU JaHHBIX I'€OJIOMMYECKOr0 THIIA, XapaKTepU3YIOIIHecs MPU3HAKOBBIMH MIPOCTPAHCTBOM GOJIBLION
Pa3MEpHOCTH.

BeiBoasl. [IpoBeneHHbIC B JaHHOW paboTe SKCIEPUMEHTBI OATBEPIMIN PabOTOCIIOCOOHOCTD MPEUI0KEHHOTO MaTeMaTHYECKO-
ro o0ecredeHus 1 MOKa3bIBalOT BO3MOXKHOCTh €r0 MCIIONIB30BAaHMs JUIsl PELICHHUS IIMPOKOTO CIIEKTpa NPaKTHYECKHX 3a/1a4 Paclo3Ha-
BaHUs U Ki1accuukamy. IlepcrekTHBbI TadbHEHIINX UCCIeA0BAaHUH MOTYT 3aK/IF0YaThCsl B CO3AaHUHM OTPaHUYCHHOTO METO/Ia JIOTH-
YeCKOro JiepeBa KIacCU(UKAIMK, KOTOPBIH 3aKIFOYAeTCsl B BEICHUH KPUTEPUS OCTAHOBKH IIPOLEAYPHI NOCTPOCHHS JIOTHYECKOTO
JepeBa 1o rry6uHe CTpyKTyphl, ONTUMHU3AIMK €0 HPOrPAaMMHBIX pPeaM3aliii, a TaKKe IKCIEPUMEHTAIBHBIX HCCIICIOBAaHUSIX JaH-
HOro MeTo/a Ha GoJiee MIMPOKHUH KPYT MPaKTHYECKHX 3a1ad .

KJIIOUEBBIE CJIOBA: noruyeckoe IepeBo KiacCH(HKAIUU, PAaclio3HAaBaHUs 00pa30B, KiIaccUUKanys, Ipu3HaK, KpUTepuit
Pa3BETBIICHUS.
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