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ABSTRACT
Context. The direction of the human face vector is an indicator of human attention. It has many applications in our daily lives,
such as human-computer interaction, teleconferencing, virtual reality and 3D sound rendering. Moreover, determining the position of
the head can be used to compare the exercises performed by a person with a certain standard, which brings us to investigation of
ways to efficiently track moves. Depth-camera based systems, frequently used for these purposes, have significant drawbacks such as
accuracy decreasing on the direct sunlight and necessity of additional equipment. The recognition from the two-dimensional image
becomes more widespread and eliminates difficulties related to depth cameras which allows them to be used indoors and outdoors.

Objective. The purpose of this work is creation of the method that will allow us to track human head moves and record only

significant vectors of head direction.

Methods. This paper suggests reference points method that decreases set of recorded vectors to minimal amount significant to
describe head moves. It also investigates and compares existing methods for determining the vector of the face in terms of use in

suggested approach.

Results. Suggested reference points method shows ability to highly decrease set of head direction vectors that describe the move.
According to the results of the study, regression-based methods showed significantly better accuracy and independence from light
and partial face closure so they were chosen to be used as methods to get head direction vector in reference points approach.

Conclusions. Research confirmed applicability of reference points method for human movements tracking and shown that
methods of determining human head vector by two-dimensional image can compete in accuracy with RGBD-based methods. Thus
combined with suggested approach these methods expose less restrictions in use than RGBD-based ones.

KEYWORDS: Face orientation vector, head moves, recognition, deep learning.

ABBREVIATIONS
CNN is a convolutional neural network;
FPS is a Frames per Second;
MAE is a Mean absolute error;
PAM is a parameterized appearance models;
RGBD is RGB image with depth information.

NOMENCLATURE
is an angle vector on the i-th frame;

i
aT is a reference point vector;

(cx,cy) is a focal center;

e, is an absolute error;

f, and fy are focal lengths in the x and y directions;

k is a flexibility degree;
N is an amount of observations in experiment;
r. is an element of the rotation vector;

t; is an element of camera translation vector;

U, V, W are positions of the object in three-
dimensional space;

X, y are coordinates of the points in the image;

X; is a real value;

Y, is a predicted value.

INTRODUCTION
Human face direction as a part of entire body pose
determines positioning in exact time frame. Which means
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that sequence of face vectors is a move, thus ability to
detect human face vector allows us to determine the
accuracy of the exercises, which in turn is useful for
rehabilitation institutions, fitness centers, entertainment
facilities.

In recent years, methods for recognizing the face, its
individual parts and looks have evolved in several
different directions. In order to recognize human
movement in games, the Kinect optical system was
developed, which has gained popularity due to its high
recognition accuracy. But this system has significant
restrictions on use, such as the maximum number of
people in the image and the inability to use it in direct
sunlight. In parallel, a different direction of recognition
was developed from two-dimensional images without the
use of depth sensors. This area is also divided into
different methods, but in recent years, CNN-based
methods have shown the best results in accuracy and
speed of image analysis.

Different approaches to determining the vector of face
rotation use different metrics. There are two main ways to
express the position of the head: the position of the
camera relative to the head, the deviation of the head from
the position full face.

In a computer vision, position of the object means its
relative orientation and camera position. You can change
the pose by moving the subject relative to the camera or
the camera relative to the subject. If we want to express
the position of the head so that the goal is to find the pose
of the object when we have a calibrated camera and we
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know the location of n 3D points on the object and the
corresponding 2D projections in the image.

A 3D hard object has only two types of camera
movement. Translation — moving the camera from its
current 3D location (X, Y, Z) to a new 3D location (X', Y',
Z') is called a broadcast. As you can see, the translation
has 3 degrees of freedom — you can move in the X, Y or Z
direction. The translation is represented by a vector equal
to (X'=X,Y' =Y, Z -Z). You can also rotate the camera
around the X, Y, and Z axes. Therefore, rotation also has
three degrees of freedom. You can represent it using the
Euler angles (turn, step and slope), the 3 x 3 rotation
matrix, or the direction of rotation (ie the axis) and angle.

To calculate the 3D position of an object in an image,
you need the following information:

— 2D coordinates of multiple points. You need to
position multiple points on the image (Fig. 1). In the case
of the face, you can choose the corners of the eyes, the tip

of the nose, the corners of the mouth, etc.
D e

Figure 1 — Matching dots on 2D and 3D

— 3D locations of the same points. You need three-
dimensional multi-point placements in an arbitrary frame.
Since it is not possible to obtain an accurate three-
dimensional model of any head from a single image, a
generalized human head model is used.

Indicators that determine the position of the head
when using the second way of expressing the position is
the angle at which the head deviates from the frontal
position in the following three directions: pitch, roll, yaw
(Fig. 2). While the first method is suitable for determining
the position of any object relative to the camera, the
second method can only be used to determine the position
of the head. Usually the second method is used in
methods that are based on the creation of a CNN model.

Figure 2 — Head rotation directions
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One of the well-known technologies that play a crucial
role in determining human postures and head postures is
the Kinect camera developed by Microsoft. The Kinect
camera has a clear advantage over other 3D cameras,
because it gets more accurate depth information and
works fast enough. Using Kinect, you can track up to six
people at a time, as well as get motion analysis with an
extraction function that allows you to determine the
locations of the articulation points of the human skeleton.
Extremely useful indoors, it cannot be used outdoors
because the infrared depth sensor is extremely sensitive to
sunlight. Methods based on the use of information
obtained with the help of depth sensors allow to achieve
accuracy in which the deviation from the real data is no
more than two degrees [1].

The limitations on using Kinect, force us to look for
ways to recognize a person’s head based on a two-
dimensional image of an RGB camera. Historically, there
have been several basic approaches to face modeling:
discriminatory, oriented approaches, and parameterized
appearance models, or PAM. Regardless of the approach
chosen, each method uses a face detector to obtain a
region of the face image that will be further analyzed.
There are several approaches to the problem of face
recognition, some based on the implementation of the
Viola-Jones algorithm [2], the wavelet transform [3], or
the principal component method.

Considering the conducted researches and current
restrictions the purpose of this work is creation of the
method that will allow us to track human head moves and
record only significant vectors of head direction to
represent the entire move with minimal amount of data.
The object of study is the vector of facial orientation, and
the subject is the method for determining the reference
points of head moves.

1 PROBLEM STATEMENT

Based on the study of existing systems and methods
that perform the definition of the face vector on the
images, we can describe a problem statement for the head
tracking and comparison system.

As an input we have a sequence of frames with human
head poses. In order to create a head tracking system, it is
necessary to determine human head direction vector
a,i=1n on each frame and distinguish those vectors

a}, j=1m where head changes direction of the move.

The output will be a sequence of reference points

al,...,a! , m<n sufficient to describe the head moves.

The main criterion by which existing method should
be considered is the accuracy of vector calculation and the
stability of operation in different lighting conditions and
video quality. The desired angle deviation shall be close
to 2° for each rotation direction. The processing speed of
one frame should be approximately 40 ms, in order to
process high speed moves.
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2 REVIEW OF THE LITERATURE

In recent years, methods that directly take 2D (face
landmark) face points using deep learning tools appeared
[4]. They have become dominant approaches to the
analysis of face rotation due to their flexibility and
resistance to extreme posture changes.

Recently, researches that use deep neural networks
became leaders in the accuracy of the evaluation of head
postures. J. Park and S. Kwon used deep neural networks
such as Lenet to evaluate continuous head posture [5].
Massimiliano and Angelo explored the role of adaptive
gradient methods for improving CNN performance in the
evaluation of head postures [6]. The above works build
their core unit using less than five collapsible layers and
extract more expressive features from the training
datasets. Kumar et al. modified the GoogleNet
architecture to jointly predict facial landmarks and head
postures. Xu et al. adapted the global and local CNN
facial features for coarse-to-fine head posture evaluation.
They used the global networks to predict the original head
posture and the local networks to update the postures
according to the current form. B. Huang et al. created a
method of estimating head postures using two-stage
groups with averaged top-k regression [7].

3 MATERIALS AND METHODS

Face landmark based methods that detect relative to
camera head position are quite widespread and are
commonly used with face-landmark detectors [8, 9]. The
search of the pose is performed by determining the
distortion applied to the 3D model. To achieve this, a
landmark detector needs to find dozens of dots on the
face, such as mouth corners, eye corners, jaw silhouettes,
and more. Many algorithms have been developed and
implemented in OpenCV. Identifying a person’s
landmarks begins with identifying the persons in the
image and their extents (bounding box). The fastest and
easiest way to detect faces in OpenCV is still to use the
associated cascade classifiers using the cv
CascadeClassifier class provided in the core module. The
tag detector will work around the detected individuals,
starting from the bounding box.

Once we get the landmarks on the face, we can try to
determine the direction of the face. 2D face orientations
essentially correspond to the shape of the head. Therefore,
in view of the three-dimensional model of the human
head, we can find approximate corresponding three-
dimensional points for a number of faces next way:

U

\

wl
1

In the above formula U, V, W are the position of the
object in three-dimensional space, and X, Yy are the
coordinates of the points in the image, f; and f, focal
lengths in the x and y directions, C, and ¢, are focal center,
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r,i=19 are elements of the rotation vector, t,,i = 1,3 are

elements of camera translation vector. OpenCV provides
implementation for finding rotation and moving with its
cib :: solvePnP functions calib3d module.

Since the general model is commonly used, this can
lead to position recognition errors in case of significant
differences between the test subjects’ head and the model.
Another problem in the application of this method
depends on the accuracy of determining the anchor points
of the individual. If a significant part of the points is
absent, it is impossible to calculate the coordinates of the
head.

The newest and more advanced methods of
determining the posture of the head are methods based on
the training of neural networks. Face detectors are trained
on images of a person with different discrete poses and
combine the outputs of a number of classifiers. These
existing methods of estimating head postures are usually
taught based on the classification of bin-poses or
regression in one pose. Classification-based methods are
performed by comparing the image with the labels of
discrete poses, while regression-based methods directly
output values of continuous posture. However, these
methods are unlikely to use classification and regression
loss at the same time. Classification-based methods are
more robust to changes in non-ideal conditions. Their
labels are true, accepting angular intervals (usually greater
than 10°), so the corresponding labels are a bottleneck for
further improving accuracy. Regression-based methods
may more accurately predict head posture, but their
effectiveness depends on the initial head position and
variations in head posture, and perform poorly in non-
ideal conditions.

Nonlinear regression methods use a training set to
create nonlinear mapping from images to poses, and CNN
is part of these methods. Because CNNs have the ability
to reduce size and extract features automatically, they
have achieved good results in various areas. The use of
CNN has greatly improved the accuracy of head
estimation, but excellent performance is only
demonstrated in the same type of images and conditions
that are found in the training set due to the intense
overload of the training set.

FSA-Net [10] is representative of the regression
method and uses a smooth stepped regression scheme.
Existing methods of function aggregation process the
input data as a set of features and thus ignore their spatial
relation on the feature map. The method offers a fine-
grained mapping of the structure for spatial grouping of
features before aggregation.

FSA-Net performs spatial grouping of features before
submitting them to the aggregation process. The
developers of this method claim that due to this method
they achieve accuracy that exceeds the capabilities of
systems based on RGBD image processing, that is,
images from cameras with depth sensors.

ResNet50 [11] combines a classification and
regression approach to create a CNN that determines the
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position of the head without first finding anchor points.
The ResNet50 uses three separate losses, one for each
corner. Each loss is a combination of two components: a
classified posture and a regression component. Any
network can be used and complemented by three fully
connected layers that predict angles.

The idea behind this approach is that, using the
classification, a softmax layer and cross-entropy are used,
thus the network learns to clearly predict the adjacent
posture. With three cross entropy losses, one for each
Euler angle, we have three signals that are transmitted to
the network to enhance learning. In order to get clearer
forecasts, the expectation of each output angle for the
resulting output class is calculated.

Then, regression losses are added to the network,
namely the mean square error loss to improve the
forecasts. There are three terminal losses, one at each
angle, and each is a linear combination of both the
corresponding classification and the regression losses.

In order to make progress in the prediction of image
intensities, we need to find real datasets that contain
accurate posture annotations, multiple images of different
people, different lighting conditions, and a significant
variety of poses. We identify two very different datasets
that meet these requirements.

The BIWI dataset [12] is collected in the laboratory by
recording RGB-D videos of different people with
different head postures using a Kinect v2 device. It
contains approximately 15,000 frames and rotation angles
of + 75° for yaw, = 60° for pitch and + 50° for roll. This
dataset is commonly used as a benchmark for estimating
postures using depth methods, which confirms the
accuracy of their labels. Examples of images from the
BIWI dataset are shown in Fig. 3.

22CCE
R92CGE

Figure 3 — An example from a BIWI dataset

Another 300W-LP data set [13] is a 300W extension
that standardizes multiple alignment databases with 68
landmarks, including AFW, LFPW, HELEN, IBUG, and
XM2VTS. This dataset offers synthetically advanced data
to prepare landmark models. This is a collection of
popular two-dimensional datasets that have been grouped
and re-annotated. Synthetics of the set make it possible to
create images with different values of deviation in all
three directions and at the same time to receive the most
accurate marks, which significantly affects the quality of
the trained CNN models.

We propose to use head direction estimation methods
to track head pose in real time. Considering the possible
methods of comparison of head positions, two methods
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were identified: frame-by-frame comparison, comparison
of reference points. The first method is much simpler in
terms of implementation, but it has significant drawbacks.
First, the accuracy of this method depends on the speed of
the face vector search method, if this speed is more than
40 ms (interval between frames when recording FPS 24
video), then some frames will be skipped, which will lead
to a false negative scenario. Also, the person performing
the exercises can change the pace of movement.
Therefore, the fact of performing the exercise should not
be associated with time.

We propose the reference point method that simplifies
the process of recording the reference exercise. With this
method we do not have to record every position of the
head, but only those positions in which the movement
changes direction. This method tracks the vector by which
the face moves in time. Since the vector of the head can

be represented as a= (r, p, y), where r is the angle of

the head along the z axis, p is the angle of the head along
the x axis, Y is the angle of the head along the y axis, the
reference point is a head direction vector in which the
way it flows changes its direction. The reference point can
be found by the following formula:

k < ‘ai‘ _‘aiﬂ

< ‘ai‘ —‘ai—l

, )

where g is the value of the angle on the i frame and K is a
flexibility degree. If the inequality holds for at least one
of the metrics, the position is stored as a reference point.
Flexibility degree is needed to avoid recording reference
points caused by variations in vector estimation.

4 EXPERIMENTS

The methods discussed earlier were investigated by
the following criterias:

— accuracy of the method;

— speed of work;

— maximal recognition angle.

The accuracy of the method of determining the
position of the head is usually calculated in MAE (Mean
absolute error). In statistics, the mean absolute error
(MAE) is a measure of the difference between two
continuous variables. Consider the scatter plot of n points
where point i has coordinates (X;, y;). Mean absolute error
(MAE) is the average vertical distance between each point
and an identical line. MAE is also the average horizontal
distance between each point and an identical line. MAE is
given by the following formula:

n n
Yi — X €
MAE:E' | '|:E| '| | (3)
n n

Mean absolute error is the mean value of absolute
errors |e,| = |y, - x,|» where V; is the predicted value and X;

is the real value.
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The experiment was performed using two different
datasets: BIWI, AFLW2000.

Speed was tested on frames obtained from a
conventional camera with FPS 24. The calculations were
performed using an Intel core i7 processor, RAM 16Gb.

The maximum recognition angle was investigated
using a BIWI data set containing approximately 15,000
frames, and rotation angles + 75° for yaw, + 60° for pitch
and + 50° for roll.

After the desired method was found we performed the
experiment on flexibility degree to determine the most
appropriate value that will help us to reduce amount of
false reference points but not skip relevant points.
Considered flexibility degrees were in interval between 1
and 2 degrees with step of 0.25.

5 RESULTS
Experiments mentioned above exposed next results.
Comparisons of the main yaw, pitch, roll, and mean error
values when using the BIWI data set are presented in
figure 4.

BIWI dataset

20

10 I
o | [] =

Pitch Roll

I
MAE

FSA-Net

Yaw

m Landmark detector based mResNet 50

Figure 4 — The results experiment using BIWI dataset

The same experiment was performed with the
AFLW2000 data set (Fig. 5). The main difference
between these datasets is that BIWI is a laboratory-made
data set, so the images have the same illumination and
good quality. AFLW2000 [14] is a real-time data set
where the brightness, blurring and image quality are very
different.

AFLW2000 dataset
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Figure 5 — The results experiment using AFLW2000 dataset

Speed test was performed under the same
circumstances using same pictures for each method. The
rate of calculation of postures for one frame and one face
in the frame is shown in Table 1.
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Table 1 — Speed test

Ne Method Average execution speed
1 Landmark-based detector 75 ms

2 ResNet 50 105 ms

3 FSA-Net 133 ms

The results of the accuracy of angle recognition
depending on its value are shown in Fig. 6.

Maximal angle

100
i II il mn

0
Yaw Pitch Roll

m Landmark detector based mResNet 50 FSA-Net

Figure 6 — Maximal angles of recognition

This coefficient was tested by next indicators: percent
of correctly detected points, extra points.

Flexibility degree

100 R .\‘-\.
0
k=1 k=1.25 k=1.5 k=1.75 k=2

e=@== Comrect points  ==@==Extra points

Figure 7 — Flexibility degree test results

6 DISCUSSIONS

The data obtained during the experiment shows that
methods that are not based on the search for key points
show quite good results, even on the AFLW2000 dataset.
The average error for the landmark-based method is 15.8,
which means an error of 15.8°. While ResNet 50 and
FSA-Net allow for accuracy of 6.4° and 4.2° respectively.
This leads us to believe that the potential of CNN-based
methods is higher than key point methods.

Based on the results we have obtained during the
speed test, the most accurate FSA-Net method shows the
worst result of 133 ms, which is 3 times higher than the
desired processing speed of 40 ms. If we use this method,
we will be able to compare every fourth frame in the
video. Such a low speed is due to the large number of
image processing steps and is highly dependent on the
speed of the face detector, which no method can do
without.

All methods almost equally well recognize all
available angles of the dataset. However, the landmark-
based method showed the least accurate recognition of the
difference between the boundary angles, which is due to
the hidden part of the reference points when turning the
head. For landmark-based methods, the lack of a large
part of the points due to overlapping of the face with other
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parts of the body or the headpiece makes it impossible to
determine the angle.

According to the research, algorithms that are not
based on facial landmark have shown much better
accuracy results, especially on a real-time and poor
lighting conditions. The 2° difference for the
classification regression models is a very important step
in improving the accuracy of face vector recognition.
FSA-Net, which delivers 98.8% accuracy (based on an
error of 4.2° from 360°), is the best candidate today for
use in human head monitoring systems.

A method proposed to determine reference points
shown that with flexibility degree close to 1°, 95% of all
reference points are detected but too many extra points
are recorded because of variations in head vector
estimation. With flexibility degree equal to 1.25 or 1.5
accuracy stays the same while amount of extra points
decreases. These values must be considered as most
appropriate.

CONCLUSIONS

The practical value of the study is in creation of a
reference points method. The proposed approach of
search allows us to eliminate intermediate angles and
store about 95% of all points where head move direction
changes. This gives us ability to express head move with
minimal amount of significant vectors and drastically
reduces space needed do store the move representation.
Further these reference points can be used to track human
head moves by being compared to vectors determined in
runtime. However further optimization is required by
reference points search algorithm to decrease amount of
extra points.

According to the results of the study, regression-based
methods showed significantly better accuracy and
independence of accuracy from light and partial face
closure. All methods, and in particular the method based
on facial landmark showed deterioration in the
recognition of boundary angles due to the slight
difference in the characteristics of the face. This is a
window for the possible improvement of the method of
operation in the conditions of tracking the person turned
to the camera at an angle greater than 70°.

Significant optimization requires the speed of the
FSA-Net method because at it works 2 times more slowly
than landmark-based. Because the process of determining
the posture of the head is multi-step, optimization can be
performed both in the step of finding faces in the image,
using faster detectors, and in the step of finding poses.

Research shows that methods of finding a person’s
head posture can compete with accuracy based on the use
of depth sensors. However, methods of working with a
simple RGB image have far fewer restrictions on the
place of use.
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METO/J OITOPHUX TOYOK JJISI BIICTEXXEHHS PYXIB I'OJIOBH JIIOJAUHA
PaxoBa A. O. — cTyeHT kadenpy nporpaMHoi imKkeHepil, XapKiBCbKUH HalllOHAJTBHUN YHIBEPCUTET paJlioeNeKTPOHIKH, XapKiB,
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Bigoyc H. B. — kanx. TexH. Hayk, IOLEHT, podecop kadeapH mporpaMHoi imxeHepii, XapKiBCbKUH HAI[lOHATEHUN YHIBEPCUTET
panioenekTpoHiku, XapkiB, YkpaiHa.

AHOTAULIA

AKTyanbHicTb. HanpsMok BeKTOpY 0OJIHYYS JIFOMHH € OKa3HHKOM YBaru JIOJMHU. Y HAIIOMY NOBCSKACHHOMY XXHTTI BiH Ma€e
0araTto 3acTOCyBaHb, TakKi SK B3a€MOJIis JIIOAWHA-KOMIT IOTEp, TeleKOH(epeHmii, BipTyanbHa peayibHICTh Ta 3D-mepenada 3BYKy.
Binpmre Toro, BH3HAYCHHS IIOJIOXKEHHS T'OJIOBU MOXKHA BHKOPHCTAaTH IS TOPIBHSHHS BIpaB, SKi BHKOHY€ JIOAWHA, 3 IEBHUM
CTaHJapTOM, IO NPHBOJUTH HAC IO JOCII/UKEHHS CIIOCO0IB €(eKTUBHOIO BiICTEXEHHS pyXxiB. CHCTEMH Ha OCHOBI INIMOMHHHX
Kamep, SIKi 4aCTO BUKOPHCTOBYIOTHCS JUISl LIMX I[iJIeH, MAIOTh CYTTEBI HENIOMIKH, TaKi sIK 3HW)KSHHSI TOYHOCTI BiJ] IPSMOTO COHSIYHOTO
CBITIIa Ta HEOOXIIHICTh JONATKOBOrO oOnagHaHHs. Po3mi3HaBaHHS BiJi JBOBHMIpDHOTO 300paXKeHHs HaOyBae BCe OLITBIIOTO
HOLIMPEHHs Ta YCYBa€ TPYJHOLUI, IIOB’s3aHi 3 IIMOMHHUMHU KaMepaMH, IO JO3BOJIsIE BUKOPHCTOBYBATH IX y NMpPUMIILEHHI Ta Ha
BIZIKPHTOMY TOBITpI.

Merta. Metoro naHOi poOOTH € CTBOPEHHS METOAY, SIKHMil J03BOJUTH HaM BiJCTEXKYBaTH PYXH TOJOBH JIIOJMHM i 3alUCyBaTH
JIMIIE 3HAaYHI BEKTOPH HAIPSIMKY I'OJIOBH.

Metoan. Y miif poOGOTI NMPOIOHYETHCS METOA OINOPHUX TOYOK, KU 3MEHIIye Halip 3alMCaHUX BEKTOPIB 0 MiHIMaJIbHOL
KIJIBKOCTI, 3HAUYIIOI JUIsl OTIUCY PYXiB TOJIOBU. BiH TakoXk HOCIIPKY€ Ta ITOPIBHIOE iCHYIOUi METOIM BU3HAYECHHS BEKTOPY OOIHYUS 3
TOYKH 30py BUKOPHUCTAHHS Y 3alPOIIOHOBAHOMY ITiJIXOZi.

Pe3yabTaTH. 3ampornoHOBaHMiI METOA ONOPHHX TOUYOK ITOKA3y€ 3JaTHICTh CHJIBHO 3MEHIIYBaTH HaOip BEKTOPIB HAIPSMKY
rOJIOBH, SIKi ONHCYIOTh PyX. BiANOBiIHO [0 pe3ynbTaTiB AOCTIIPKEHHs, METO/M, 3aCHOBAHI Ha perpecii, moka3aau 3Ha4HO KpaIly
TOYHICTh Ta HE3aJISKHICTh BiJl CBITJIAa TA YaCTKOBOTO 3aKPUTTsl OOIMYUsI, TOMY iX Oyi10 0OpaHO AJIsi BUKOPUCTAHHS B SIKOCTI METO/IB
OTPHMAaHHS BEKTOPY HAIPSIMKY TOJIOBH B IMiIXO/Ii OIIOPHUX TOUOK.

BucHoBku. J{ocikeHHS MATBEPIMIN 3aCTOCOBHICTE METOY OIIOPHHX TOYOK JJIS BIICTEKCHHS PYyXiB JIIOJMHH 1 IOKA3aJH, 10
METOJY BH3HAUYCHHS BEKTOPY TOJIOBH JIIOJUHU 32 IBOBHMIPHHM 300pa’KeHHSIM MOXYTh KOHKYpPYBaTW B TOYHOCTI 3 METOAAaMH Ha
ocHoBi RGBD. TakuM 4nHOM, y MO€HAHHI i3 3aIIPOIIOHOBAHUM MiIXOJIOM I[i METOH MAIOTh MEHIIIC 0OMEXEHb Y BUKOPUCTAaHHI, HIX
TaKi, o 6a3yroTbest Ha RGBD.

KJIFOYOBI CJIOBA: BexTOp HanpasiIeHOCTi 00INYYsI, pyXHU FOJOBH, PO3Mi3HABAHHS, ININOOKE HAaBUAHHSL.
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METO/ OOPHBIX OTYEK JJISI OTCJIEXKUBAHUS IBAKEHUAMA I'OJIOBBI YEJIOBEKA
PakoBa A. O. — cTyzaeHT KadeIpsl IPOrpaMMHON WHXXEHEPHH, XapbKOBCKUH HAIMOHATBHBIA YHUBEPCUTET PAJAUOAIEKTPOHUKH,
XapbKoB, YKpauHa.
Benoyc H. B. — xanxn. TexH. Hayk, JOLEHT, npodeccop Kadeapsl MporpaMMHOH HHXKEHEpHH, XapbKOBCKUI HAlMOHAIBHBIH
YHHUBEPCUTET PaJInONIEKTPOHUKH, XapbKOB, YKpauHa.

AHHOTANUA

AxTyanbHOCTh. HampaBieHne BekTOpa 9eI0BEYECKOTO JIMIA SBISETCS WHIMKATOPOM deloBedeckoro BHHMaHus. OHO mmeeT
MHO)KECTBO BApPHAHTOB NPHMEHEHUs] B HAIleld IMTOBCETHEBHOHM JKM3HM, TaKWX KaK B3aMMOJICHCTBHE YEIOBEKA C KOMITBIOTEPOM,
TeslekOH(epeHIni, BUPTyalbHOU peadbHOCTH W 3D-peHnmepuHra 3Byka. boiee Toro, ompeneneHue IOJIOKEHUS TOJOBBI MOXKHO
KCIONB30BaTh Ul CPAaBHCHUS YNPAKHCHUH, BBHINOJIHAEMBIX YEIOBEKOM C OINPEICICHHBIM CTaHIAAPTOM, YTO IPUBOJAUT HAC K
HCCIIEA0BAHUIO CIOCO00B 3(h(HEKTUBHOIO OTCIICKUBAHMS JBIKEHNI. CHCTEMBI Ha OCHOBE TIyOMHHBIX KaMep, 4acTO HUCIIOIb3yEeMBbIe
JUIL 3TUX 1eJed, MMEIT CyLIECTBCHHblE HEJOCTATKH, TaKHe KaK CHMXXEHUE TOYHOCTU Ha IPSAMOM COJIHEUHOM CBETe U
HEOOXOIMMOCTb JIONOJIHUTEIBHOr0 000pynoBaHus. PacnosHaBaHME MO JBYMEPHOMY H300pa)KCHHIO CTAaHOBUTCS Bce Ooliee
PacIpOCTPaHEHHBIM U YCTPAHsET TPYAHOCTH, CBA3aHHBIE C TTyOMHHBIMH KaMEPaMH, 4TO MO3BOJISET UCIOIb30BaTh X B IOMELICHUN
1 Ha yIHLE.

Hessb. Llensio nanHO# pabOTHI ABIAETCS CO3JIaHUE METO/A, KOTOPHII MMO3BOJIUT HAM OTCIICKHBATH ABHKEHHS TOJOBBI YETIOBEKA I
(UKCHPOBATH TOMBKO 3HAYMMBIE BEKTOPHI HAIIPABJICHNUS TOJIOBBL

MeToasl. DTa CTaThs IpeyIaraeT METo [ OIIOPHBIX TOYEK, KOTOPHI yMEHbIIaeT Ha0op 3alMCaHHEIX BEKTOPOB 10 MHHUMAIEHOTO
3HA4YEHUs, 3HAYUMOrO AJIs OIMCAHUA JBHKCHUH T0JI0BbL. OH TakxkKe UCCIENyeT U CPABHUBACT CYLIECTBYIOIIME METOAbI ONIPEICICHUS
BEKTOpA JIMIA C TOYKU 3PEHUS] UCTIOIb30BaHMs B IIPEAIaraéMoM IOIXOIE.

PesyabsTarsl. [IpeanoxeHHBII METOJ ONOPHBIX TOYEK I[TOKA3hIBAET CIIOCOOHOCTH 3HAYHMTENIBHO YMEHBUIMTH HAaOOp BEKTOPOB
HAIpaBJIEHUs] TOJIOBBI, KOTOPbIE OMHUCBHIBAIOT ABMXEHHE. COrnacHO pe3yibTaTaM HCCIEIOBAHHSA, METOIbI Ha OCHOBE DPErpeccuH
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MOKa3aJI 3HAYUTEIBHO JIYUIIyI0 TOYHOCTh M HE3aBUCHMOCTh OT JIETKOTO M YaCTHYHOTO 3aKpHITHS JIMIA, MOATOMY OHH OBUIH
BBIOpaHBI JUIS CIIOJIB30BAHHUS B KQUECTBE METOIOB ISl OJTyYESHHS BEKTOPA HANPaBJICHUS TOJIOBBI B METO/IE OLOPHBIX TOYCK.

BeiBoabl. IcciienoBanus NOATBEPAWIN NPUMEHUMOCTh METOJla OHNOPHBIX TOYEK Ul OTCIICKUBAHUS JBIDKCHUN dyeloBeKa U
MOKa3aJi, YTO METOJIbI ONpPEETICHHsI BEKTOPA TOJI0BHI YETOBEKA 110 IBYMEPHOMY M300pa’keHUIO MOTYT KOHKYPUPOBATh B TOUHOCTH C
metonamMu Ha ocHoBe RGBD. Takum o0pa3om, B coYeTaHWH C MNpeAiaraeéMbIM IOAXOAOM, 3TH METOIbl CO3[AI0T MEHBINE
OTpaHUYCHHUH B HCIOJIB30BaHNH, YeM ocHOBaHHbIe Ha RGBD.
KJIFOYEBBIE CJIOBA: BekTOp HalpaBICHHOCTH JIMIA, ABIKCHUE TOJIOBB, paclio3HaBaHHE, ITy0oKoe oOydeHne.
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