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ABSTRACT

Context. The problem of minimizing information losses during discrete measurement of methane content during the extraction of
coal in coal mines is considered.

Objective. The object of the study was the methodology for assessing the loss of telemetric information about geophysical
processes in mines under noise conditions. The purpose of the work is to create a set of discrete and block schemes for obtaining
information to assess its losses in the presence of distortions based on an information approach.

Method. The results of a study of the methodology for solving the problem of minimizing information loss when measuring
methane content in coal mines are presented. A measure of distortions arising from the discrete display of the set of states of the geo-
physical process in the measurement space under noise and error conditions in the elements of the automated methane control sub-
system is proposed. Along with this measure, a model is also proposed for determining the lower boundary of the expected informa-
tion for given distortions, based on the solution of the optimization problem. The characteristics of some discrete and block schemes
for obtaining information are investigated. The proposed block schemes take into account the grouping of transition probability val-
ues in three, five, seven, ten, and fifteen-dimensional versions. By varying the size of the grouping in blocks, the technique allows

one to obtain various levels of detail of the boundaries of the expected information.
Results. The developed schemes were implemented in software and investigated to solve the problem of minimizing information

loss while monitoring methane contents in coal mines.

Conclusions. The experiments carried out confirmed the operability of the proposed software and allow us to recommend it for
use in practice when constructing n-dimensional schemes for obtaining information. Prospects for further research may lie in an ex-
perimental study of the proposed schemes on a larger set of practical tasks of a different nature, as well as in the creation of promis-
ing measuring systems based on the principles of information analysis.

KEYWORDS: discrete scheme for obtaining information, distortion, transition probability, information loss, noise.

NOMENCLATURE
a is a number of equally probable states of the geo-
physical process;
B is some constant distortion dependent;
y is a parameter, characterizing the amount of distor-
tion and varying from 0 to oo

8, is some value, taking value 1 or O;

J;; 1s a value, varying fromOto 1, 0 <A <1;

i

€ are minimum and maximum distortion val-

min >max
ues, respectively;
¢; is a element of square distortion matrix;

¢ are the mean distortions at measurements;

g, are the Bo3mokHBIE ncKaxkeHus according to Bell-
man measurement technique;

€1,€,e3 are the distortions, arising at the transition
probabilities g, ¢,, g5 accordingly;

C, is an optimal measurement method based on the
Bellman maximum principle;

Cris an & — optimal measurement procedure

E 1is a distortion matrix;

I(X)is an information quantity about state of geo-
physical process;

1(Z,X)is an amount of expected (received) informa-

tion during measurements &;;
I[q(j|i)] is an average mutual information between i

and ;;
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M is math operator;

P, = p(i) is a probability of the i-th state of the geo-
physical process;

P; = p(ij) is a probability of information loss;

q(ilj) is a conditional probability of transition from i
to j;

|[¢k]| is an inverse matrix ||p,| ;

2k thpAy, is an identity matrix whose elements are

equal 1 at I=j u 0 otherwise;
x;,x; are the values of the i-th state of the geophysi-

cal process.

INTRODUCTION

As is known [1, 2], all measured quantities are consid-
ered to be changing randomly, especially under conditions
of interference, fluctuations, and noise, from which not a
single measurement is free. Therefore, for each individual
measurement, we are dealing with only one random im-
plementation. It is possible to evaluate a random variable
or process only by statistical methods. This requires
knowledge of the law of distribution or, at least, some
characteristics, for example, the first and second mo-
ments, which depend on the type of distribution function.
Therefore, in order to obtain information based on any
measurements, the available data must be statistically
processed. It is generally believed that a certain averaging
is already achieved during measurements using inertial
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measuring instruments. In the case when the measured
implementation consists of a regular component and a
random component completely determined by noise or
random noise-like errors, the measuring device or system
will give an increasingly reliable value of the measured
value over time. But, when instead of the regular compo-
nent we have a random one, such a measurement will lead
to a loss of information.

Conventional measuring devices can give only some
idea of the mathematical expectation of a random imple-
mentation. Statistical estimation of a real random process
is possible only for an ensemble of realizations. All con-
ventional measuring devices and systems in the process of
the aforementioned averaging filter out not only the inter-
ference, but at the same time some of the information. So,
there is a loss of information that cannot be compensated
for by any measures, such as an increase in measurement
time. To solve this problem, it is necessary to use other
criteria, in particular, the criterion of sufficiency of statis-
tics. In this paper, we consider the case of estimating ad-
ditional information losses caused by noise, measurement
errors and transformations.

This assessment is an important step in constructing
discrete schemes for obtaining information. The very pur-
pose of these systems as a tool for obtaining information,
always flowing under conditions of noise and interfer-
ence, determines the interest that is the study of the crite-
ria for optimizing measurements at a particular level of
distortion [1]. This task is relevant for the processing of
telemetric data on the parameters of general-purpose
processes, including the parameters of geophysical proc-
esses, in particular, the concentration of methane and dust
in coal mines.

The object of study is a process of investigation
characters of different schemes of information receipt
about the methane maintain in mines to reduce her losses
in condition of noises.

The estimation of these losses is associated with the
presence of distortions caused by both measurement er-
rors and information transformations in the automated
methane control subsystem. Therefore, to reduce the
losses of information it is necessary to build the schemes
of her receipt, providing the reduction of probability er-
rors measuring, without resorting to the use of certain
special devices.

The subject of study is the characters of discrete and
block schemes of telemetrically information receipt. The
known schemes are characterized by the enough large
losses of information, and, therefore, the errors measur-
ing, as well as characterized by the uncertainty of quality
criteria of measurements optimization.

The purpose of the work is to reduce the additional
losses of telemetric information, caused by noise, meas-
urement errors and transformed to build the schemes if
information receipt about the methane maintain at the
presence of distortions.
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1 PROBLEM STATEMENT
Suppose given the measure of distortion arising from
discrete display of the set X, describing the state of the
geophysical process into the measurement space Z, due to
interference and errors in the elements of the methane

control system as on matrix of distortion £ = |lg,[[, i, j

=1,2,..., n,where

8,,-=1—5,j; Sij:l,ifi:j; Bil.zo,ifi;tj.

Each element of this matrix corresponds to the loss of
information that appears during its transformation with an
error, when each x;. Then the average loss of information
that occurs in this case is equal to:

11 11
1) = M| ~logX. pye; | = —X pyaGilie;loglane, ] (1)

ij ij

Given the loss of information (1), the expected infor-
mation that can be obtained and implemented as a result
of measurements and transformations is determined by
the expression:

M{I(x)—1(e)}. (2)

For the given formulas (1), (2) the problem of addi-
tional losses of information minimization can be pre-
sented as the problem of finding M {I/(x) — I(g)} » max,
where the model structure Mi(x) specified by formula:

MI(x) = Zpiq(ji)log{ﬂ}m < 0
ij 21 pra(jlk)

This problem is to find the optimality conditions for
discrete measurements at given distortions. In turn, the
problems of an extreme probability p; definition and
lower boundaries of expected information, her losses find-
ing are a consequence of the proposed measurement op-
timality condition.

2 REVIEW OF THE LITERATURE

A sufficient number of publications is known regard-
ing assessments of the value of various sources of infor-
mation, the magnitude of information loss during trans-
mission, reception and processing [1-15]. For example,
there are characteristics of the throughput of one or an-
other real system with information distortions, in particu-
lar, at 10 or 50% [3, 6]. You can imagine and take off
such characteristics of the system in case of distortion. To
do this, compare the information at the input and output
of the system and, if its output is half as much, then the
distortion is 50%. According to this principle, the work of
all modern modems is evaluated. But analytically such an
informational characteristic is difficult to imagine using
the Shannon entropy measure [2]. For this purpose, it is

27



e-ISSN 1607-3274 PapioenexrpoHika, inpopmaTuka, ynpasainss. 2020.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2020.

Ne 4
Ne 4

more convenient to use the epsilon-entropy measure of A.
N. Kolmogorov, based on estimating the amount of in-
formation received at its input per unit of time [4]. In fact,
measurement accuracy is always limited. Therefore, the
requirement of infinite accuracy of reproduction of a con-
tinuous quantity by any source is unrealistic. Measure-
ment accuracy should be limited to a certain value, de-
pending on the level of interference. In information the-
ory, it is believed that two implementations that differ by
an amount not greater than some given value are per-
ceived as signals that carry exactly the same information.

It was shown in [6] that the level of distortion deter-
mines part of the spectrum of the measured signal that is
not observed by the system, and epsilon-entropy allows
you to specify the amount of information at the input of
the measurement system at which a given level of distor-
tion is provided. Filing more information per unit time
than what is determined by the epsilon-entropy estimate is
irrational. As a rule, in practice this condition is not ful-
filled. So, when using the amplitude — time language, the
error is representable only in this language. Therefore, the
main question: how to present a system error for any lan-
guage? If the information is presented in a letter count,
then the concept of error disappears. In this regard, the
concept of the reliability of information for different lan-
guages was introduced, which is very difficult [1, 3].

To date, methods have been developed to evaluate the
characteristics of information acquisition systems under
the conditions of noise and noise [8, 16, 18]. But these
methods are rather laborious and can lead to sufficiently
large errors. It is necessary to exercise some caution when
choosing the characteristics of the schemes for obtaining
information using these methods. This is due to the fact
that they did not take into account additional losses due to
the conversion of information from the space describing
the state of the process under study into the measurement
space.

Summarizing what has been said, we can say that the
issues of assessing information loss that occur during its
transformation in the elements of measurement systems
that themselves work with errors, with the inherent pres-
ence of random noise, are not given due attention. Almost
all authors agree with the presence of information loss
during measurements. It is often believed that these losses
occur due to limitations in the description of processes,
i.e. with a reduction in the volume of characteristics char-
acterizing them or their low information content. Under
the conditions of the random nature of external influ-
ences, sufficient statistics are needed to obtain reliable
estimates of the parameters of a process or object. The
latter can be determined by stabilizing the law of distribu-
tion of random variables. To select such statistics, it is
necessary to investigate a number of typical processes or
objects. You can use the information analysis of the re-
search results of the process described using a multivari-
ate model with a polynomial distribution of random vari-
ables [17]. Having a finite total number of independent
dimensions, already in the three-factor model, each di-
mension will correspond to the values of three variables,
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row, column, and depth attributes of a three-dimensional
matrix with different dimensions. The information com-
ponents for the row, column, depth are calculated. The
probability of the total experimental error is estimated,
but no more. This method is quite complicated and can
lead to loss of information.

3 MATERIALS AND METHODS
It is easy to verify that, based on (1), (2), the optimal-
ity condition for measurements reduces to maximizing the
amount of expected information

H(Z,X)=M{(X)~1(g)} )

It is established that in the presence of noise and errors
in the measuring system, the measurement procedure C,,
optimal according to the Bellman maximum principle
[19], is unattainable for any positive values e ;. Therefore,
it was concluded that with information loss /(¢), always
present in real conditions, we can only talk about some
measurement procedure C, = C, — £, which we define as

¢ -optimal if it is selected according to (4) from the condi-
tion of minimum losses /(¢). We will consider such op-

timization as optimization for a given level of distortion.
For its implementation, it is necessary to find, if it exists,
the relationship between the expected information and its
losses. In terms of meaning, such optimization is closely
correlated with the epsilon-entropy measurement optimi-
zation procedure [13]. Applying it, as well as the classical
scheme of C. Shannon [2], taking into account

that / [q( j|i)] is a function of¢(j|i) in the entire measure-

ment area, it is possible to find that the average mutual
information between i and j, calculated by the formula
(3), corresponds to the value:

1[q(j1i)] = minM (2[g(j1) ]

With medium distortion € > g .

Insofar as 7 [q( jli)]is a convex upward function of
transition probabilities ¢(j|i), but I(¢) as a function
q(jli)>0 u g; > 0is convex downward, due to the linear
relationship between ¢(j|i) and g it can be argued that
function (4) is a monotone, strictly convex function ¢, .

This is easy to verify if, for two arbitrary values ¢; and
€, find linear relationship
®)

gy =oag +(1-a)e,.

Function (4) lies entirely below the segment (5) con-
necting its two mismatched points &, and e, .
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I take into account that for a fixed value ¢, the condi-

tion is satisfied
minM {I(g3)} < I(Z, X),

it can be argued that function (4) is convex down. Thus,
the general character of function (4) was determined. For

each j, there is some value g, . If for each the condition
max jq(jli) =1,
then ¢, take values max;e; . Then we get

n
€min = Zpimlnaij.
i

In this case, it is not difficult to find difficulties.
Searching for wvalues I(ep;,). If qG))=F IT then

(Z,X) =0, moreover, for each j the loss of information is
equal to

non
logz FijiaU.
Jj o

At F, =1 minimum information loss for a given
. n . . .
I; corresponds to min ; Zi p;e;; - But the option is possi-

. n
ble when &, = min ; Zi Pi€ij -

This distortion value corresponds to the maximum
loss of information.

I(Smax) = M{—logmln] Zlnplgy }

(6)

JZX), 4 |
bit

Based on these considerations, one can graphically
represent the general nature of the dependence of the re-
ceived or expected information on its losses in the form
shown in Fig. 1.

p@l)

AN 7
2 p.p(l) @

n
1(Z,X) = X p,plil)log
LJ
The values of p delivering maximum functions (7)

were found using Lagrange multipliers with restrictions:

n
Zprzl;OSpisl.
i

As a result, expressions were obtained for determining
the extreme value p,:

pi = D tyexpl—I(Z, X) D tys + Dt Prslogpis }
i X kl

It is found that for e =¢,,, value I(Z, X))y, > 0.

It is found that for /(Z, X) for the case when different
concentrations of methane xj,x,,...,x,in the geophysical
process is an equally probable event, i.e. the probability of

1
any of them p; =—. Matrix |l¢,||-square. Its rows and
B i

of the
€),€,,... €, arranged in different order. In this case, with

columns consist same set of elements.

minimizing values ¢(—) all conditional transitions with
i

equal distortion values ¢ have the same probabilities.

Transition probabilities g(—) correlated ~distortion €
i

I
|
1
1

0

JEE),
bit

1
5 6 7 8

Figure 1 — Dependence of Expected Information /(Z, X') when measuring from its losses /(g)
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Under these conditions, the lower limit of the values of

the information obtained at its given distortions can be

found by externalizing the expression:
1(Z,X)=logn+ Z g;logyg;, ®)

1

with restrictions on average information loss

Zqiailog(qiai) > 0,81' > O,—l < qi <l1.

4

Using the method of the Lagrange set, we obtained a
solution to this optimization problem, which has the form:
1(Z,X) = (yyloge;) /(1 + ve;). )

For small and very large values of the parameter v,
expression (9) can be simplified by performing a series of
transformations. However, we do not give them because

of their bulkiness. For us, the relationships are fundamen-
tally important y =0 and y = .

Aty=01(Z,X)=0,

butat y = I(Z,X)=1logn-B,p>1.
Similarly, the formulas for calculating information
loss are given, namely:

l n n
At y=0 I(g) :zzisi(logzisi —logn),

at y=o I(g) > 1,,,().

4 EXPEREMENTS

To assess the correctness of the proposed methodol-
ogy and on its basis the found characteristics of some
discrete and block systems for obtaining information,
taking into account losses using the standard Shannon
method of forming the simplest such schemes [2]. The
computer program implementing the proposed method
was implemented using the Python programming lan-
guage and was developed to conduct experiments. This
softtion of the losses of information at the methane main-
tain control of meaning. As the initial data, we took
methanograms obtained during the extraction of the angle
in the coal mines of the Russian Federation. Processing of
methanograms was carried out on the basis of generally
accepted technology for processing experimental data [14,
20]. It relies on the use of information redundancy in the
parameters and includes a number of simplified algo-
rithms that work in the presence of abnormal sections
(outliers of controlled parameters, omissions in current
records of methanograms [21, 22].
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Discrete circuits were formed by expanding the sim-
plest binary. In block schemes, some points were sought
by randomly generating combinations of their values
based on known adjacent schemes [6]. The signals are
implemented in the form of a sequence of samples spaced
from each other at intervals of the interrogation of the
control equipment in the range from 3 to 10 minutes. The
frequency of the survey usually exceeds the requirements
of the Kotelnikov theorem. Methanogram recording sec-
tions up to 54 samples long were processed.

5 RESULTS
The results of conducted experiments are presented at
the Fig. 2 and Fig. 3. Fig. 2 graphically illustrates the
change of expected information depending on the prob-
ability of its loss p(E) or various numbers (2 — binary, 3 —

ternary, 4 — quaternary, 5 — quaternary and so on) of
equally probable values x;. In fact, these numbers reflect

the densities of equiprobable values x; a binary discrete

circuit with equally probable values x, (i = 1,2), for which

we have

J(Z,X) =1+ E xlogE + (I - E)log(1- E),
q(j/i)=E,q(i/j)=1-E.

For such circuits, the value J(Z,X)=1 bit corre-
spondsto £E=0 u p(E)=0. It is provided by simultane-
ous measurement of both values x;. Curves 3, 4, 5, 10, 50
relate to schemes formed from the corresponding series of
numbers of equally probable values x,. For example,
following C. Shannon, the function corresponding to
ourJ(Z, X) , in situation o uniform values x;, , is equal to:

1

a-1"

J(Z,X,a) =logo+ E xlogE + (1- E)log

At Fig. 3 information change dependencies are shown
J(Z,X,0) OT BEpOATHOCTH ee MoTeph p(E)mpu 6104-
HBIX cxemax (opmupoBanus uHdopmanuu. Curve A re-
lates to a conventional binary circuits. Curve B describes
an integrated information retrieval block scheme in which
blocks of probability values are grouped with some re-
dundancy, which corresponds to the Shannon style. For
example, a five-dimensional scheme in which the blocks
correspond to the values of the transition probabilities

x;(i =1,2,..,5), corresponds to the probability p(£)=0.2.
The ten-dimensional scheme corresponds to a probability

equal to 0.1. For a fifteen-dimensional scheme, we have
p(E)=0.067 .
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Figure 2 — Curves of changes in expected information J(Z, X') from the probability of her loss p(E) for various

discrete receiving schemes x,
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It can be seen from the Fig. 3 that the proposed large
groupings of transitional probabilities allow essentially to
reduce the losses of information. In this case the obtained
results depend on the block schemes formation method
and the method of their individual character informatively
evaluation.
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Figure 3 — Dependence of expected information on probability its losses in block grouping schemes transition probabilities

6 DICUSSION
As it evident from the Fig. 3, the application of the
smaller groupings (with the lesser number of divisions)

for the measuring x; no leads to an increase in the lower
boundaries of the expected information. However, we
should also note that for the intermediate values x, (7, 10,
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15) the relative losses of information, as well as the dis-
tortions B 001acTH MX OONBINNX 3HAYCHHUN SBIISIOTCS 3HA-
yurenabHo MeHsuMu. Therefore, the losses of informa-
tion are decreased. For example, about the seven-
measured scheme for the fifteen-measured scheme the
loss of information is decreased to 0.5-0.6 hit. And it is
not little.

It is obvious, the block schemes are the most effective
than the discrete schemes. At the same time, from the
Fig. 2 can be seen that the widening of the discrete binary
scheme to quinary scheme affords the gain in reduction of
probability of information losses by more than 2.4 times,
and to decimal scheme — by 3 times. Perhaps it is neces-
sary to introduce a tolerance for distortion of information
in measurement systems non less than two errors.

Formulas (8) and (9) it is possible to give an approxi-
mate estimate of the characteristics of information acqui-
sition systems applicable to an equally probable distribu-
tion. But this is the distribution of implementations
maximum value of Channon entropy and widely used in
practice.

The closed analogue to the proposed method for de-
termining the information additional losses is an E-
entropy of Kolmagorov [4]. In contrast to the proposed in
this paper, E-entropy measure it is connected with estima-
tion only of information losses at sampling of real signals
in time because of superimposition of E-network on initial
set of possible continuous signals, as well as approxima-
tions of the measured function with unlimited spectrum
using the limited spectrum model. The advantage of the
schemes proposed in this paper is that there is no need to
calculate the additional E-approximations and approxima-
tion errors of function spectra under noise conditions. The
computational cost of the proposed schemes will be less
than using of E-entropy.

Another near analogue to the proposed method is the
method of determining the information characteristics of a
discrete random sequence, which is described by the
Markov process, with quantization by level and in time
[1]. But his is found unsuitable for practical use. The main
difficulty is in calculating the conditional Shannon en-

tropy.

CONCLUSIONS

The urgent problem of mathematical support devel-
opment is solved to automate the modeling at evaluating
telemetrical information losses about geophysical proc-
esses in mines at conditions of noises.

The scientific novelty of obtained results is that the
method of the additional losses of information evaluation
which are caused by noise, measurement errors and trans-
formations in the methane control subsystem is proposed.
It determines the model for calculation the expected in-
formation lower boundaries at the given distortions. This
allows to automate search for a whole set of schemes for
obtaining information, which are characterized by differ-
ent losses. This is turn reduce the information losses and
provides introduction of data distortion tolerances in
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measurement systems to achieve an acceptable accuracy
of measurements.

The practical significance of obtained results is that
the software realizing the proposed schemes of informa-
tion receipt is developed, as well as experiments to study
their properties are conducted. The experimental results
allow to recommend the proposed schemes for use in
practice.

Prospects for further research are to study the pro-
posed set of schemes for a broad class of practical prob-
lems and to build new measuring systems.
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OLIHKA TEJEMETPAYHOI IH®@OPMAIIIL MPO TEO®I3UYHI IPOIIECCH B YMOBAX IIIYMY
KynpisinoB B. B. — n-p TexH. Hayk, mpodecop, kadenpa aBTOMATH30BaHUX CHCTEM YIpaBiiHHS HarioHampHOTO mOCTiA-
HUIBKOTO TexHoJorignoro yHiBepcurety «MICiC», Mocksa, Pocis.

AHOTAIIA

AKTyanbHicTh. Po3risHyTo 3aady MiHiMi3awil BTpaT iHGOpMaNii Ipu AUCKPETHOMY BHUMIpIOBaHHI BMICTy METaHy B IIepioj BU-
WMaHHs Byriuisl y ByruipHuXx maxrtax. O6’ekToM gocii/pkeHHs Oyjia METOIMKa OLHKMA BTpaT TeJaeMeTpudHoi iHdopmamii mpo
reo()i3M4YHHUX Ipolecax B IIAXTaX B yMOBax IIyMmiB. MeTa poOOTH — CTBOPEHHS HAOOpY AMCKPETHHX i OJIOKOBHX CXEM OTPHMAaHHs
iH(pOpMAIIii I OLIHKHY ii BTpaT MpH HasIBHOCTI CIOTBOPECHB HAa OCHOBI iH(GOPMAIHHOTO MiAXOIY.

Metoa. [lomani pe3ynbTaTH AOCTIIKEHHS METOAMKU PO3B’sA3aHHA 33jJadi MiHiIMi3amii BTpar iH(popMauii mpu BUMIpPIOBaHHI
BMICTy MeTaHy B BYTUIbHHX IIaXTaX. 3alPOIIOHOBAHO Mipy CIIOTBOPEHb, 1[0 BUHUKAIOTH HPH AUCKPETHOMY BiOOpaKECHHI MHOKHMHA
CTaHiB reo()i3MYHOro MpoLecy, B IPOCTOPi BUMIPIOBaHb B YMOBaX LIyMiB i IOMUJIOK B €JIEMEHTAX IOJCHCTEMH aBTOMAaTH30BaHOT'O
KOHTpOJIIO MeTaHy. [Topsi 3 UM 3aX0JJ0M TaK0X 3alpoIIOHOBAaHa MOJIENb [UIsl BU3HAYCHHS HIDKHBOI TPaHMII 0uiKyBaHoI iHpopmaril
[PH 33/IaHUX BUKPHUBJICHHAX, 3aCHOBAHA Ha pillleHHI onTHMi3aliiiHoi 3axaui. JIOC/IIHKEHO XapaKTePUCTHKU JACSKUX JUCKPETHHX 1
OJOKOBUX CXeM OTpUMaHHs iHpopMmanii. 3ampornoHOBaHi OJOKOBI CXeMH BpaxOBYIOTh YIPYIOBaHHs 3HAa4YeHb MEPEXiTHMX
HMOBIpHOCTEH 110 TPBOX, I1’SITH, CEMH, JACCATH 1 MATHAALNITUMIPHUX BapiaHTax. Bapitotoun po3mip yrpymnoBaHHs B 6JI0KaX, METOIHKA
JIO3BOJISIE OTPUMYBATH Pi3HI piBHI JeTamizamii MexX 04iKyBaHOI iHpopMaIii.

PesyabTaTn. Po3poOneni cxemu peaii3oBaHi MPOTrpaMHO 1 JOCHI/KEHI MiJ Yac BUpINICHHS 3aBIaHHSA MiHiIMi3alii BTpaT
iH(pOpMaIii Mpu KOHTPOJIi BMICTiB METaHy y BYTUIBHUX IIaXTaX.

BucHoBku. IIpoBe/ieHi eKCHEPUMEHTH MiATBEPANIN [IPALe3IaTHICTh 3alPOIIOHOBAHOTO MAaTEMAaTHYHOrO 3a0e3MeUeHHs 1 J03BO-
JISIFOTH PEKOMEHIyBaTH HOTO JUIS BUKOPHCTAHHS HA MPAKTHII IpH MOOYJO0BI N-MIpHUX cXeM OTpUMaHHs iHpopmanii. [lepcrnekriBn
MOAAIBLINX JOCIIIPKEHb MOXYTh MOJISITATH B €KCIIEPUMEHTAIBHOMY JIOCII/DKCHHI 3alPOIIOHOBAHUX CXEM Ha OLIBIIOMY KOMILICKTI
MPaKTHYHHUX 3aBJaHb Pi3HOT NPHPO/H, & TAKOX y CTBOPEHHI MEPCIEKTUBHUX BUMIPIOBAIBHUX CHCTEM, 3aCHOBAHHMX HA MPHHIIMIIAX
iHdopmariiiHoro aHamizy.

KJUIFOYOBI CJIOBA: nuckperHa cxema OTpUMaHHs iH(opMallii, ClIOTBOpEHHsI, MepexijHa WMOBIpHiCTh, BTpara iHdopMmaltii,
LIyM.

YK 622.831: 622.273.21 (091)

OIIEHKA TEJJEMETPUYECKON HHO®OPMAIIMHN O TEO®PH3UYECKHX ITPOIECCAX B YCJIOBHUSX IITYMA
Kynpusnos B. B. — 1-p TexH. Hayk, npodeccop, kadeapa aBToMaTU3MPOBAHHBIX CUCTEM ypasiieHus HalponansHOTo uccieno-
BaTENILCKOT0 TeXHOJorn4yeckoro ynusepcurera «MMCuCy», Mocksa, Poccus.

AHHOTAIUA

AkTyanbHOCTh. PaccMoTpena 3a1aua MUHIMHU3ALUK TOTEPh HHGOPMALUY NIPH JUCKPETHOM M3MEPEHHU COAEPKaHWs METaHa B
NIepHOJ BBICMKH YTJISI B YTOJNBHBEIX maxTaX. OOBEKTOM HCCIENOBAHHS SBIIIACH METOMUKA OLEHKH IOTEPh TEIICMETPHIECKON HH-
¢dopmanun o reopu3MUECKUX Mporeccax B MAaxXTaxX B YCIOBUAX HIyMoB. Llens paboTsl — co3manne Habopa JUCKPETHBIX M OJIOYHBIX
CXeM IOJIy4eHHs] HHPOPMALMH JUTS OLICHKH €€ NOTeph IPH HAINYUH UCKKEHUI Ha OCHOBE MH(OPMALMOHHOTO ITOX0A.

Merton. IIpeacraBieHsl pe3ynbTaThl HCCIEAOBAHUS METOIUKH PELICHHS 331a4d MHHUMHU3ALUH 1T0Teph NHOOPMALUY TIPH H3Me-
PEHHM COJEpXKaHHsS METaHa B yroibHbIX IaxTax. IIpemnoskeHa mMepa MCKaKeHHH, BO3HUKAIOUIMX MPU IUCKPETHOM OTOOpaKeHUU
MHOXECTBA COCTOSIHHI reoU3M4ecKoro mnpoecca, B IpOCTPAHCTBE U3MEPEHHUIT B YCIOBUSAX LIyMOB M OIIMOOK B 3JIEMEHTAX MOJICHUC-
TeMbI aBTOMATH3MPOBAHHOTO KOHTPOJISI MeTaHa. Hapsimy ¢ 3Toit Mepoil Taroke IpeuioxKeHa MOJIEb IS ONpPEIeIeHNs HIDKHEH rpa-
HUILBI OXHIaeMOH MH(OPMAINU NPU 3aJaHHBIX MCKA)KEHMSIX, OCHOBAHHAs HAa PENICHHN ONTUMH3AIMOHHOW 3amauu. VcciemoBaHb
XapaKTePUCTUKU HEKOTOPBIX JTUCKPETHHIX W OJIOUHBIX cXeM noiydeHus nHdopmarmu. [IpennoxeHHble GI0YHBIE CXEMBI YUUTHIBAIOT
TPYIIAPOBKY 3HAUCHUI MEPEXONHBIX BEPOSATHOCTEH II0 TpeX, IATH, CEMH, IECSITH U IIMTHAJIATHMEPHBIM BapHaHTaM. Bapeupys
pa3Mep rpynIHpOBKH B OJIOKaX, METOIMKA IO3BOJISIET IOJIy4YaTh Pa3InuHbIe YPOBHH JIETAIN3ALMH TPAHHI] O’KHIaeMoil HHOpMaIny.

Pe3yabsTarsl. Pa3zpaboTanHble CXeMBI pealn30BaHbl IPOrPAMMHO M UCCIIEOBaHbI IPH PEIICHNH 33Ja4d MHHUMHU3ALNH HOTEeph
uH(OpMaIMK IIPU KOHTPOJIE COAEPKaHUI METaHa B yTONbHBIX IIaXTax.

BriBoasl. IIpoBeieHHBIE 3KCIEPUMEHTHI OATBEPIHIN PaObOTOCIOCOOHOCTh MPEIOAKEHHOTO MaTEMATHYECKOTO 00eCIeYeH s 1
MIO3BOJIIIOT PEKOMEHI0BATH €T0 IS UCTIOIb30BAHMS Ha MPAKTHKE P ITOCTPOSHUH N-MEPHBIX CXeM MOoIydeHust nHpopmarmu. [lep-
CIEKTHUBHI JaTbHEHIINX HCCIEIOBAHUI MOTYT 3aKIIOYAaThCs B SKCIEPUMEHTAIBHOM HCCIECHOBAHUM MPEIIOKEHHBIX CXeM Ha 0OIb-
IIeM KOMIUTEKTEe IIPaKTHUECKUX 3a/iad pa3HOU NPHUPOJIBI, 8 TAKXKE B CO3JAHHMH IIEPCIEKTHBHBIX U3MEPUTENBHBIX CHCTEM, OCHOBAHHBIX
Ha INPUHIUIAX HHOOPMAIIOHHOTO aHAIN3A.
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