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ABSTRACT

Context. The analytical procedures used in the audit are currently based on data mining techniques. The work solves the problem
of increasing the efficiency and effectiveness of analytical audit procedures by clustering based on spectral decomposition. The ob-
ject of the research is the process of auditing the compliance of payment and supply sequences for raw materials.

Objective. The aim of the work is to increase the effectiveness and efficiency of the audit due to the method of spectral cluster-
ing of sequences of payment and supply of raw materials while automating procedures for checking their compliance.

Method. The vectors of features are generated for the objects of the sequences of payment and supply of raw materials, which
are then used in the proposed method. The created method improves the traditional spectral clustering method by automatically de-
termining the number of clusters based on the explained and sample variance rule; automatic determination of the scale parameter
based on local scaling (the rule of K-nearest neighbors is used); resistance to noise and random outliers by replacing the k-means
method with a modified PAM method, i.e. replacing centroid clustering with medoid clustering. As in the traditional approach, the
data can be sparse, and the clusters can have different shapes and sizes. The characteristics of evaluating the quality of spectral clus-

tering are selected.

Results. The proposed spectral clustering method was implemented in the MATLAB package. The results obtained made it pos-
sible to study the dependence of the parameter values on the quality of clustering.

Conclusions. The experiments carried out have confirmed the efficiency of the proposed method and allow us to recommend it
for practical use in solving audit problems. Prospects for further research may lie in the creation of intelligent parallel and distributed
computer systems for general and special purposes, which use the proposed method for segmentation, machine learning and pattern

recognition tasks.

KEYWORDS: audit planning, clustering, spectral decomposition, medoids, sequence of payment and supply of raw materials.

ABBREVIATIONS

NJW is a Ng, Jordan, Weiss method;

PAM is the partitioning around medoids;

EM is an expectation-maximization;

DBSCAN is a density-based spatial clustering of ap-
plications with noise;

OPTICS is an ordering points to identify the clustering
structure;

DIANA is a divisive analysis;

SOM is a self-organizing map;

ART is a adaptive resonance theory;

TP is a true positive;

TN is a true negative;

FP is a false positive;

FN is a false negative.

NOMENCLATURE
A is a set of clustering objects;
a, is an 7 -th object of clustering;

n is a number of objects of clustering;
X is an set of feature vectors from the space R?;
X, is a feature vector of i -th object of clustering from

the space RY;
g 1s a number of features in feature vector X,

X isaset of K -nearest feature vectors;
il. is a feature vector of K -nearest to feature vector
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O is a threshold for determining the number of clus-
ters;

K is a number of nearest neighbors;

o, is a scale parameter for the 7 -th feature vector;

S is a symmetric similarity matrix;

D is a diagonal degree matrix;

L is a normalized symmetric Laplace matrix;
I is a unit matrix;

kl. is an i -th eigenvalue;

W, is an i -th eigenvector;
¢ is a number of clusters;

R? is a coefficient of determination;
V is a principal component matrix;

X is a set of feature vectors from the space R®;

)El. is an i -th feature vector from the space R¢;

X is a set of feature vectors from the space R°,
which not corresponding to medoids;

A ‘ is a k -th cluster;

A 1is a set of indicator functions;
X4 (-)is an indicator function A4 i (returns 1 or 0 de-
k

pending on the belonging of the object to the k -th clus-
ter);

D, is a square of distance between i -th object and
medoid of k -th cluster;

F(-) is a target function;
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LN .
v is a best target function value;
y is a target function value;
M 1is a set of cluster centroids;

m, is a centroid of k -th cluster for the space RY;

M is a set of medoids of cluster;

ﬁll, is a medoid of k -th cluster for the space R®;

m is a preserved medoid for space R®;
N(0,1) is a function, that returns standard normal dis-

tributed random number;

v? is a variance of Gaussian additive noise;

Accuracy 1is an accuracy;
Precision is a precision;
Recall is a recall;

F is a balanced F-measure;

0 ; is a types set of paid raw materials;

ek is a types set of raw materials obtained;

s, is a type of paid raw materials;

d

S) is a type of raw material received;

5q is a cost of paid raw material of type s r
a

V. isanumber of received raw material of type s i
k

INTRODUCTION

The analytical procedures used in the audit are currently
based on data mining techniques [1, 2]. In an automated audit
system, the task of auditing expenses at the top level is
decomposed into tasks of checking the sequence of dis-
playing data of the middle level. First of which — display
is paid-received. This is a mapping of the multidimen-
sional data of payment for raw materials to suppliers to/in
the set of multidimensional data for the delivery of raw
materials. At the lower level, if there are no violations in
accounting, this mapping should be one-to-one. In order
to reduce the volume of checks at the lower level, the
audit system analyzes the aggregated indicators of pay-
ment and delivery at the middle level or formed sets (clus-
ters) of multidimensional data of the lower level. Also,
when designing an IT audit, the goal is to automate the
analysis to form recommended solutions. According to
the method of generalized set mapping, at the middle
level, generalized properties of data sets (condensation
points, isolated points) are analyzed, that is, the density
structure of each of the sets is determined, and then they
are compared.

For analysis, pay and delivery sequence data can be
aggregated over quantization periods:

1) for all suppliers;

2) by the nomenclature of raw materials.

Analysis of data on payment and supply of raw mate-
rials is carried out to form recommended solutions for the
following audit tasks.
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1. The task of the external audit is to check the com-
pleteness of accounting for settlements with suppliers.

2. Tasks of internal audit to verify compliance with
contractual policies. The contractual policy of the enter-
prise is a set of rules characterizing the delivery time after
payment, the nomenclature of raw materials, technical or
physical characteristics, prices (discounts).

3. The task of the internal audit of pricing policy
when concluding contracts (identifying a significant share
of unfavorable contracts, which are features of ‘kick-
backs” when concluding them).

4. The task of internal audit of receivables from sup-
pliers of raw materials in terms of timing and amounts.

Clustering methods are used to audit the compliance
of the sequence of payments for raw materials and the
sequence of deliveries of raw materials at the stage of
identifying characteristic properties.

Traditional clustering methods are:

1. Partition-based (partitioning-based) or center-based
methods (e.g., methods k-means [3], PAM (k-medoids)
[4], FCM [5)).

2. Mixture model or distribution-based or model-
based methods (e.g., EM [5]).

3. Density-based methods (e.g., methods DBSCAN
[6], OPTICS [7]).

4. Hierarchical methods:

— agglomerative or ascending (bottom up) (e.g. cen-
troid communication methods, Vard, unit connection, full
connection, group secondary) [8];

— divisive or descending (top down) (e.g., methods
DIANA) [9].

Clustering methods can also be based on metaheuris-
tics [10, 11] and artificial neural networks (e.g., SOM,
ART) [12].

Object of study. Audit process for compliance with
payment sequences and raw materials supply.

Subject of study. Spectral clustering method for au-
diting sequences of payment and supply of raw materials.

The aim of the work is to increase the effectiveness
and efficiency of the audit by automating the analysis of
data from sets of parallel-sequential operations of pay-
ment and supply of raw materials based on the spectral
clustering method.

To achieve this goal, it is necessary to solve the fol-
lowing tasks:

1. Generate feature vectors for objects of sequences of
payment and supply of raw materials.

2. Create a method for spectral clustering of sequences
of payment and supply of raw materials.

3. Select characteristics for assessing the quality of
spectral clustering.

4. Conduct a numerical study of the proposed spectral
clustering method.

1 PROBLEM STATEMENT
The problem of increasing the efficiency of audit
based on the method of spectral clustering of sequences of
payment and supply of raw materials is presented as the
problem of finding such a partition of the set of clustering
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objectsA:{al,...,an}, represented by a set of feature
vectors X = {xl,...,xn}, per cluster 4,54, through a
variety of indicator functions A = {y 4 ()seemnX y ()}, and

with a set of cluster centroids M = {ml,...,mc} , at which

n C 2
F = X (a.)”x.—m H — min .
[Z::lkz=:l Ak i i k AM

2 REVIEW OF THE LITERATURE

Existing clustering methods have one or more of the
following disadvantages [6, 7]:

— have high computational complexity;

— do not allow the emission of noise and random emis-
sions;

— clusters cannot have different shapes and sizes;

— require specifying the number of clusters;

— require the definition of parameter values.

In this regard, it is relevant to create a clustering
method that will eliminate the indicated disadvantages.

One of these methods is spectral clustering [13, 14],
which has already found application in the segmentation
of signals of different physical nature [15]. Since initially
the spectral clustering methods did not provide for the
procedure for automating the determination of the pa-
rameters and the number of clusters, an attempt is being
made to eliminate this drawback. [16], which will allow
them to be used in IT audit of enterprises with different
characteristics.

3 MATERIALS AND METHODS

Let’s start by solving the first task formation of fea-
ture vectors for objects of sequences of payment and sup-
ply of raw materials.

The attributes for the objects of the sequence of pay-
ment and supply of raw materials are formed on the basis
of the accounting variables of the lower level (Table 1),
taking into account the possible options for generalizing
their values at the average level for the periods of quanti-
zation. Clustering objects of payment (supply) for each
supplier with which a long-term supply agreement is in
force during the year for which the audit is carried out.
Feature vector X, = (xl.l,...,xl.q) objects of payment form

indicators of the cost of paid raw materials SSd by types

5,€0 . Features vector X, = (xl.l,...,xl.q) delivery ob-

jects form indicators of the amount of paid raw materials

Vsk by types Sy e®k'

To assess the dimension of the vector of attributes and
the number of objects of analysis, an analysis of the no-
menclature of purchases of raw materials (components) of
large engineering enterprises. So, based on this analysis,
we can conclude that the sections of the nomenclature are
on average from 8 to 12, the number of groups in each
section is from 2-10. Analyzing the homogeneity of the
procurement nomenclature, we can conclude that for con-
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tinuous operation the plant can have long-term contracts
with suppliers in the amount of 50 zo 100.

Clustering will make it possible to form subsets of
payment and supply operations that are similar in terms of
the features highlighted above, which will allow analyz-
ing the set of operations when comparing and reducing
the computational complexity of solving the matching
problem.

To form the rules for matching the sequences of pay-
ments and deliveries after clustering, it is necessary to
select the rules of relationships. Based on the analysis of
the terms of payment agreements and the supply of raw
materials, the rules for recording these transactions in the
system, the following rules were identified:

1) Delivery operations are carried out after payment,
in accordance with the contractual policy of the enterprise
in accordance with payment orders.

2) Delivery under a new payment order is not carried
out until the previous one is closed.

3) Low-level delivery data that corresponds to one
payment order is aggregated before clustering.

Let’s move on to solving the second problem — a
method creating for spectral clustering of sequences of
payment and supply of raw materials (Fig. 1).

1. Specifying multiple clustering objects A={a},

of feature
X= {xl,...,xn}, and each object a, corresponds to the

iel,_n. Specifying a set vectors

feature vector X, = (xil"”’xiq)’ Setting the threshold for

determining the number of clusters &, 0<d<1. Setting
the number of nearest neighbors K .
2. Creation of a set of-nearest feature vectors

X = X}, such that for each feature vector X, K -nearest
to it is the feature vector X, .

3. Calculating scale options based on local scaling:

c. z“x. —i,“, iel,_n.
1 1 1
4. Calculation of the symmetric similarity matrix
S:[sl.j], i,jeln,
2

X. —X.
J
eXp| ————m |,

i#j

0, i=j
5. Calculating the diagonal degree matrix:
D =diag(d ,...,dn) s

d =)=+
1

M=

j=1
6. Calculation of the normalized symmetric Laplace
matrix:

L=D"2-sp"2.
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1. Specifying a set of objects A4, set of
feature vectors X, threshold 9, the
number of nearest neighbors K

|

!

13. Setting a variety of indicator

functions A, set of medioids M .
Number of medioid £ =1.

2. Creating set K-nearest feature vectors

!

X
|

14. Calculating the initial best value of
the goal function y*

3. Calculation of parameters scale ;

N|
v

'

15. Generating multiple feature vectors
X. k=k+1

4. Calculation of the symmetric
similarity matrix S

N
v

.

16. Replacing the medoid m,

5. Calculating the diagonal degree

!

matrix D
v

17. Calculating the squared distance
between objects and medoids Dj;

6. Calculation of the normalized
symmetric Laplace matrix L

'

.

18. Modification of a set of indicator

7. Calculating your own

functions A
v

values A;
!

19. Calculating the value of the goal

8. Calculating your own

function y
'

vectors w;

20. Canceling medoid replacement m,,
when the value of the goal function

9. Sorting eigenvalues A; and
eigenvectors w;

v

|

21. Store the value of the target function
as y* in case of its decrease

10. Determining the number of clusters

!

11. Creating a Principal Component

yes

no

Matrix V
'

12. Generating multiple feature vectors

yes

no

X
|

!

24. Create set centroids M

Figure 1 — The structure of spectral clustering of sequences of payment and supply of raw materials
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7. Calculation of eigenvalues ki,i € I,_n, matrix L as
roots of the characteristic equation det(L—-AI)=0.

8. Computing eigenvectors Wi el,_n, dimensions 7
from the equation (L —Xl.l)wl. =0, which is obtained
from the relation Lw, = Xiwi .

9. Sorting eigenvalues ki and eigenvectors W, in de-
scending eigenvalues A

10. Determining the number of clusters ¢ as the num-
ber of selected eigenvalues and eigenvectors by means of
a rule based on the coefficient of determination

A,

1

0<R*><§, RP=1=L
A

1
1

M

—_

i=

C
at that in interpreted as a fraction of the variance ex-
i=1

n
plained, and Zki interpreted as a fraction of the total
i=1
variance.
11. Creating a Principal Component Matrix V = [vl.j]

dimensions nxc, whose columns are selected eigenvec-
tors w,, which have eigenvalues 7»1. that are the greatest.

12. Generating multiple feature vectors

X = {il,...,in}, and each object a, corresponds to the

feature vector il, = (fcl.1 , ...,)El.c)

13. Setting randomly the initial partition of a set of
clustering objects 4 = {al,...,an}, represented by a set of

feature vectors X :{il,...,in}, per clusters A],...,AC

through a  variety of  indicator  functions

A={XA (~),...,XA ()} (return 1 or 0 depending on
1 c

whether the object belongs to the k-th cluster). From

set X a set of medoids are randomly
M= {rﬁl,...,ﬁlc} . Medoid number is £ =0.

selected
14. Calculating the initial best value of the goal func-

tion
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15. Creation of a set of vectors of features that do not
correspond to medoids X = X\ M . Incrementing the
medoid number, i.e. k=k+1

16. Replacing the medoid m .

0 ie. ﬁlzﬁlk.

16.2. Extract from the set X next feature vector and
assigning it the vector m

16.1. Saving the replaceable medoid m

b
17. Calculating the squared distance between objects
and medoids

- |2 — —
D. z“ii—mk“ ,ieln, kelc.

18. Modification of a set of indicator functions

1, k=argminD.
jele H
0, k#argmin D,

Jjel,c

Xy (@)= cieln, kelec.

The following conditions must be met for indicator
functions

C JR—
a)=1,ieln,
kZ:‘,lek(l)

n R
ZXA (ai)>0, kelc,
=1k

X4 (a.)e{0,1}, kel,_c, iel,_n.
A 1

19. Calculating the value of the goal function

y= i iXAk (ai)”ii _ﬁ‘k“z :

i=lk=1

20. Cancellation of medoid replacement in case of in-
creasing the value of the goal function

=m.

if y>y*,then ﬁlk

21. Keeping the value of the target function as best as
it increases.

if y<y ,then y =y.

22. If set X not empty then go to step 16.

23. If not all medoids are viewed, i.e. k <c, then go
to step 15.

24. Creating multiple centroids

131



e-ISSN 1607-3274 Pagioenexrponika, inpopmaruka, ynpasminss. 2021. Ne 1
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne 1

M :{ml,...,mc},
n
ZxAk(al.)xl.j
_i=l ’ PR
mk/.— . ,kele, jelg.
X, (a)
igl Ak i

The result of the method is a set of indicator functions
A={x, ()x, ()} and set of cluster centroids
1 c

M={m1,...,mc}.

Fig. 1 shows the structure of spectral clustering of se-
quences of payment and supply of raw materials.

Let’s move on to solving the third task — characteris-
tics selecting for assessing the quality of spectral cluster-
ing. In the work, the following characteristics were cho-
sen for assessing the quality of spectral clustering:

In the work, the following characteristics were chosen
for assessing the quality of spectral clustering:

TP+TN
1. Accuracy = >
TP+TN+ FP+ FN
2. Precision :L,
TP+ FP
3. Recall:L,
TP+ FN

4. Balanced F-measure
Precision - Recall

F=2. .
Precision+ Recall

4 EXPERIMENTS

A numerical study of the proposed spectral clustering
method was carried out in the package MATLAB.

The work used a standard database of handwritten
numbers  digitl1000  (http://www.stat.washington.edu/
spectral/datasets.html). There were 100 objects for each
of the 10 digits, i.e. number of clustering objects
n=1000. For each object, the length of the feature vector
was ¢ =64. Objects were noisy with additive Gaussian

noise, i.e. added noise component V2N 0,1), v2 =0.05.

Threshold for determining the number of -clusters
8 = 0.05 , number of nearest neighbors K =7.

5 RESULTS
The function reflecting the dependence of the deter-
mination coefficient on the number of clusters is pre-
sented in the form

M-

7\'i
RZ(C) — i=1

A,
1 1

i=
Function part satisfying inequality 0< R? (c)<d,
shown in Fig. 2.
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Figure 2 — Function reflecting the dependence of the coefficient
of determination on the number of clusters

The dependence (Fig. 2) of the determination coeffi-
cient on the number of clusters shows that the determina-
tion coefficient increases with an increase in the number
of clusters.

The results of comparison of the qualitative character-
istics of the proposed method with the NJW method de-
scribed in [13] are presented in Table 1.

Table 1 — Comparison of the qualitative characteristics of the
proposed spectral clustering method with the existing NJW

method
Ne Spectral clustering meth-
Method characteristics - ods
This NIW
method

automatic determination

1 of the number of clus- + -
ters
automatic determination

2 + _
of the scale parameter
resistance to noise and

3 . . + —
accidental emissions

4 data can be sparse + +

5 clusters can havc:: differ- 4 .
ent shapes and sizes

The results of comparison of the quantitative charac-
teristics of the proposed method with the NJW method
described in [13] are presented in table 2.

Table 2 — Comparison of the quantitative characteristics of the
proposed spectral clustering method with the existing NJW

method
Ne Spectral clustering
p/p Method characteristics methods
This method NJW
1 Accuracy 0.97 0.82
2 Precision 0.97 0.73
3 Completeness 0.97 0.82
4 Balanced F-measure 0.96 0.76
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6 DISCUSSION

The selected values of the parameters of the proposed
spectral clustering method provide high accuracy of clus-
tering.

Traditional NJW Spectral Clustering Method [13]:

— requires specifying the number of clusters;

— scale parameter required,

— is not robust to noise and random outbursts (instead
of the k-means method, a modified PAM method is used,
i.e. centroid clustering is replaced by medoid clustering).

The proposed method eliminates the indicated disad-
vantages (table 2).

In terms of accuracy, precision, completeness, bal-
anced F-measure, the proposed method is more effective
than the NJW method (table 2).

CONCLUSIONS

The urgent task of increasing the effectiveness and ef-
ficiency of the audit was solved by creating a method of
spectral clustering of sequences of payment and supply of
raw materials.

The scientific novelty of obtained results is that the
method of spectral clustering. It improves the quality of
clustering due to:

— automatic determination of the number of clusters
based on the explained and sample variance rule;

— automatic scaling parameter based on local scaling;

— resistance to noise and random outliers by replacing
the k-means method with a modified PAM method, i.e.
replacing centroid clustering with medoid clustering.

The practical significance of obtained results is that
the proposed method makes possible to expand the scope
of clustering methods based on spectral decomposition,
which is confirmed by its adaptation for the audit task,
and contributes to increasing the efficiency of intelligent
computer systems for general and special purposes.

Prospects for further research are the study of the
proposed method for a wide class of artificial intelligence
tasks, as well as the creation of a method for matching
payment and delivery sequences after clustering to solve
audit problems.
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METO/I CHEKTPAJIBHOI KJIACTEPU3AIII IIJIATEXIB I HIOCTABKHA CUPOBUHU J1JI51 IJIAHY BAHHSA
AYJUTY BIATOBIJHOCTI
HeckopoaeBa T. B. — kaHja. TexH. HayK, AOIEHT, JOHEIbKUII HalliOHATBHUH yHiBepcuTeT iMeHi Bacuna Cryca, Binaums, 3aB.
kageapu KOMIT' IOTEPHUX HAyK Ta iHpOpManiifHuX TexHoorii, Binauist, Ykpaina.
®enopos €. €. — 1-p TexH. HayK, JOLEHT, mpodecop kadenpn poOOTOTEXHIKH Ta CIIeIiani30BaHUX KOMIT IOTepHUX cHCTeM, Uep-
KachKHI iepKaBHUM TEXHOJIOTIUHMH yHiBepcuTeT, Uepkacu, YkpaiHa.

AHOTAIIA

AKTyanbHicTh. B nanHuii yac ananmiTuyuHi npoueaypH, siki BHKOPHCTOBYIOTHCS B XOJI ayIUTOPCHKOI IepeBipKH, 0a3yroThCsS Ha
METO/aX IHTEIECKTYAIbHOTO aHai3y AaHuX. B poOOTi BUpIlIy€eThCs 3aBIaHHS IMiABHUIICHHS PE3yJbTATUBHOCTI Ta e()eKTHBHOCTI aHa-
JITHYHUX TPOLEYp ayJUTy LULIXOM KJIacTepH3alil Ha OCHOBI CHEKTPaNbHOro po3kiafaHHs. O0’€KTOM JOCHIIKEHHS € MpoLec ay-
JUTY BiIIOBIIHOCTI MOCTIZOBHOCTE! OIJIATH i TOCTABOK CHPOBHHH.

Meta. MeTor0 poOOTH € MiIBUILEHHS Pe3yJIbTaTHBHOCTI Ta €(EKTUBHOCTI ayJUTy 32 PaXyHOK METOJY CHEKTPaIbHOI KJacTepH-
3alii MOCIiTOBHOCTEH OIIATH 1 MOCTaBOK CHPOBUHH MPU aBTOMATH3aLlii POLEAYp MEPEBIPKH iX BiAMOBIIHOCTI.

Metoan. ChopMOBaHO BEKTOpU O3HAK JUIsi 00 €KTIB IOCIIJOBHOCTEH OIUIATH i IOCTAaBOK CHPOBHHH, SIKi ITOTIM BHKOPHCTOBY-
IOTBCS B 3aIIPOIIOHOBAaHOMY MeToi. CTBOpEHUI METOl BIOCKOHAIIOE TPAAUIIIMHUN METO]] CIIEKTPAIBbHOI KIacTepu3anii 3a paxyHOK
aBTOMAaTHYHOTO BH3HAUCHHS KUIBKOCTI KJIaCTEpiB Ha OCHOBI MpaBMIIa MOSICHEHOI i BUOIPKOBOI AUCIIepCii; aBTOMAaTHYHOTO BU3HAYCH-
Hs mapaMerpa Macmraly Ha OCHOBI JIOKQJIBHOTO Macmrtaly (BUKOPUCTOBYETHCS HpaBmwio K-HaWOMMKYMX CyCifiB); CTIMKOCTI 10
[IyMy i BHIJKOBUM BHKHIIB 32 PaXyHOK 3aMiHu Metoay K-cepernnix momaubikoBanum metonom PAM, To6TO 3aMiHH LEHTPOIIHOI
KJIacTepu3anii MeJoiHOI0 KiacTepizauicro. Sk i B TpaauuiiiHOMy MiXoi AaHi MOXYTb OyTH pO3pikeHi, a Kilactepa MOXKYTb MaTi
pi3ty dopmy i po3mip. OOpaHi XapaKTepUCTHKH OLIIHIOBAHHS SKOCTI CHEKTPaJIbHOT KilacTepu3artii.

Pe3yabTaTh. 3anponoHOBaHUN METO/ CIIEKTPaIbHOI KinacTepu3arii OyB nporpamuo peanizoBanuii B maketi MATLAB. Otpuma-
Hi pe3yJIbTaTH JI03BOJIHIIM JOCTIIKYBATH 3aJI€XKHICTh 3HAUCHD TapaMEeTPiB Ha SKICTh KIIaCTepH3allii.

BucnoBkn. IIpoBeieHi eKCIEPUMEHTH MIATBEPAWIH NPAIe3AaTHICTh 3aIIPOIIOHOBAHOTO METOAY 1 JIO3BOJISIIOTh PEKOMEHIYBaTH
HOro JUIsi BUKOPUCTAaHHS Ha MPAKTHULI NP BUPILICHHI 3aB/aHb ayuTy. IIepceKTHBY MOJANBIINX JJOCIIPKEHb MOXKYTh IOJIATaTH B
CTBOPEHHI 1HTEIEKTyalbHUX TMapalelbHUX 1 PO3NOIIICHUX KOMIT FOTEPHHUX CHCTEM 3arajbHOTO 1 CHemialbHOTO NMPH3HAYEHHS, SKi
BHUKOPHCTOBYIOTH 3aIIPOIIOHOBAHUM METO AJISI 33/1a4 CErMEHTAIlil, MAIIMHHOT0 HaBUaHHS Ta PO3IIi3HaBaHHS 00pa3iB.

KJIIOYOBI CJIOBA: mnanyBaHHS ayIuTy, KIaCTepH3allisl, CIEKTpalbHe PO3KIaJaHHs, MeIOiA1, OCIIIOBHOCTI OIUIATH 1 HO-
CTaBOK CHPOBHHH.

VK 519.876.2:336

METO/I CHEKTPAJIbHOM KJIACTEPU3AIIAN IJTATEXXER Y TIOCTABKH CBIPhSI JJISI INIAHUPOBAHUS
AYJIUTA COOTBETCTBUA

Heckopoaesa T. B. — kanj. TexH. HayK, 1oueHT, JlOHEIIKUIT HAITMOHATBHBIA YHUBepcHTET nMeHH Bacwurs Ctyca, Bunanna, 3aB.
Kadeapsl KOMIBIOTEPHBIX HAYK U HH(POPMAIIMOHHBIX TEXHOJIOTHI, BuHHNIa, YKpanHa.

®enopos E. E. — 1-p TexH. Hayk, I0ueHT, npodeccop Kadheapbl pOOOTOTEXHUKU U CHEIAAIN3UPOBAHHBIX KOMITBIOTEPHBIX CHC-
TeM, YepkaccKkuii rocy1apCTBEHHBIN TEXHOJIOTMYECKUI YHUBEpCUTET, YepKkacchl, YKpauHa.

AHHOTANUA

AKTyaqbHOCTBb. B HacTosIee BpeMsi aHAINTHYECKHE MPOLETYPhI, UCIIONB3yeMble B XOJIe ay JUTOPCKON NPOBEPKH, Oa3HpyrOTCs
Ha MeTOJlaX MHTEIEKTYaJIbHOTO aHAJIN3a JaHHbIX. B pabore pemraercst 3amada MOBBIICHUS Pe3YJIbTATHBHOCTU U (P QeKTHBHOCTH
AQHAIUTUYECKUX MPOLELYp ayuTa IyTeM KJIAaCTEPH3al[M1 Ha OCHOBE CHEKTPAILHOTO pa3noxkeHus. OObeKTOM HCCIIeI0BaHUs SBIISET-
sl TIPOLIeCC ayIUTa COOTBETCTBUS MOCIIEI0BATENLHOCTEH OTUIAThI M IOCTABOK CBHIPBSI.

Iesnb. LHeabio padoTsl ABIACTCS NOBBILICHHE PE3YJIBTATUBHOCTH U 3(Q(GEKTUBHOCTU ayJUTa 3a CYET METO/a CIIEKTPAIBHON Kila-
CTepU3aNH MOCIEJ0BATEILHOCTEN OIIIATHl M IIOCTABOK CBHIPBS IIPU aBTOMATH3AIMH MIPOLEAYP MPOBEPKH UX COOTBETCTBH.

MeTtoanl. ChopMUpOBaHEI BEKTOpa MPU3HAKOB IJIs1 00BEKTOB MOCIEAOBATEIBPHOCTEH OIIIATHI M TOCTABOK CHIPBSI, KOTOPHIE 3aTEM
HCTIONB3YIOTCS B TIPEATIokeHHOM MeToje. Co3MaHHBII METO/ yCOBEPIICHCTBYET TPAAUIMOHHBINA METOJ CHEKTPAIILHON KIIacTepH3a-
IIUX 33 CYET aBTOMATHUYECKOTO ONPEAENICHNs KOJIMUECTBA KJIAaCTEpOB Ha OCHOBE IpaBmiIa 0OBSICHEHHOW M BHIOOPOYHOM AUCIICPCHH;
aBTOMATHIECKOTO OIPEAENICHHs IapameTpa Macmraba Ha OCHOBE JIOKAIBHOTO MAacIITaOMpOBaHMS (MCIIONB3yeTcsl mpaBmio K-
OMIKaHIINX coceieil); yCTOMYMBOCTH K IIyMy M CIIy4allHBIM BBIOpOcaM 3a cyeT 3aMeHbl MeToaa K-cpefHux Moau(pHIUPOBAHHBIM
MeTtonoM PAM, T.e. 3aMeHBI LEHTPOUIHON KJlacTepU3allMu MEAOMIHOHN KiacTtepusanueil. Kak U B TpaIUIIMOHHOM IOIXO/E JaHHBIC
MOTYT OBITh pa3pexeHsl, a KilacTepa MOTyT HMETh pa3Hble GopMy 1 pa3mep. BriOpaHbl XapaKTepUCTUKH OLIEHUBAHMS KauecTBa CIEK-
TpaJIbHOM KJIaCTepU3aLUU.
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PesyabTatsl. [IpeanoxeHHbII METO CIEKTPATIBHON KJIaCTepHU3aliu ObLT MporpaMMHO peanu3oBaH B nakete MATLAB. Ilony-
YEeHHBIE PE3yIIbTATHI MO3BOJIMIIN UCCIIEIOBATh 3aBUCUMOCTD 3HAUCHUH MapaMeTpOB Ha KaUeCTBO KIACTEPH3ALIUH.

BuiBoabl. [IpoBecHHBIC SKCIIEPHMEHTHI TIOATBEPIMIN Pa0OTOCIIOCOOHOCTh MPENIOKEHHOTO METOA M TIO3BOJISIOT PEKOMEH/I0-
BaTh €ro JJIs MCIIOJIb30BaHMs Ha MPAKTHUKE MPH pPelleHUH 3a/1au ayauTa. [lepcrekTuBbl fanbHEHIINX HCCIeI0BaHUNA MOTYT 3aKIIO-
YaThCsl B CO3J[AHUH MHTEIUICKTYaIBHBIX MapajIeIbHBIX U PACTIPEICIICHHBIX KOMITBIOTEPHBIX CHCTEM OOIIEro U CICI[HaIbHOTO Ha3Ha-
YEHUS, KOTOPBIC UCIIONB3YIOT MPEIUIOKEHHBI METOT JUTS 3a71a4 CCTMEHTAIIMH, MAIIIMHHOTO 00YUYCeHHUS 1 PacliO3HABAHUSA 00Pa30B.

KJ/IFOUEBBIE CJIOBA: muianupoBaHue aynuTa, KjlacTepu3alys, CIeKTPAIbHOE Pa3JIoKEeHUE, MEJIOU/IbI, TTOCIEI0BATEILHOCTH
OIJIATHI U TIOCTABOK CBHIPHS.
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