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ABSTRACT

Context. This work is devoted to the problem of natural language interface construction for ontological graph databases. The fo-
cus here is on the methods for the conversion of natural language phrases into formal queries in SPARQL and CYPHER query lan-
guages.

Obijective. The goals of the work are the creation of a semantic analysis method for the input natural language phrases semantic
type determination and obtaining meaningful entities from them for query template variables initialization, construction of flexible
query templates for the types, development of program implementation of the proposed technique.

Method. A tree-based method was developed for semantic determination of a user’s phrase type and obtaining a set of terms
from it to put them into certain places of the most suiting formal query template. The proposed technique solves the tasks of the
phrase type determination (and this is the criterion of the formal query template selection) and obtaining meaningful terms, which are
to initialize variables of the chosen template. In the current work only interrogative and incentive user’s phrases are considered i.e.
ones that clearly propose the system to answer or to do something. It is assumed that the considered dialog or reference system uses a
graph ontological database, which directly impacts the formal query patterns — the resulting queries are destined to be in SPARQL or
Cypher query languages. The semantic analysis examples considered in this work are aimed primarily at inflective languages, espe-

cially, Ukrainian and Russian, but the basic principles could be suitable to most of the other languages.
Results. The developed method of natural language phrase to a formal query in SPARQL and CYPHER conversion has been im-
plemented in software for Ukrainian and Norwegian languages using narrow subjected ontologies and tested against formal perform-

ance criteria.

Conclusions. The proposed method allows the dialog system fast and with minimum number of steps to select the most suitable
query template and extract informative entities from a natural language phrase given the huge phrase variability in inflective lan-
guages. Carried out experiments have shown high precision and reliability of the constructed system and its potential for practical

usage and further development.
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ABBREVIATIONS

SPARQL is a query language to the data presented by
the RDF model,

RDF is a Resource Description Framework;

OWL is a Web Ontology Language;

CYPHER is a query language for graph databases ac-
cepted in Neo4;j;

LODQA is a Linked Open Data Question Answering.

NOMENCLATURE

Ac is an accuracy criterion;

A is a subject model on which the text is interpreting;

a; is a possible word tj; meaning;

C_ is a left context of the grammar unit;

Cg is a right context of the grammar unit;

D is a dictionary of a natural language in the alphabet
X;

F, is a complex criterion to estimate precision and re-
call;

F is a formalization for the set of the words in the al-
phabet X;

F, is a number of false negatives;

Fp is a number of false positives;
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L is a formalization for a natural language on the
given alphabet;

P is a precision criterion;

P is a formalization for the aggregate of a natural lan-
guage grammar rules;

pi is one of the grammar rules of a natural language;

R is a recall criterion;

Re is a formalization for the aggregate of a natural lan-
guage grammar relationships;

Rpi is a formalization for a binding of grammar rule
and relationship;

S is a dictionary of words defenitions for the language
L;

T is a currently considered natural language text;

Tp is a number of true positives;

T, is a number of true negatives;

tj is a sentence of a currently considered natural lan-
guage text;

tjj is a grammar unit of a sentence;

X is a formalization for an alphabet of some natural
language;

v is a relationship that defines meanings and types of
words in a dictionary of the language;

IT is a predicates signature;
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7" is an atomic predicate;

T; is a word tjj possible type;
¢ is a relationship of the text interpretation on the sub-
ject model.

INTRODUCTION

Nowadays dialog and reference program systems are
becoming wide-spread and convenient. They help to
automate frequent typical question answering, to obtain
relevant information about an actual problem or to per-
form a necessary sequence of action. They can reduce the
burden for human consultants in the routine of answering
typical, many times asked and bored questions, and also
being asynchronous a program system can serve several
clients at the same time. It is obvious that for many cases
the most comfortable and friendly for a user is a natural
language interface of such system, which means that the
user enters his question in a natural language. Hence, in
the most of situations such dialog system is, actually,
natural language interface of a database.

The problem of natural language database interfaces
building is not new. Since computers have become wide-
spread in the most aspects of life and work and appear
common for large numbers of people even far from com-
puter science and calculation tasks the problem of user’s
friendly interfaces creation become actual. And one of the
directions of such interfaces is a natural language inter-
face for databases that is highly desirable for persons who
not familiar with programming and formal query lan-
guages. In contrast, asking the system using natural lan-
guage seems rather more natural and convenient for an
ordinary person. Despite the long existence of the prob-
lem, the development of such interfaces and new ap-
proaches to their construction continues [1], and there are
certain reasons for this. Due to the complexity of the task
of interpreting the semantics of queries in a natural lan-
guage, the development process moved with varying suc-
cess, experiencing ups and downs. The processing of an
incoming request by a previously prepared semantic
model may not be processed correctly for other requests.
New attempts to create natural language interfaces for
databases are constantly being made. Nevertheless, far
from all of them turn out to be quite successful and indeed
make a contribution to the state of the problem. However,
every new research in this area is valuable because it
brings new ideas and provides a better understanding of
what really works and what does not.

The object of study is a natural language interface for
ontological graph databases.

The subject of study is the development of methods
for natural language of inflective type conversion to for-
mal queries for graph databases.

The purpose of the work is to create a semantic
analysis method for the input natural language phrases
semantic type determination and obtaining meaningful
entities from them for query template variables initializa-
tion, to const the flexible query templates for the needed
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semantic types and to develop and test a program imple-
mentation of the proposed technique.

1 PROBLEM STATEMENT

The main purpose of this work is to develop a pro-
gram system that is able to return as its output formal que-
ries in SPARQL or Cypher query languages for graph
databases using as input interrogative and imperative
phrases in a natural language of inflective type. The
method used for this task should be easily interpretable,
be able to be easily corrected, supplemented and adapted,
be fast and not resource intensive.

To solve this problem the following tasks are to be
done:

1. To develop a tree-based method for semantic analy-
sis of a natural language phrase;

2. To construct the scheme of the decision tree used in
the developed system for determination of semantic type
of the input natural language phrase;

3. To create flexible templates of formal queries for
SPARQL and Cypher corresponding to the required se-
mantic types;

4. To come out with the method for obtaining mean-
ingful entities from the phrase to initialize templates vari-
ables;

5. To develop a program realization of the business
logic separate from the tree and templates files;

6. To integrate the natural language to formal query
conversion modulus as a service into a multi-agent dialog
system,

7. To carry-out experiments for testing the developed
system performance.

To test the quality of the developed system results the
following criteria are to be used: accuracy, precision, re-
call and Fi-score, which are common for such kinds of
systems [2]. These metrics are calculated as follows:

Tp+Tn
Ac = , (1)
Tp+Fp+F+Ty
T
p
=, (2)
Tp+Fp
T
-— (3)
ptFn
2.-P-R
F = : 4
" PsR @

Formal mathematic problem characteristic is given
here according to [3]:

Let X is an alphabet of some natural language and
F(X) is the set of the words in X. L < F(X) is a natural
language on the given alphabet and its sentences are con-
structed according to the grammar rules P = {p; : i =
1,...,m}. The grammar rules define the relationships
Rg = {Rpi 1pj € P} each from them is corresponding to a

grammar rule. Let T € L(X) is a natural language L text
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and t; €T are sentences of the text T, i =1, 2,..., n. Every

sentence of the text T has its structure t;=t;;t;...tin, where
tj are grammar units that form a sentence.
CL(tj) =tj;..tjj_, is the left context of the word tj and

Cr(tjj) =tjjs1-- tin is the right context of it in the sentence

ti. S is a dictionary of the language L(X) where the defini-
tions of words tj are. y =T xS is a relationship that de-

fines meanings and types of words in S. A = (D, I) is the
subject model on which the text T is interpreting.
@ T xA is the relationship of the text T interpretation

on the model A = (D, II). Predicates signature IT =
(..., 7} includes atomic predicates to build more
complicated formulas. Every atomic predicate has its
type. Relationship vy is evaluated as:

Y(t;) = 1@, 1), (82, T2)s- (85, T5) } (5)

The relationship ¢ if the model A = (D, II) is defined
can be determinate as following:

o(t) =
= {o(rGDYCRGNN, O(VCR )Yt Y(Cr (). (6)
s @Y (CLEGn))Y(in) s
o(v(tij)) = v(o(tij)),
o(y(CL(j))) = CL(v(o(t;j))),
PY(TE (Ppovees PK))) =
HPEEN@Y(P) s Y(PK))).

It should be noticed, that here y((p(n? )) is a predicate
coordinated with arguments y(p,),....Y(Py) -

Thus, the main formal goal of a semantic analysis te-
chnique development is to construct a method for y and ¢
implementation.

2 REVIEW OF THE LITERATURE

In [4] proposed a transformation system that includes
three main components: the first component converts a
natural language query into a query tree, the second com-
ponent interactively checks the conversion, turning to the
user, and the third component converts the query tree into
SQL. The main disadvantage of this approach is a user’s
checking the constructed query tree, which makes such
system not convenient for a user not familiar with formal
queries and databases.

Methods based on statistical machine learning and
neural networks have begun to appear in recent years. A
methodology is proposed in [5] implements reinforcement
training. This approach suggests using a deep neural net-
work to translate natural language phrases into corre-
sponding SQL queries. This method takes advantage of
the structure of SQL queries to significantly reduce the
output range of generated queries. Despite the huge data
set in the training sample, the accuracy of the model was
not high: the accuracy of execution was 59.4 %, the accu-
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racy of the logical form was 48.3 %. Thus, for the real
implementation of such system, an extensive collection of
training sets will be required, which is difficult to provide.

As an example of converting natural language queries
into formal queries in SPARQL can be considered the
LODQA system presented in [6]. It parses a natural lan-
guage phrase and creating a graphical representation of
the request, which is called a pseudo graphic template.
The pseudo graphic template is a graph pattern for finding
the target graph of RDF subgraphs that match it. Natural
language term can be normalized for more than one RDF
term due to ambiguity. Therefore, from one pseudo
graphic template, more than one linked template can be
obtained by normalization. In order to take into account
the structural inconsistency between the attached pseudo
graphic template and the actual structure in the target data
set, it tries to generate SPARQL queries for all possible
structural variations. The considered LODQA system is
focused on the English language only. Detailed features
of its functioning are not given in [6], limiting only to a
general description and analysis of work examples.

Another approach to natural language to SPARQL
conversion is considered in [7] PAROT framework.
PAROT adopts an approach that generates the most likely
triple from a user query. The triple is then validated by the
lexicon. It relies on a dependency parser to process user’s
queries to user triples. The user triples are then converted
to ontology triples by the lexicon. The triples generated
by the lexicon are used to construct SPARQL query that
fetches the answers from the underlying ontology. Testing
the PAROT framework by the authors of [7] showed that
for simple questions it demonstrates about 81 — 82 % pre-
cision, about 43 — 56 % for complex questions, and for a
specific thematic dataset (geography) precision was up to
88 %. But even the authors pay attention to some weak-
nesses of PAROT: it has low precision and recall when
processing aggregation based questions.

In spite most of natural language to formal query con-
version systems deal with English, works is also proceed-
ing for other languages. For example, in [8] proposed a
method to generate SPARQL queries from Korean natural
language queries.

Taking into account the success in machine translation
systems development using neural networks achieved in
recent years it is no wonder that approach is trying to be
applied to translation from a natural language to a formal
query language such as SPARQL. For now, there are only
a few examples of such approach, for example [9]. Some
tricks to avoid or at least minimize criticality of typical
machine translation mistakes are taken into account there.
For instance, to train the model they use not SPARQL
queries as they are but previously converted them into
special sequences where language symbols and construc-
tions are encoded as constant symbol sequences. Some
constant query structure elements were omitted or abbre-
viated. Thus the translations result in this method is a spe-
cific sequence that is actually an instruction, by which it
is possible to build a sufficient SPARQL query. Despite
the authors of [9] claimed a rather good accuracy of their

107



e-ISSN 1607-3274 PapioenexrpoHika, inpopmaTuka, ynpasminas. 2021. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne 2

model its behavior on others datasets related to different
ontologies is still a question.

An example of natural language to SPARQL conver-
sion open source realization is FREyA [10]. It is available
on GIT-hub [11]. FREyA is an interactive Natural Lan-
guage Interface for querying ontologies. It uses syntactic
parsing in combination with the ontology-based lookup in
order to interpret the question and involves the user if
necessary. The user’s choices are used for training the
system in order to improve its performance over time. It
deals with English language. In [11] some examples of
natural language questions are given can be converted to
SPARQL using FREyA. It seems that the query formation
by FREyA very depends on the ontology data, and its
configuration needs to be tuned to the certain ontology.

Conversion systems for natural language questions to
Cypher (a query language for graph database Neo4;j) are
rather less developed, but works in this area are also pro-
ceeding. Analyzing posts in topical internet forums it
seems to be that development of such tool is highly desir-
able. Here are a few examples of such works: [2, 12]. The
system proposed in [12] is rather primitive. The queries
need to be of a pre-defined structure; actually it needs a
file with ready natural language sentences where some
words are replaced by placeholders and matching Cypher
templates. The described approach has its advantages and
disadvantages. The main advantage is simplicity, which
guarantees that the result will be just obtained or not ob-
tained without appearing of strange situations when
wrong or not completely correct result springs up. But
obviously, there are a lot of drawbacks. First of all, for a
real big system, a large number of phrases templates is
needed which involves all possible users’ questions con-
sidering their variety.

The flexibility of the query template approach can be
increased if rigid phrases templates will be replaced with
semantic analysis of an input phrase which also recog-
nizes the entities (words) that are to be substituted into the
query template [13]. In this work is considered the prob-
lem of selection of a correct query template and singling
out corresponding entities basing on the user’s phrase.

3 MATERIALS AND METHODS

The only input information coming from the user is a
phrase in Ukrainian language. It should be a single sen-
tence. If there ate several sentences in the user’s replic,
each of them will be separately considered by the system.
For this purpose the input text is tokenized to a list of
sentences. Each sentence is then tokenized to a list of
words. These operations are conforming so called pre-
liminary graphematic analysis. Then these words list are
cleaned from senseless and not informative words (inter-
jections, emotion expressions, senseless introductive
words). For this task lists of such words are pre-prepared.
Each of the words from the input phrase is lemmatized
and comparing with words from this lists. If it matches
this word is to omit from the sequent processing. Ob-
tained in such way input material than used for semantic
analysis.
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The first goal of the semantic analysis is to determine
the semantic type of the input phrase, which is ¢ from the
formal problem statement, i.e. what kind of information
the user wants to receive. The considered here system
deals only with interrogative and imperative sentences.
Narrative sentences where nosing is implicitly asking are
out of consideration in this work.

The criteria of the semantic type determine are facts of
the presence of certain words and words sequences (in-
cluding preposition) in certain forms. The main complic-
ity is that there are a great number of possible semantic
intents ¢ and many of them could be represented in plenty
of different ways (A). Hence, runtime enumerating all
possible options is a long and unproductive way. In the
basis of the proposed here solution for is a tree approach
when analysis is going step by step and on each step only
a few factors are considered that allows one to exclude
many of others variants so they do not need sequent con-
sideration. The determination algorithm is proceeding
until all the necessary and sufficient conditions for the
certain semantic type appear observed. The method also
allows at the same process to find input entities to be sub-
stituted into the query template. Thus, this determinative
tree is actually y from the formal problem statement.

Let us consider the proposed determination method in
more detail.

Even in inflective language, at least in Ukrainian and
Russian words are not going completely random but some
patterns of their sequence exist, which significantly sim-
plifies the analysis. For instance, most types of questions,
excluding so called general questions, begin with question
words (“mo” — “what”, “konmu” — “when”, “ax” — “how”,
etc.), which are the most crucial factor in the process of
the semantic type determination. Imperative sentences
begin with a verb in imperative form, or with appeal fol-
lowed by such verb. Preposition in Ukrainian and Russian
languages can go only before nouns, pronouns and name
groups (the linked group of nouns and adjectives that in
aggregate describe one entity). Thus, the tree algorithm
analyses not just presence of a certain word but it goes
through the words of the phrase as a sequence.

The algorithm could be described like a frame mow-
ing through the sequence of words. The size of this frame
is from one word to several and is equal to a number of
words in consideration during the current condition analy-
sis. The tree is a-ary, so there is no limitation of outgoing
links from its node to the nodes of the lower level. The
tree, its conditions, should be constructed in such manner
that only one possible way must exist to the lower level
from a node; i. e. algorithm should go through the tree
without dividing. If not only one from the conditions op-
tions of the node are suitable, one that is the most suitable
must be selected (but such situations are reasons to im-
prove the conditions, and may be add another level of
conditions). More suitable means the following:

— if the number of checked words (size of frame) in
condition A is bigger than it in condition B and both con-
ditions are matching the current situation, the preference
is to be given to condition A (with bigger frame size);
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— if condition A matches only by word characteristic
(verb in the certain form, noun in some case, etc) and
condition B matches by the text (at least in lemma form),
the preference is to be given to condition B (text match-
ing);

— if condition A matches only by part of speech (just
verb, or noun, or adjective etc.) and condition B matches
also by word form characteristic (case, tense, verb form
etc.), the preference is to be given to condition B (word
form matching).

On each step, only one of the conditions should be
chosen, which determines the conditions checked in the
following step. If there is no matching condition the only
result is that the answer can’t be obtained, which can ap-
pear if the conditions system in the tree is not full. Such
situation is perfectly acceptable if the tree is specialized
for a narrow subject area and number of existing query
templates is rather restricted. Such approach makes the
system easier and faster by early screening out the ques-
tions for which there are no answers in the database. Each
following step could restrict the number of possible query
templates or just check the next necessary condition. At
the end, only one of the possible templates should remain
and all the necessary and sufficient conditions for it
should be observed. If in some case more than one query
template is remain (that is not desirable) several formal
queries are to be formed, but that is evidence of the initial
phrase nebulosity or imperfection of the determination
system. For some cases the frame size is flexible, it is
necessary when there expected a possibility of a words
group with some characteristics but of not determined
length (name group, homogeneous parts of the sentence,
parts of full name, date, etc.). The frame shift for the
following step depends on the actual frame size of the
selected condition, so each time only new words appear in
consideration, crossover shifts of the frame are not
provided in this method. To determine the semantic type
of the user’s phrase (y) and the corresponding query tem-
plate is important, but not enough. A set of entities substi-
tuted to the query template is also needed. Selection of
those entities is performed after the template determina-
tion, because they depend on it. For this purpose in the
end node of the solution tree are also indicated positions
of the way in the tree (by level) from where correspond-
ing variables of the template should be initialized. If in
some position a number of entities are present (described
above cases of flexible size frames), a list will be obtained
to initialize the template variable. If some of template
variables are initialized as list, the condition row of the
template during variables values substitution will be re-
peated for the each value, if this variable in the template is
marked as “allow list”, otherwise its value shall be made
by joining the list members. The first option (“allow list”)
is better for homogeneous parts of the sentence and the
second one — for name groups, which are stored in the
ontology (graph database) in such joined way. In some
cases of narrow subjected ontologies some of the entities
are not to be substituted from the user’s phrase but are
predefined in the template, which makes it more reliable
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in reasons of ontology answer obtaining possibility. Also,
there could be some cases when obtained from the user’s
phrase entity is replaced by its synonym which presence
in the ontology is guaranteed but of the user’s word is not.
If on the expected graph way position there is no entities
to initialize the corresponding template variable (undesir-
able, degenerate, but also possible case), this condition
string shall be omitted in the forming query, so the query
becomes wider.

Here we limited to just a brief description of the pro-
posed query template method without linguistic and se-
mantic details. They very depend on the language, the
subject area and the peculiarities of the ontology structure
accepted in the system. It only should be noticed, that the
full and complete system of semantic types of questions is
not always necessary for most of the databases. It could
be limited to only those types of queries types for which
the answers in this ontology are expected and provided.

The common scheme of the provided natural language
to formal query algorithm is illustrated by a UML activity
diagram on Fig. 1.

Putting query templates and the template selection tree
scheme into separate files allows a developer to adopt the
system to certain ontology without touching the program
code logics. The program code is in a python file to which
a linguistic analyzer is bind to deal with a specific natural
language.
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Figure 1 — UML activity diagram of the process of natural
language phrase to a formal query conversion
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The input information is a natural language user’s
phrase and the output is a SPARQL or Cypher formal
query. The modulus is included to a program agent (web
service) shell, so it could easily become a part of a natural
language dialog or reference system.

4 EXPERIMENTS

To test the developed system we used the OWL ontol-
ogy of letters written to the famous Ukrainian writer of
XX century Oles Honchar. This ontology was semiauto-
matically constructed on the basis of the digest book of
the letters [14]. Let us briefly describe the ontology struc-
ture. Now the working system is available by the follow-
ing URL: https://oles-gonchar-bot.herokuapp.com This
dialog web application involves not only the ontology for
Oles Honchar letters but also several other ontologies
devoted to the literary work of this writer. All ontologies
are in OWL (RDF/XML) and SPARQL is used to query
them. Neo4j graph database and Cypher queries are used
in another developed by us dialog system which is a vir-
tual financial consultant with a natural language interface
(in this case — Norwegian). This application is available
by the next URL: http://178.128.245.158:8888/chatbot/

For the system performance testing serial of experi-
ments were carried out. As input were used natural lan-
guage (Ukrainian) interrogative and imperative phrases.
To estimate obtaining negative and positive results 30 of
the phrases were directly related to the considered in the
ontology subject (letters were written to Oles Honchar)
and the answer on them supposed to be in the ontology,
the others 30 of them were made specially to obtain a
negative result. These phrases for a negative result obtain-
ing were not completely meaningless or grammatically
incorrect (because for such ones there is no a certain posi-
tive result). They actually could be divided into three
groups: in the first group phrases are devoted to Oles
Honchar letters but there is no a supposed answer to them
(20 phrases), in the second one the phrases were about
letters but not to Oles Honchar (10 phrases), and in the
third one phrases were about Oles Honchar but not about
letters (10 phrases). In total, a set of 60 test phrases was
used in the testing all phrases were grammatically correct
Ukrainian sentences. Not obtaining an answer to a phrase
about a completely different subject is trivial, thus they
were not used for the testing.

An answer of the system was considered as a true
positive if the answer was informative and was given as it
was supposed to be. True negative result is the absence of
the requested information (but not wrong or not relevant
information!) but only in the case when we expected it.
As false negative we considered all results where a certain
answer was expected but was obtained either wrong an-
swer, not a complete answer, or no answer. False positive
result may contain any information (complete or not,
maybe even not completely correct) in the case when the
absence of an answer was expected.

The obtained scour was used for the calculation of ac-
curacy, precision, recall and F; criteria.
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Also the time intervals of the phrase analysis and
query formation process were measured. These times in-
clude just these process but not also the times of query
execution, messages between agent and to the user send-
ing, page rendering etc.

5 RESULTS
The scour for each type of the obtained during the
testing results is shown in table 1. The values of formal
estimation criteria are given in table 2.

Table 1 — Experimental results score

Type of result | Number of results
Tp 24
Tn 29
Fn 6
Fo 1

Table 2 — Evaluation criteria of the system performance results

values
Criterion | Value
Accuracy | 0.883
Precision | 0.960
Recall 0.800
F 0.873

It should be noticed that one answer considered here
as a false positive is actually not a completely correct
answer, but the true negative result for it ought to be “no
answer”. From the false negative results actually in four
cases there were no answer and in two ones the answer
was but incorrect.

The average time interval of the analysis and query
formation process was 6 + 3 ms. Any statistically valuable
decadence of it from the phrase length and complicity was
not observed.

6 DISCUSSION

Generally, according to the values of the criterion, the
developed system seems to be rather qualitative and is on
the level of claimed in [2, 7, 10]. Thus the proposed
method may be workable and practically acceptable. But
some of its peculiarities revealed in the experimental test-
ing are to be discussed in more detail.

The system shows a high precision criterion value be-
cause it is not inclined to false positive results. The cause
of this is the sensitivity of the tree-based method and then
ontology querying system to not subjected information. It
rather gives no results in this case than some results. Ad-
ditional information, which we did not expect to receive,
but suddenly received, simply cannot be taken with this
approach to the construction of the ontology and queries
to it. But sometimes seldom if the input information is
rather similar to one stored in the ontology some answers
(may be not very relevant) could be obtained.

Unlike the precision, recall criterion is not so high.
This is mostly because the system tends to not find an-
swers even if they are in the database. The reason for this
is some incompleteness of the decision tree rules (some
possible constructions or/and distinguishing words were
not taken into account). Another cause may be that some
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words which should to be ignored actually were not
putted to the corresponding lists. This type of problem
could be solved quite easily — by adding the necessary
lacking rules and words lists. But the problem of wrong
answers obtaining is some more complicated: it needs
increasing of the semantic analysis profundity and preci-
sion for distinguishing more subtle aspects, also taking
into account homonymy and correct interpretation of pro-
nouns.

In the whole, the developed method has the potential
to show a rather good accuracy and high performance. It
is scalable and could be tuned both to small narrow sub-
jected ontologies or wide and complicated ones. More-
over, it is rather simply correctible and the obtaining re-
sults could be easily explained and if needed it is clear
what and where the corrections and additions have to be
made. It is the same suitable for SPARQL and Cypher
queries, and may by others query languages used in graph
or relations databases.

For the moment it is elaborated only to some narrow
subjected ontologies that need a rather limited variety of
query templates and templates are constructed not for all
the possible semantic types of questions. In the future, we
are to make a more thoughtful and complicated decision
tree to determine most of the semantic types of questions
and imperative sentences.

As a main disadvantage of the proposed method is the
need for manual creation of the query templates and the
decision tree to determine the most suitable template,
which is also very depend on the ontology structure. That
may take a lot of effort. Thus, it seems to be suitable for
the systems using narrow subjected ontologies that need
to have high accuracy and stability of the answers and
where databases are tend mostly growing in data size but
not significantly change their structure.

CONCLUSIONS

A method is proposed for the conversion of natural
language questions and imperative phrases to formal que-
ries in SPARQL and Cypher query languages used in
graph databases. The proposed technique assumes the
presence of several query templates corresponding to each
for a special semantic type of question. Meaningful enti-
ties extracted from the user’s natural language phrase are
substituted into the corresponding query template. For the
most suitable query template selection a tree based se-
mantic analysis method is proposed. The method assumes
that the frame is shifting through the words list of the
phrase considering on each step one or several words.
These words are analyzed to match one of the conditions
on the current tree position. The most matching condition
determines the following position on the next level of the
tree. The process proceeds until there will remain the only
option of query template and all the sufficient conditions
for the corresponding semantic type are proofed to be
observed. Then depending on the selected query template
input entities for it are taken from the given positions of
the previous consideration.

© Litvin A. A., Velychko V. Yu., Kaverynskyi V. V., 2021
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The scientific novelty of the proposed approach is
following: a technique of automatically conversion of a
natural language phrase to formal queries in SPARQL and
CYPHER query languages was further developed, the
peculiarity of the presented method is using flexible query
templates which selection and variables substitution is
controlled by the tree-based semantic analysis, develop-
ment and application of such methods is currently little
elaborated; important feature of the proposed approach is
its capability for inflective languages, especially, Ukrain-
ian and Russian, for which such tools are poorly devel-
oped for the moment; were investigated the efficiency and
possibilities for practical application of the proposed tree-
based semantic analysis approach, standard criterions
values were estimated, data on the assessment of this
method were not previously known.

The practical value of the obtained results is that the
proposed method seems to be useful in dialog and refer-
ence program systems which use graph databases either
OWL/RDF or Neo4j based. The performance results of a
program that implemented the proposed technique are
clearly interpretable and explainable, which makes this
approach highly customizable, fixable, and extensible.
The tree-based method is rather scalable and could be
suitable either for small narrow-subjected databases or big
and complicated ones.

Quantitative indicators of the research results
showed during the system testing are expressed by the
following evaluation criteria values: Ac = 0.883, P =
0.960, R = 0.800, F; = 0.873. The obtained testing results
seem rather reassuring and promising. Thus, the devel-
oped method is useful in constructing dialog and refer-
ence systems with a natural language interface. Also it
shows the ability to easily corrections and editing if
needed.

Prospects for further research are seemed as fol-
lows: investigation of different an more complicated
graph data bases which represent more possible types of
semantic relationships allocation explicitly and implicitly
existing in them and constructing of new types of formal
query templates for this purpose; further developing the
proposed here semantic analysis technique for more (both
general and subject oriented) semantic types determina-
tion, including mixed ones, and methods of meaningful
concepts obtaining for them; development of methods that
are able to as better as possible fit the terms obtained from
an input natural language phrase to the corresponding
values of the nodes in the graph database, which increases
the possibility of an answer obtaining even for cases of
long multiword terms in the nodes and expanding and
narrowing an input term context regarding them.
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AHOTAULIA

AkTyaabHicTb. L{g poboTa mpucsdeHa npodiaemi moOy10BH MPUPOIHOMOBHOTO iHTepdecy uid OTpuMaHHA iH(dopMalii 3 rpa-
¢oBux 6a3 manux. OCHOBHA yBara IpHIULIETECS METOAAM HEepeTBOPEHHS (pa3 MPUPOIHOI0 MOBOKO Y (DOPMaIIbHI 3aIlUTH Ha MOBAX
3amutiB SPARQL ta CYPHER.

Merta. L{insmMu poOOTH € CTBOPEHHSI METOy CEMAaHTHYHOTO aHANi3y THIy BXiJHUX IIPUPOIHOMOBHHX (pa3 Ta BUAUICHHS 3 HUX
3HAYYIIMX CYTHOCTECH JIs iHiIliami3aril 3MiHHUX [1a0JIOHY 3alKTy, M00YyI0Ba THYYKUX IIAO0NOHIB 3alUTiB JJIS BiJMOBIIHUX CEMaH-
TUYHHX THIIB (pa3, po3pobka mporpaMHol peaizallii 3arponoHoBaHOro Crocooy.

Mertoa. Po3po6ieHo Meton, 1m0 6a3yeTbest Ha A€peBi NPUHHATTS PillleHb, JUIs BU3HAUSHHS CEMaHTHYHOTO THITY (pasu KOPHUCTY-
Baya i OTpUMaHHs 3 Hei Habopy MOHATH, AJIA MiJCTAHOBKH iX y MEBHI MiCI HAHOUTBII MiAXOAAIIOro mabioHy GOpPMAIEHOTO 3aIHTY.
[IponoHOBaHa METOAMKA BHUPIIIy€E 3aBAAaHHA BH3HAYCHHs TUITY (ppasu (0 Oe3mnocepeiHpO MOB A3aH0 3 KpUTEpieM BUOOpY MAOIOHY
(opMaNbHOTO 3aIMTY) 1 OTPHUMAHHS 3HAYYIIUX HOHATH, VIS iHiNiami3anii 3MIHHUX oOpaHOro madioHy. Y mOTOYHiH poOoTi po3ris-
JTAfOTHCS TIIBKM NMUTANBHI H Haka3oBi ()pa3u KOpHCTyBada, TOOTO Ti, SIKi B IBHOMY BUIJISI IPOIIOHYIOTH CHCTEMI JIaTH BiIIIOBilb.
IMepenbauaeTbces, 10 PO3IIIAHYTA AiaJIorosa ado JOBiAKOBA CHCTEMa BUKOPUCTOBYE rpadoBy OHTONIOTIUHY 0a3y NaHuX, 1o Oesmoce-
peIHbO BIUTHBAE Ha (hOPMaIIbHI MIAOIOHY 3aIUTIB — pe3yJibTyrodi 3anuti BukopuctoByroth SPARQL a6o Cypher. [Ipukiany ceman-
THUYHOTO aHaji3y, PO3IJISHYTI B Liif poOOTi, BITHOCATHCS MEPEBAXKHO 10 MOB (DJICSKTHBHOIO THITY, a caMe, YKPaTHChKOI Ta POCiHChKOT,
ajie OCHOBHI MIPUHIIMITA MOXYTh OYTH OPHIATHUMH 1 UTsl OUIBIIOCTI iHIIMX MOB.

PesyabTaT. Po3pobnenuii MeTon nmepeTBopeHHS (pa3u Ha MpUPOAHiid MoBU y dopmanbhuii 3anut Ha SPARQL abo CYPHER
OyJI0 IPOrpaMHO peali3oBaHoO Ul YKPaiHCHKOI Ta HOPBE3bKOI MOB i3 BUKOPHCTAHHSM BY3bKUX MIPEIMETHHX OHTOJIOTIH Ta MPOTECTO-
BaHO Ha BIANOBIAHICTH (GOPMATBEHUM KPHUTEPisiM epeKTHBHOCTI.

BucHoBKH. 3anponoHOBaHUN METO]] JO3BOJISE IaJIOTOBIM CHCTEMI MIBUAKO Ta 3 MIHIMAIBHOIO KUIBKICTIO KPOKIB BHOpaTh Haii-
01T MIAXOMSAIINHA NIA0JIOH 3alUTy Ta BUTATTH iHGOPMATUBHI CYTHOCTI i3 BXiZIHOI IPUPOIHOMOBHOI (pasy, BpaXOBYIOUH BEINYE3-
Hy BapiaTUBHICTb ()pa3 y QiexkTtuBHHX MoBax. [IpoBe/eHi €KCIIEpMMEHTH IOKa3ajld BUCOKY TOUHICTh Ta HaIiHHICTH 1MOOYH0BaHOT
CHCTeMH Ta 11 OTEHIiaJl U1l HPAKTHYHOTO BUKOPUCTAHHS Ta MOJAJIBIIOTO PO3BUTKY.

KJIFOYOBI CJIOBA: 06pobka mpupoaHoi MoBH, rpadoBa 6a3a JaHUX, CEMAaHTHYHUIT aHai3, (OpMaIbHUIA 3alUT, JEPEBO MPH-
WHATTS pillleHb, OHTOJIOT1sL.
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AHHOTAIUSA

AKTyalbHOCTB. [lanHas paboTa mocBsdiieHa npodiieMe IOCTPOeHUsT HHTepdelica Ha eCTECTBEHHOM SI3BIKE U1 OHTOJIOTMYECKUX
rpa¢oBbIx 06a3 qaHHBIX. OCHOBHOE BHUMAHHWE YAEISAETCS METOAaM IpeoOpa3oBaHus (pa3 Ha €CTECTBEHHOM S3BIKE B (hOpMalbHBIC
3arpockl Ha s3bikax 3anpocoB SPARQL u CYPHER.

Hean. LlemsiMu paGoTs! sBIsIETCS CO3AaHUE METOAA CEMAaHTHYECKOTO aHaM3a THIIOB BXOJHBIX €CTECTBEHHOS3BIKOBBIX (pa3 U
BBIJICTICHHS] M3 HUX 3HAUYMMBIX CYIIHOCTEH JUIS WHHITMAIN3alUy IIepeMEHHBIX MIabloHa 3ampoca, MOCTPOCHHE THOKUX NIa0JIOHOB
3aIPOCOB JUISl COOTBETCTBYIOIIMX CEMAaHTHYECKUX TUITOB (hpa3, pa3paboTKa MporpaMMHOM pean3aiuy NpeaaokKeHHOTo cnocooa.

Merton. Pa3zpaboran MeTo/], OCHOBaHHBIH Ha JiepeBe NPUHATHS PEILCHUH, I ONpeeIeHHs] CEMaHTHYECKOTO THIA (h)pa3bl MOJIb-
30BaTeNsl U MONy4YeHHs U3 Hee Habopa MOHATHH, ISl MOACTAHOBKU UX B HauOolsiee MOAXOQIIMe M1abaoHbl (OPMaIBHOTO 3ampoca.
[Ipennaraemas MeTOAMKa peIlIaeT 3aaady OmpenaesneHus Tuna (passl (HEOCPEICTBEHHO CBS3aHO C KpUTEpHEM BblOOpa IIabioHa
(opManbHOTO 3ampoca) M MOTyYCHUS 3HAYMMBIX MOHATHH, U MHUNMAIN3AUM IepEeMEHHBIX BHIOpaHHOTO mabnona. B texymeit
paboTe paccMaTpHBAIOTCSI TOIBKO BOIPOCHUTENBHBIE U IOBEIHUTEIBHBIE (Ppas3hl IMOIB30BATENS, TO €CTh Te, KOTOPHIE B SBHOM BHIE
IIpe/UIaraloT CHUCTeMe JaTh OTBeT. lIpesrmonaraercs, YTo paccMaTpuBaeMasi JUANIoroBast MJIM CIIPaBOYHAsi CHCTEMa HCHOJB3YeT Ipa-
(hOBYIO OHTOJIOTHYECKYIO 0a3y MaHHBIX, YTO HEMOCPEICTBEHHO BIMSAET Ha IAGIIOHB! ()OPMAIBHBIX 3alIPOCOB — B ITOJYYaeMBIX B pe-
3ynbrare 3amnpocax ucnoib3yrrcs SPARQL wiu Cypher. [Ipumepsl ceMaHTHUECKOTO aHAM3a, pACCMOTPEHHbBIC B 3TOH paboTe, OT-
HOCSITCSI IPEUMYIIIECTBEHHO K s3bIKaM ()ICKTHBHOTO THIIA, @ UMEHHO, YKPAHHCKOMY M PYCCKOMY, HO OCHOBHBIC HNPHHIUITBI MOTYT
OBITH IPUTOJHBIMH U JUIS1 GONBIIUHCTBA IPYTHX S3BIKOB.

Pe3yabTathl. PazpaboranHblii MeTo npeobpa3oBanust (pa3bl Ha €CTECTBEHHOM si3bIKe B (hopMaibHbIi 3anpoc Ha SPARQL wnn
CYPHER 0511 iporpaMMHO peann30BaH ISl YKPAHHCKOTO W HOPBEKCKOTO SI3BIKOB C UCTIOJIB30BAHUEM Y3KHUX MPEIMETHBIX OHTOJIO-
THIA ¥ POTECTHPOBAH HA COOTBETCTBHE (POPMATBEHBIM KpUTEPHSIM 3P hekTHBHOCTH.

BriBoasl. [IpennosxeHHBIII METON MO3BOJISET JUAIOTOBON CHCTEME OBICTPO M C MUHHMMAJIBHBIM KOJMYECTBOM IIAaroB BHIOPATh
HanOoJee TTOIXO NI malIoH 3ampoca U U3BJIeYs HHGOPMATUBHBIE CYIIHOCTH UX HCXOMHON €CTECTBEHHOS3BIKOBOU (hpassl, yuu-
TBIBasi OTPOMHYIO BapHATHBHOCTH (hpa3 B (UIEKTHBHBIX s3bIKaX. [IpoBeneHHbIE SKCIEPUMEHTHI OKa3aid BBICOKYIO TOYHOCTH M Ha-
JIeKHOCTH Pa3pab0TaHHOM CHUCTEMBI U €€ TIOTEHINAN JJIs IPAKTHYECKOTO HCHOJIB30BAHUS U Pa3BUTHSI.

KJIFOUEBBIE CJIOBA: 06paboTka ecTecTBEHHOTO s3bIKa, TpadoBast 0a3a JaHHBIX, CEMAaHTHYECKUH aHaIM3, (POpMaIbHBIN 3a-
IPOC, JEPEBO MPHHATUS PELICHNH, OHTONIOTHSI.
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