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ABSTRACT

Context. Information monitoring technology is used to reduce information uncertainty about the regularity of air temperature changes
during managing work in hard-to-reach places [1]. The task was to create a method for modelling one of the climatic indicators, air
temperature, in the given territories in the information monitoring technology structure. Climate models are the main tools for study-
ing the response of the ecological system to external and internal influences. The problem of reducing information uncertainty in
making managerial decisions is eliminated by predicting the consequences of using planned control actions using climate modelling
methods in information monitoring technology. The information technology of climate monitoring combines satellite observation
methods and observations on climate stations, taking into account the spatial and temporal characteristics, to form an array of input
data. It was made with the methods for synthesizing models of monitoring information systems [1] and methods of forming multi-
level model structures of the monitoring information systems [1] for converting observation results into knowledge, and with the
rules for interpreting obtained results for calculating the temperature value in the uncontrolled territories.

Objective of the work is to solve the problem of identifying the functional dependence of the air temperature in a given uncon-
trolled territory on the results of observations of the climate characteristics by meteorological stations in the information technology
of climate monitoring structure.

Method. The methodology for creating information technologies for monitoring has been improved to expand its capabilities to
perform new tasks of forecasting temperature using data from thermal imaging satellites and weather stations by using a new method
of climate modelling. A systematic approach to the process of climate modelling and the group method of data handling were used
for solving problems of functional dependence identification, methods of mathematical statistics for evaluating models.

Results. The deviation of the calculated temperature values with the synthesized monitoring information systems models from
the actual values obtained from the results of observations by artificial earth satellites does not, on average, exceed 2.5°C. Tempera-
ture traces obtained from satellite images and weather stations at similar points show similar dynamics.

Conclusions. The problem of the functional dependence identification of air temperature in uncontrolled territories on the results
of observations at meteorological stations is solved. The obtained results were used in the process of creating a new method of cli-
mate modelling within information technology of climate monitoring. Experimental confirmation of the hypothesis about the possi-
bility of using satellite images in regional models of temperature prediction has been obtained. The effectiveness of the application of
the methodology for the creation of monitoring information technologies during the implementation of the tasks of reducing uncer-
tainty for management decisions during works in non-controlled territories has been proven.

KEYWORDS: information technology, monitoring, climate models, observations, air temperature, thermal imagery, Landsat
satellites, inductive modelling, machine learning.

ABBREVIATIONS
GMDH is a group method of data handling;

m is a number of temperature observation points;
n is a number of features obtained from the results of

MIS is a monitoring information systems;

RT is areal temperature;

PT is a predicted temperature;

AP is an absolute error;

MinV is a min value;

MaxV is a max value;

DFC is a direction of function’s change;

SV is a variable name, showing reliable changing of
function’s value;

IMT is an information monitoring technology;

ITCM is an information technology of climate monitor-
ing;

MIS is a monitoring information systems;

AID is an array of input data;

OLAP is an online analytical processing.

NOMENCLATURE
Y is a set of the dependent variables;
Xis an independent variable;
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observations at meteorological stations;
L, is a spectral density of the radiant luminosity at

the sensor aperture, that is, the power of the energy flux
(Watt) per m? of the earth’s surface per steradian;

Qcal is a pixel value;

Qcal :

is a minimum pixel value, which corresponds to

min
‘min; °

Qcal is a maximum pixel value, which corresponds to
ca max

'max, ’
Lmin;\
scaled to Q

is a spectral luminosity on the sensor, which is

cali, (W ; ’
m-srum
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Lmax, 1S @ spectral luminosity on the sensor, which is

scaledto Qg 1, ;
max [%nzsrpm}
M, is arescaling rate;
A _is an additive rescaling rate;
T, is a brightness temperature on the satellite [C];

K, is a channel-dependent thermal conversion con-

stant (Landsat 4 TM — 671.62, Landsat 5 TM — 607.76,
Landsat 7 ETM+ — 666.09);
K, is a channel-dependent thermal conversion con-

stant [K] (Landsat 4 TM — 1284.30, Landsat 5 TM —
1260.56, Landsat 7 ETM+ — 1282.71);

Y1 is an air temperature measured using a satellite im-
age in the vicinity of the Chernivtsi weather station;

Yy, is an air temperature measured using a satellite im-
age in the vicinity of the Kolomyya weather station;

Y3 is an air temperature measured using a satellite im-
age in the vicinity of the Vizhnitsa weather station;

X; is a day of observation;

X, 1s a months of observation;

X3 is a year of observation;

X41s a Y coordinate of the location of the meteorologi-
cal station “Chernivtsi”;

Xs is a X coordinate of the location of the meteoro-
logical station “Chernivtsi”;

Xs is a height above sea level of observation points in
the vicinity of the meteorological station “Chernivtsi”;

X7 1s an air temperature measured by the meteorologi-
cal station “Chernivtsi”;

Xg is a cloudiness index measured by a satellite in the
vicinity of the Chernivtsi weather station;

X9 is a Y coordinate of the “Kolomyya” weather sta-
tion location;

X109 1s a X coordinate of the “Kolomyya” weather sta-
tion

X1 is a height above sea level of observation points in
the vicinity of the weather station “Kolomyya”;

Xi, 1s an air temperature measured by the weather sta-
tion “Kolomyya”;

X3 18 a cloudiness index measured by a satellite in the
vicinity of the weather station “Kolomyya”;

X141s a Y coordinate of the location of the weather sta-
tion “Vizhnitsa”;

X518 a X coordinate of the location of the weather sta-
tion “Vizhnitsa”;

X16 18 a height above sea level of observation points in
the vicinity of the weather station “Vizhnitsa”;

Xj7 is a air temperature measured by the weather sta-
tion “Vizhnitsa”;

Xig1s a cloudiness index measured by a satellite in the
vicinity of the weather station “Vizhnitsa”.

INTRODUCTION
Information technology monitoring [1] It is built to
provide information for decision-making processes in the
relevant subject area [2, 3]. In the process of managing
work in hard-to-reach places, monitoring is ordered to

© Talakh M. V., Holub S. V., Turkin I. B., 2021
DOI 10.15588/1607-3274-2021-2-16

identify external disturbances in the form of changes in
weather indicators, in particular air temperature, and their
influence on the consequences of decisions made.

Temperature as one of the fundamental climatic
markers of the region is utilized to dissect environmental
change and establish climate models of various levels
[4]. Presently, normal temperature data of the specific
region are received, from meteorological stations. Simul-
taneously, the grid of meteorological stations isn’t ade-
quately extended all through the territory of Ukraine.
Additionally, as a source of temperature information,
thermal imaging of satellites can be utilized to get tem-
perature information for each surface point (accuracy is
resolved simply by the goal of room pictures). However,
the frequency of thermal imaging isn’t regular, and in
general, is much lower than the frequency of obtaining
data from meteorological stations. In this way, the utili-
zation of space images permits us to consider the spatial
component of monitoring, and data from meteorological
stations — temporal component, and their combination
will permit to create of a complex system of the tempera-
ture monitoring of certain territory [5, 6].

Simulation by observed data is an essential condition
for monitoring since it permits to assess rapidly the cur-
rent circumstance and foresee their turn of events. Spe-
cifically, the effectiveness of the utilization of inductive
modeling methods for modeling climatic parameters, one
of which is temperature, is demonstrated. Thus, the de-
velopment of the method for determining the value of air
temperature, based on establishing functional dependen-
cies between the investigated parameters is relevant.

The object of study is the processes of environ-
mental monitoring.

The subject of study is the processes of forming an
array of input data and the synthesis of climate models in
the structure of information technology for environ-
mental monitoring.

The purpose of the study isto reduce information
uncertainty in a process of management decisions during
the work in uncontrolled territories by expanding the
capabilities of information technology for environmental
monitoring by developing a new method for modelling
air temperature in hard-to-reach places.

1 PROBLEM STATEMENT

To reduce information uncertainty in management
decision-making, it is proposed to calculate the air tem-
perature at the worksite. A hypothesis was formulated
about the existence of a dependence of the air tempera-
ture value in the uncontrolled area on the air temperature
values measured in the territories, where the air tempera-
ture can be measured by meteorological stations. The
information content of the indicators and the power of
the synthesizer of the monitoring information system will
be enough to identify this dependence. The hypothesis is
based on knowledge about the emergence of the ecosys-
tem.
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It is necessary to solve the problem of identifying the
functional dependence of the air temperature in a given
area Y = {y, ¥2,..., ¥m} obtained from the results of proc-
essing thermal satellite images with different cloud cover
with a given discreteness from the air temperature meas-
ured at stationary meteorological stations, form a set
X' = {X1, Xa,..., Xn} values, consistent in time:

Vi = (X, XXy ), i=1,m. )

Problem 1 will be considered solved if the built
model has the value of the quality criterion no worse than
the specified one. To evaluate the models, the absolute
error of modeling the temperature values obtained from
the results of processing thermal satellite images on the
test sequence of observation points of the AID [1]:

AE =RT -PT. )

2 LITERATURE REVIEW

Presently some studies are demonstrating the effec-
tiveness of using thermal imaging data for estimating and
analyzing the air temperature. Specifically, papers [7, 8]
show a bunch of ways to deal with the determination of
air temperature dependent on data received from remote
sensors. Frequently, this determination of temperature is
done to take care of practical issues [9]. Regularly, time
series analysis is utilized to examine the temporal dy-
namics of temperature. This chance exists since data
from most satellites are accessible on normal from the
eighties of the last century [10]. Numerous investigations
show the utilization of thermal channels for the determi-
nation of thermal anomalies in urban areas, plants, or
water bodies. A few works show strategies for identify-
ing and foreseeing the distribution of forest fires by
thermal imaging of satellites [11, 12].

There are various ways to deal with how information
can be obtained and handled. Specifically, the examina-
tion [13] utilized a model to approximate the annual tem-
perature cycle and acquire periodic parameters to de-
scribe annual changes in surface temperature, including
average and maximum values, both during daytime and
at night.

The effectiveness of utilizing the GMDH for forecast-
ing the value of climatic factors has appeared in numer-
ous studies. Remarkably, the paper [14] shows ways to
modeling and predicting average wind speeds per hour.
A few investigations offer integrated algorithms to build
climatic models. In this manner, the article [15] proposed
a technique that was obtained by integrating the kernel
principal component analysis method with the locally
weighted gathering GMDH, which can be gotten by
combining GMDH with the spatial regression and
weighted least squares regression. The paper [16] pre-
sents another case of the successful utilization of a few
algorithms. Specifically, for this situation, GMDH was
utilized for establishing a climate model, neural network
— for predicting wind speed and power in the short term
and wavelet noise decrease — for separating high-
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frequency emissions in wind speed information, giving a
smooth neural network training.

The work [17] proposes the utilization of inductive
simulation techniques for the recovery of incomplete or
short-term data recorded in the large territory and the
making of forecasting climatic models on their basis.

This paper improves the procedure for evaluating the
air temperature in hard-to-reach places, utilizing the
model of the temperature dependence of the determined
by thermal imagery from the temperature got at existing
weather stations and creating a monitoring information
system.

3 MATERIALS AND METHODS

As is known, monitoring is a technology for provid-
ing information to decision-making processes [2, 3]. The
necessities for this information technology are deter-
mined by the sort of data that the super-system needs for
the formation of control actions in managing systems. On
account of environmental monitoring, it will be a differ-
ent level of biological systems, usually — ecosystem.
Mainly, the identification of patterns in the temperature
regime of the region is significant to foresee conceivable
undesirable occasions and to introduce, if necessary, ad-
justments to economic and other activities. The arrange-
ment of numerous issues related to the investigation of
the laws of the temperature system requires the securing,
handling, and transformation of large amounts of infor-
mation — the results of observations. Today, the rules of
obtaining and processing various climate characteristics
are a remarkably complex process.

The highlights of the climate system present signifi-
cant limitations on the selection of techniques and tools
reasonable for climate prediction. In this manner, the
assessment of future environmental change is on a fun-
damental level possible just as a particular likelihood
distribution; along these lines, the undertaking of fore-
seeing atmosphere is diminished to deciding the prob-
ability distribution functions of different attributes of the
climate system.

Climate models are attempting to clarify climatic
processes with the assistance of fundamental parts of the
system — they are simplified versions of reality. The re-
sult of these rearrangements is little on a planetary scale;
in any case, they are noticeable when foreseeing climate
“on the ground”. Simultaneously, the worldwide climate
can just anticipate general patterns; however, they are not
entirely reasonable for practical use. Due to the “gross”
spatial resolution, global climate models poorly repro-
duce the regional climate. Regional models are one of the
approaches to explain information as indicated by local
highlights of the orography, atmospheric circulation, and
so. The use of local models makes it conceivable to dis-
tinguish the impacts related to local characteristics of the
underlying surface all the more precisely [5—7].

Temperature was chosen as the principal climatic pa-
rameter for further work among climatic indicators. The
temperature regime list of indicators of the region and the
frequency of observations allows showing the state of the



e-ISSN 1607-3274 PagioenexrpoHika, inpopmaTuka, ynpasminas. 2021. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne 2

studied system in the obtained data array. Processing of
the results of the observations was done by statistical
methods (for pointers of meteorological stations) and
classical techniques for geospatial investigation for in-
formation acquired by satellite images. Transformation
of preparing results into information about the parame-
ters of the temperature system of the area is a mix of the
two referenced above strategies. The monitoring results
are acquired as two-, three-dimensional conditions. How-
ever, the indicators of the temperature system of the terri-
tory are controlled by countless variables (principally the
dynamics in space and time). The potential outcomes of
statistical modeling techniques for showing multifactor
impacts are limited [6].

In this case, monitoring information is needed to de-
termine the dependence of temperature values at a certain
point in space on a temperature at other points in space,
which are characterized by the presence of weather sta-
tions. The problem of climate change is currently ex-
tremely relevant as in the field of basic research, so far in
practice. The development of reliable estimates and ob-
jective forecasts of environmental impacts related to cli-
mate dynamics determined the researcher’s interest in
this topic, in particular, the intensity and nature of cli-
mate transformations. The task of accurate prediction of
temperature values cannot be realized. Therefore, a justi-
fied decision of the most significant and informative
components accessible for adequate research is required.

The issue explored in this article arises when creating
MIS. The proposed arrangement removes the current
logical inconsistency between the need to reflect the
properties of a complex climate system in the structure of
the model and the restricted capacities of the modeling
techniques utilized for this. As a result, information
about the features of observational objects are not re-
flected in the model structure and are not used in the de-
cisions making by monitoring results. Consequently,
there is a need to develop and implement new techniques
for distinguishing and considering these factors, handling
and analyzing the received information, which ought to
be founded on a combination of exploration results utiliz-
ing climatology and meteorology methods joined with
current techniques for preparing big data and simulating
complex systems. There is a need to reduce the time for
receiving conclusions by automating routine work by the
widespread use of ITM.

The list of features and their numeric characteris-
tics (contain the results of satellite observations and ob-
servations of the air temperature of meteorological sta-
tions) form an array of input data (AID) for synthesizing
the model of the monitoring object. The input data array
is in the form of a two-dimensional table:

Table 1 — The array of observation results

Dependent Independent variables
variable X1 X2 ... Xn
Vi Xit Xi2 e Xin
Y2 Xa1 X22 ... Xon
ym Xmi Xm2 oo Xmn

© Talakh M. V., Holub S. V., Turkin I. B., 2021
DOI 10.15588/1607-3274-2021-2-16

It was proposed to determine the form of the operator
f by decoupling the typical problem of identifying func-
tional dependence with an atypical procedure for synthe-
sizing the MIS model [1]. As a more complex tool for
solving the problem of air temperature modeling based
on the analyzed data, it was proposed to use inductive
modeling methods.

According to the methodology for creating informa-
tion monitoring technologies [1] in the first stage of the
formation of the IMT, the super-system formulates re-
quirements for the content of information that must be
obtained from the monitoring results.

That is the reason, that the prerequisite for MIS for
this situation is to depict the dependence of temperature
values (with specific characteristics of the location, alti-
tude, and the nature of the underlying surface), controlled
by space photographs, from the estimations of this indi-
cator at other points determined by meteorological sta-
tions and cloudiness.

In the second stage of the IMT formation, the number
of levels of information conversion, and the local tasks
for each of the levels is determined. For this situation, it
is important to form two levels of information transfor-
mation. At the first level, the indications of the condition
of the climate system are changed over into digital char-
acteristics by the results of observations. Means are esti-
mating instruments for determining the temperature (both
directly and with the assistance of thermal photos) and
regular maintenance of these processes. At the second
level, the information is transformed from the form of the
array of numerous characteristics into the form of ana-
lytical models, the structure of which reflects the change
in temperature values at a certain point of space based on
satellite images, from its values at other locations where
there is a meteorological station.

First level of monitoring implementation results for
the analyzed area during 1985-2016. They are used as
components of the initial description of monitoring ob-
jects and as variables for the synthesis of second-level
models.

Y is a set of the dependent variables (modeled indica-
tors). In this case it is air temperature determined on me-
teorological stations (48 observation points).

Variables 2-3 are independent variables and form the
set X.

Here introduced the consequences of studies whose
purpose was to decide the idea of the impact of air tem-
perature values determined at meteorological stations and
cloudiness index on air temperature, defined by thermal
imaging from satellite and meteorological stations. Si-
multaneously as the examined indicators utilized the es-
timation of changing it for a particular geographic loca-
tion.

The study was conducted for three meteorological
stations in the Chernivtsi and Ivano-Frankivsk regions
(Chernivtsi, Vyzhnytsia, and Kolomyia meteorological
stations). Each of the weather stations had 16 observation
points. For each weather stations, air temperature was
additionally determined from satellite images. As control
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points were used the regions which are remote from the
meteorological station, for which it is possible to deter-
mine only the temperature by thermal imaging. Since
sweeping advancement was to establish the possibility of
predicting the territory temperature with no meteorologi-
cal stations, the temperature was chosen as the dependent
variable based on the result of the thermal imaging.

At the third stage of building the ITM, the structure
of its information transformation subsystem is formed.
The method of ascending model synthesis and tools of
MIS was used. Under the given dependent and independ-
ent variables, models are synthesized at each level of
information transformation; models of a separate level
are combined into executions. The output signals of the
models of the lower penalty form arrays of initial data for
the synthesis of the models of the upper penalty [18, 19].
For the integration of models of the second level of in-
formation conversion of the MIS temperature based on
the satellite of the material stations, a multi-row GMDH
algorithm was used [3]. In the process of synthesizing the
model, data obtained during 1985-2017 were used for
the territory of the weather station. For testing the model,
we used the results of observations obtained during the
same period for the lands where there are no meteoro-
logical stations.

The informativeness of the indicators, which form the
array of input data, determines the ITM’s ability to per-
form the monitoring task. The value of independent vari-
ables (Table 1) was obtained as observations from mete-
orological stations in a suitable form for the forming of
the AID. The results of satellite observations, which were
used to form the dependent variables of modeling, are
not suitable for use in the AID without conversion. Their
transformation is required.

To download satellite images and save them in a tem-
porary folder, the API service of the American Geologi-
cal Research Center glovis.usgs.gov was used [20]. API
of two weather services were used simultaneously —
worldweatheronline.com and rp5.ua. The first service
allows to get the coordinates of weather stations, and the
second is used to get temperature data. It’s possible, be-
cause, each pixel besides attribute values, also has geo-
graphic coordinates, so analyzing each pixel sequentially,
the system sends requests to weather servers for the same
period for satellites and weather stations [21, 22]. Data
were automatically downloaded in the vicinity of weather
stations. These data characterize each of the observation
points at different observation times during the study
period. The satellites of the Landsat series of series 4, 5,
7, 8 [20, 23], namely, their thermal channels (the specific
channel number depends on the series). The choice of
satellites is due to the presence of a thermal infrared sen-
sor image (10.4-12.5 pm). Data from the Landsat series
satellites have been presented since 1982 and are freely
available.

Each scene is read by pixel (an image concerning a
particular date, which has a set of specific characteristics
that are contained in a file with metadata). A special
method has been developed to implement this process.
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As a result, this method returns an object containing al-
ready processed (converted to surface temperature) pixel
values.

The conversion of the attributive values of thermal
channels pixels of space images into the temperature
value takes place in several stages. The first is the defini-
tion of radiant luminosity. For Landsat satellites of series
4,5, and 7, the radiant luminosity on the satellite is cal-
culated by the expression:

I-max I I-min 2

L, = —Qeal N ©))
" [Qcalmax —Qcal J(Qcal Qcalmm)-i_l-m ’

min

For Landsat 8, the satellite radiant luminosity is cal-
culated using the formula (4):

Lz =M LQcaI + AL . “)

At the second stage, the obtained results are recalcu-
lated into absolute dimensionless values of reflectivity,
which characterizes the ratio of light reflected by the
surface and the light entering it. Unlike luminosity,
which significantly depends on the lighting conditions,
the vividness is its own relatively unchanged characteris-
tic of the object of observation [24]. This exact value was
used as the temperature determined from space images.

To calculate the temperature on the satellite for the
Landsat series 4, 5, and 7, the following expression was
used:

Ky —273.15. ©)

For the Landsat 8, and K; values are given in the im-

T, =

age metafile. The values obtained from the metadata are
converted from Kelvin to Celsius values.

Temperature data from meteorological stations were
received from meteorological servers [21, 22]. Terrestrial
meteorological stations are used to evaluate the reliability
of temperature measurements from remote sensing data
for Landsat satellites.

Since spatial data were obtained from different
sources, they were in different cartographic projections.
For unification, all data were transformed into a ITM
projection, in which all the coordinates given in the the
work are presented.

The main disadvantage of this approach is the effect
of changes in the shadows and illumination of the earth’s
surface, vegetation, and objects when analyzing satellite
images limits the use of the space-time approach. How-
ever, the development of a method for modeling, detect-
ing, and removing shadows on images allows, after addi-
tional processing, to carry out the comparison of multi-
time images.

To compare the values of temperature measurements,
according to the data of meteorological stations and the
results of the thermal band from satellite images, we se-
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lected images from the Landsat —4, -5, —7, and -8 satel-
lites.

As a result of converting every image to matrix (with
attribute values of pixels) we obtain digital data that do
not have physical dimensions. It is necessary to convert
the space data to the real temperature value. All the re-
quired information about the input data is contained in
the metadata file supplied with each image (scene).

All input images have resolution 30 m per pixel and
are sufficiently accurate to predict climate indicators.
When comparing meteorological and satellite data, the
concept of the effective forecast radius of a meteorologi-
cal station (the experimentally established territory for
which the proper temperature can be measured at the
meteorological station) was used. It is known that on
average, such a radius is about 30 km. In this case, 16
points from satellite images closest to the weather station
were used to restore weather data.

Also, a significant aspect that was considered during
arranging an experiment was the frequency of data acqui-
sition. The fixation of temperature indicators at meteoro-
logical stations occurs several times a day (from 4 to 12
times, depending on the type of meteorological station).
However, fully satisfying the time component of the
weather station research is almost devoid of spatial (in
case of working with many stations model would not still
be regional). Simultaneously, another source of input
data, in particular, satellite images, is completely good in
the spatial component of the analysis; however, the
Landsat satellite captures 16—18 days, that is, the time
during which the satellite turns around the Earth and how
often it records. Also, the cloudiness value of more than
50% makes it almost impossible to use a specific scene
to an image, which further reduces the frequency of data
acquisition. So, one of the tasks of creating IMT within
this research was to develop the methods for the common
use of all these types of input data.

Primary analysis of the initial data array shows that
the graphs of the course of temperatures obtained by both
methods are almost identical, which suggests the expedi-
ency of using this approach in the future. However, abso-
lute values at specific points are different, which may
depend on diversity of factors. Especially, cloudiness,
that was considered in the model. Moreover, also from
the type of underlying surface that affects the tempera-
ture determined by the image, while in the meteorologi-
cal stations the temperature indicators are measured at a
level of 2.6 m above the surface of the earth.

4 EXPERIMENTS

To solve problem 1, the temperature values were de-
termined from satellite images in the vicinity of meteoro-
logical stations in Chernivtsi, Kolomyia, and Vyzhnyt-
sya. After that, the values of air temperatures in these
territories were compared with the values of these indica-
tors measured by meteorological stations, and an array of
input data was formed in the form of Table 1. The mod-
els were built in the form of the dependence of the air

temperature determined from satellite images in the area
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of one of the three meteorological stations on the air
temperature measured by the other two weather stations.

The list of indicators that are used as elements of the
set of independent X and dependent variables Y are pre-
sented in nomenclature.

Since the air temperature in the uncontrolled territo-
ries had to be calculated without data received from the
satellite, the cloudiness indicators, denoted by the vari-
ables Xg, X3, Xi3, were removed from the array of input
data. Therefore, the problem of interpreting the func-
tional dependencies of individual elements of the set Y
on certain elements of the set X was solved according to
the expressions:

Yi= f (XlaxzaxsaX4aXs,XsaX97X10aX117X12’X14’X15aX16’X17) 3(0)
y,="f (Xl’XZ’X35X4’X5’X6’X7’X9’X10? Xll’X147X15’X16’X17); @)
Y;= f (XI,XZ,X3,X4,X5,X6,X7,X9,X10,X11,X12,X14,XIS,XIG) -(®)

Thus, expression (6) reflects the dependence of the
value y; of the air temperature measured by the satellite
in the area of the Chernivtsi meteorological station on the
characteristics of observation points and on the results of
measurements by the Kolomyya and Vizhnitsa meteoro-
logical stations Xo—X;7. Expression (7) reflects the de-
pendence of the value y, of the air temperature measured
by the satellite in the area of the Kolomyya meteorologi-
cal station on the characteristics of observation points
and the measurement results by the Chernivtsi and
Vizhnitsa meteorological stations X4,—X;, X;4—X;7. Expres-
sion (8) reflects the dependence of the value y, of the air
temperature measured by the satellite in the area of the
Vizhnitsa meteorological station on the characteristics of
observation points and the results of measurements by
the Chernivtsi and Kolomyya meteorological stations
Xq4 — X7, X9 —X12.

To solve problems (6), (7), (8), the multi-row GMDH
algorithm was used [18]. The array of input data was
formed based on the results of simultaneous observations
of 16 points around each of the 3 meteorological stations
and the transformation of satellite images obtained dur-
ing 1985 —2016. Data for 14 indicators of the set X were
obtained from the results of 928 measurements of air
temperature at 3 meteorological stations, to obtain indi-
cators of the set Y were processed 58 satellite images.
That is, according to Table 1, the values m =928, n = 14.

To build the model, observation points were used,
built using 57 satellite images. 16 observation points,
formed from the results of measurements of 16 observa-
tion points around the meteorological stations using the
last 58th satellite image, used as a test data set. They
were not used in the process of building the model.

5 RESULTS

Figure 1 shows the values of the absolute errors of
modeling the air temperature on the test data set.
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Figure 1 — Modeling errors of air temperature on uncontrolled areas:
® Chernivtsi, A —Kolomyya, % — Vizhnitsa

6 DISCUSSION

It should be noted that the models were tested on data, that
did not take part in their creation, so obtained the results reflect
the persistence of the model. Such a choice of parameters for
modeling and generating an array of input data is determined
by the need to avoid multicollinearity to the consistency of two
or more variables in the models.

Modeling error, calculated by expression (2), varied in
the range from 0.02% to 7.82%, which did not exceed 0.7°C.
at separate observation points. And in this case:

— modelling error, reflecting dependence (6), varies in the
range (0.02—-1.25)%, which does not exceed 0.2°C, the stan-
dard deviation is 0,05°C;

— modelling error, reflecting dependence (7), varies in the
range (0.54-5.13)%, which does not exceed 0.4°C, the stan-
dard deviation is 0.17°C;

— modelling error, reflecting dependence (8), varies in the
range (0.06—7.82)%, which does not exceed 0.7°C, the stan-
dard deviation of the simulation results is 0.21°C.

The general characteristics of the models, considered
(Fig. 1), confirms that the characteristics of the simulation
results depend on the distance between the plotted points and
the comparison of their absolute heights. Comparing the
models, it was found that the difference in indicators (longi-
tude, latitude, and altitude) between the modeled point and
the variable, which showed a change in the function direction
at about the same level. This suggests that for each point for
which the temperature simulation is carried out, the point(s)
can be set that has the most significant effect on the obtained
value.

The study of existing climatic models of various levels
allows us to assert that the temperature depends more on its
dynamics in space and time. So, during the processing of
space images, the date, as well as the specific shooting sea-
son, is essential. This is taken into account when carrying out
an atmospheric correction and is one of the necessary proce-
dures for preparing the analyzed data [9].

The use of thermal satellite images to predict temperature
is also important because they contain information about
cloudiness, as well as the location of the studied points and
even heights, which is also one of the decisive factors influ-
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encing the obtained value. Also, the type of underlying sur-
face is taken into account on satellite images and has a no-
ticeable effect on the temperature regime [9].

An analysis of the results obtained shows that the synthe-
sized MIS models are accurate and adequate since the differ-
ence between the air temperature values calculated by the
models and their actual values measured at meteorological
stations, and the value of the standard deviation of the simu-
lation results from the actual values are acceptable. Even
though the accuracy and adequacy of the simulation results
were evaluated on test data sets, the obtained models are
stable.

Thus, the hypothesis about the possibility of calculating
the air temperature value in the uncontrolled territory by
monitoring information systems using the results of meas-
urements of operating meteorological stations was obtained
experimentally. The possibility of identifying functional
dependencies of air temperature in remote areas on the avail-
able indicators has been proved.

Obtained results make it possible to substantiate the pos-
sibility of obtaining climatic characteristics of remote areas
by identifying their dependences on the results of measure-
ments at active meteorological stations, which are difficult to
access or uncontrollable.

CONCLUSIONS

The problem of identification of the functional depend-
ence of air temperature in uncontrolled places on the results
of observations at meteorological stations is solved. The
results obtained were used in the process of creating a new
method of climate modeling within ITCM. Experimental
confirmation of the hypothesis about the possibility of using
satellite images in regional models of temperature prediction
has been obtained. The effectiveness of the application of the
methodology for the creation of information technologies for
monitoring in the implementation of the tasks of reducing
uncertainty in making decisions on the management of works
in uncontrolled territories has been proved.

The analysis and synthesis of existing approaches, meth-
ods, and means of temperature prediction, including by satel-
lite imagery, in particular, by thermal imaging, has been car-
ried out. It was revealed that the most effective means of
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solving the problem is the use of methods of inductive mod-
eling.

The analysis and synthesis of existing approaches, meth-
ods, and means of temperature prediction, including by satel-
lite imagery, in particular, by thermal imaging, has been car-
ried out. It was revealed that the most effective means of
solving the problem is the use methods of inductive model-
ing.

During the investigation of the variables’ selection of the
input data array, it was shown that satellite imagery data
could be used in regional models of temperature prediction,
and temperature traces obtained from satellite imagery and
weather stations at similar points show similar dynamics.

The effectiveness of GMDH using of the multi-row algo-
rithm for forecasting temperature for areas with no meteoro-
logical stations is shown.

The scientific novelty of obtained results is the improve-
ment of the methodology for creating information technolo-
gies for multilevel monitoring by using the existing method of
adaptive synthesis of models to solve the new problem of
creating a new method of climate modeling. In contrast to the
existing ones, the method combines the processes of satellite
observations and observations of the climate on the soil sur-
face, taking into account the spatial and temporal characteris-
tics, to form an array of input data (AID), with the processes
of synthesis of models of monitoring information systems
(MIS) [1] and the processes of forming multi-level model
structures MIS for converting observation results, and with
the rules for interpreting the results obtained for calculating
the temperature value in uncontrolled territories. This makes it
possible to expand the capabilities of monitoring information
systems to perform new tasks of calculating air temperature
values in uncontrolled areas during the time between space
observations.

The practical significance of the obtained results is in the
possibility of constructing an information monitoring system
that ensures a continuous determination of air temperature in
areas where there are no meteorological stations. The results
can be widely used to reduce the uncertainty of decision-
making processes while eliminating both global and local
problems. In particular, for planning work in hard-to-reach
and uncontrolled territories, observing climate changes and
creating climate models, or identifying the state of vegetation
and the presence of traces of human activity in the studied
territories.

Prospects for further research are to improve devel-
oped monitoring information system due to the use of a
complex mechanism is needed that combines OLAP tech-
nology and IoT search mechanisms, which will affect the
final result, for example, taking into account the features of
the underlying surface or the presence of “heat islands” over
cities.
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VK 504.064.37: 004.942
IHOOPMALIAHA TEXHOJIOI'LSI KIIMATUYHOI'O MOHITOPUHI'Y

Tanax M. B. — kauz. 0ion. Hayk, acHCTeHT Kadepu KOMIT IOTEPHUX HayK UepHIBEIbKOTo HAI[lOHATBHOTO yHiBepcuTeTy iM. FOpis De-
npKoBu4a, YepHiBii, YKpaiHa.

Tony6 C. B. — o-p TexH. Hayk, npodecop kadeapr mporpaMHoro 3abe3NedeHHs aBTOMAaTH30BaHOI cucTeMH UepKachKOro JIEpKaBHOTO
TEXHOJIOTIYHOTO YHiBepcuTeTy, Uepkachkuil [epikaBHUI TEXHOJIOTIYHMIT yHiIBepcuTeT, Yepkacu, YkpaiHa.

Typkin 1. B. — 1-p Texn. Hayk, npodecop, 3aBiayBad kadeapu iHxKeHepii nporpaMHOro 3adbesnedeHHs HalioHanbHOro aepoOKOCMIYHOTO
yHiBepcuTeTy «XapKiBChbKHi aBiauifiHui iHCTUTYT», XapKiB, YKpaiHa.

AHOTALIA

AKTyanbHicTb. J{11s1 3HWKeHHs 1H(OPMALitHOI HEBU3HAYEHOCTI PO 3aKOHOMIPHOCTI 3MIHH TeMIIepaTypH HOBITPs IIPH yIIpaBIiHHI pobo-
TaMH y Ba)KKOJIOCTYITHHX MICIUSIX BUKOPHCTOBYEThCS iH(pOpMaLiiiHa TexHoorii MoHiTOpHHTY [1]. BukoHyBanoch 3aBiaHHsS CTBOPEHHS METOLLY
MOJICJIIOBAHHS OJHOTO i3 KIIMATHYHHUX HOKA3HHKIB, TEMIIEPAaTypH IOBITPS, Ha 3aJJaHUX TEPUTOPIAX B CTPYKTypi iHdopMamiiHOI TexHOMIOTil
MoHiTopuHry. KimiMaTuuHi MOfeNi € OCHOBHUMH 1HCTPYMEHTaMH ISl JOCIIDKCHHSI PeaKilii eKOJOTiYHOI CHCTEMH Ha 30BHIIIHI Ta BHYTPIIIHI
BruiBH. [IpoGiiema 3HKeHHs iH(OpMaliiiHOT HEBU3HAYEHOCTI NPH MPUIHATTI YHPaBIiHCHKUX DIllleHb YCYBA€THCS IIUISIXOM MPOTHO3YBaHHS
HACTI/IKIB 3aCTOCYBaHHS 3aIUIAaHOBAHUX KEPYIOUMX BILIMBIB 32 JOIOMOTOI0 BUKOPHCTAaHHS B iH(OpMANiifHiil TEXHOIOTii MOHITOPHHTY METOJIB
KJIIMaTUYHOTO MOJENIOBAaHHA. B iH(opMalliiiHy TEXHOJIOT 0 KITIMATHYHOIO MOHITOPUHIY TO€AHAHI METOAN CYITyTHUKOBHUX CIIOCTEPEKEHB 1
CIIOCTEPEKEHb 3a KJIIMATOM Ha MOBEPXHi IPYHTY 3 ypaxXyBaHHAM HPOCTOPOBO-YaCOBHX XapaKTEPUCTHUK, 11 (hOPMyBaHHS MAcHBY BXiJHHX Ja-
HHX, 13 METOJJaMU CHHTE3Y MOjieelf MOHITOPUHIOBUX iH(opMariiHux cucteM [1] i Mmerogamu GopMyBaHHs 6araTopiBHEBUX MOJEIBHUX CTPYK-
TYp MOHITOPHHIOBHX iH(popMaliifHuxX cucteM [1] U mepeTBOPEHHS pe3ylbTaTiB CHOCTEPE)XEHb Y 3HAHHA, Ta i3 MpaBWJIAMHU iHTepHpeTarii
OTPUMAHHX Pe3yIbTaTiB UL PO3PAaXyHKY 3HAUEHHs TeMIIEPaTypH Ha HEMiAKOHTPOIBHIX TEPUTOPIAX.

Merta poOoTu nosisrae B po3B’si3aHHI 3a1a4i igeHTH(]iKail QYHKIIOHATBHOT 3aJIe)KHOCTI TeMIepaTypH MOBITPs Ha 3a/1aHiii HEMiIKOHT-
PONBHIN TepUTOpIi BiJl pe3ysbTaTiB CIIOCTEPEKEHb 3a XapaKTePUCTUKAMU KJIiMaTy METEOpOJIOTiYHMMU CTAHLISMU Ha IOBEPXHI IPYHTY B
CTPYKTYpi iH(OpMaIIiitHOT TEXHOIOTIi KITIMATHYHOTO MOHITOPHHTY.

Mertoa. Y 10CKOHAIEHO METO/IOJIOTII0 CTBOPEHHS 1H(POPMAIIHHUX TEXHOJIOTH MOHITOPUHTY 3 METOI0 PO3LIMPEHHS 11 MOXJIMBOCTEH st
BUKOHAHHS HOBUX 3aBJaHb IIPOTHO3YBaHHS TEMIIEPaTypH 32 JOIIOMOIOI0 JAaHUX TEIUIOBI3IHHUX CYIyTHUKIB Ta METCOCTAHIIIH IUISXOM BUKO-
PHCTaHHS HOBOT'O METOAY KIIMATUYHOIO MOJEIIOBAaHHSA. 3aCTOCOBYBABCS CHCTEMHHUM MiJXif O Iponecy KIIMaTUYHOIO MOJEIIOBAHHS, Me-
TOJ TPYIOBOTO YpaxyBaHHS apryMEHTIB AJIsl pO3B’si3aHHs 3a/1a4 ineHTH ]Ikl (yHKIIIOHATBHOI 3aI€)KHOCTI, METOIM MaTeMaTHYHOI CTATHC-
THKHU JUJIS OLIHKU MOJIEJIEH.

PesyabTaTn. BinxmieHHs po3paxoBaHHUX 3HAYCHb TEMIIEPAaTypH 3a CHHTe30BaHMMHU Mojeximu MIC Bin AifiCHUX 3Ha4eHb, OTPHMAaHHX
3a pe3y/bTaTaMH CIIOCTEPEXCHb ITYYHHMH CYIMyTHHKaMH 3eMI y cepeqHboMy He nepesuirye 2,5°C. Cinu TeMnepaTypH, OTpUMaHi Bif
CYMYTHUKOBHX 300pa)KEHb T4 METCOPOJIOTIYHMX CTAHIIIH Y MOIIOHUX TOYKAX, MAIOTh CXOXKY TUHAMIKY.

BucnoBku. Po3B’s13ana 3a1aua igeHTH}IKALIT QYHKIIOHATBHOT 3aJIE)KHOCTI TEMIIEPATYPH MOBITPS Y HEMiJKOHTPOIBHUX MICLSX BiJ pe-
3yJIBTATIB CIIOCTEPEKEHb Ha METEOPOJIOTiYHUX CTaHLisX. OTpUMaHi pe3yabTaTH BUKOPHUCTaHI B IPOLECi CTBOPEHHSI HOBOTO METONy KiliMa-
THYHOTO MOJEIIOBAHHSA B MeXaxX iH(popMauiiHOi TeXHONOril KIMAaTHYHOTO MOHITOpHHTY. OTPHMAaHO eKCIEePUMEHTANbHE IIiATBEPIKCHHS
riloTe3H MPO MOMKIIMBICTh BUKOPHCTAHHs CYIyTHHKOBHX 300pakK€Hb B PETiOHAJIBHMX MOJENAX NPOrHO3yBaHHsS TemmepaTypu. JloBeieHa
e(eKTUBHICTb 3aCTOCYBAHHsS METOJOJIOTT CTBOPEHHS iH(GOPMALIHHMX TEXHOJOTil MOHITOPUHTY NP BUKOHAHHI 3aBJaHb 3HIDKCHHS HEBU-
3HAYEHOCTI NP NPUIHATTI pillleHs i3 yIpaBIiHHA poOOTaMU Ha HEIiJKOHTPOIBHUX TEPHTOPIAX.

KJIFOYOBI CJIOBA: indopmariiina TeXHOJIOTisI, MOHITOPHHT, KJIIMATHYHI MOJIEIi, CIOCTEPEKEHHS, TEMIIEpaTypa MOBITPs, TEIIIOBI-
30pu, cynyTHHKU Landsat, iHIyKTHBHE MOZIEIOBaHHS, MAIIMHHE HaBYaHH.

YK 504.064.37: 004.942
UH®OPMALMNOHHASA TEXHOJIOI'UA KIMMATUYECKOI'O MOHUTOPUHT A

Tanax M. B. — xanj. Ouoi. Hayk, acCUCTEHT Kaepbl KOMIIBIOTEPHBIX HayK UepHOBHIIKOTO HAIIMOHAIBLHOTO YHUBepcuTeTa uM. KOpus
®enpkoBuya, YepHOBIBI, YKpauHa.

Tony6 C. B. — 1-p TexH. HayK, npodeccop Kadeapsl IPOrpaMMHOro oOecredeHHs! aBTOMAaTU3HPOBAHHEIX cucTeM YepKaccKoro rocyaap-
CTBEHHOT'0 TEXHOJIOTMUECKOT0 YHUBEpCHUTETa, Uepkacchl, YKpanHa.

Typxun U. Bb. — 1-p TexH. Hayk, npodeccop, 3aBeayomuii kadeapoit HHXeHepHuH nporpaMMmHoro obecnedeHus HarponanbHoro aspo-
KOCMHYECKOT0 YHHBEPCHUTETA «XapbKOBCKHUI aBUALIMOHHbIH HHCTUTYT», XapbKOB, YKpanuHa.

AHHOTAIUSA

AKTyaIbHOCTB. [ CHIDKEHUS! MHPOPMALIIOHHOI HEONpeeIEHHOCTH O 3aKOHOMEPHOCTH N3MEHEHHS TEMIIEpaTyphl BO3yXa IPH yIpaB-
JICHUH pabOTaMu B TPYAHOJOCTYITHBIX MECTax MUCIOJIb3yeTCsl HH(POPMAIMOHHAS TEXHOJIOTUHM MOHUTOpHHTa [1]. BhImonHsioch 3aaya co3aanust
METO/1a MOJICTIMPOBAHHMS OJTHOTO M3 KIIMMATHYECKHUX TTOKa3aTeNei, TeMIepaTypbl BO3/lyXa, Ha 3a/IJaHHBIX TEPPUTOPUSX B CTPYKTYpe HH(POpMAIH-
OHHasl TEXHOJIOTMM MOHUTOpUHTa. KimMatiueckie MoJiet sIBJII0TCS OCHOBHBIMU MHCTPYMEHTaMH TSl HCCIIEIOBAHUs PEAKIIU SKOJIOTHYECKOM
CHCTEMBI Ha BHEIIHWE U BHyTpeHHHUE Bo3zercTBus. [Ipucoennumcs [Ipobiema cHKeHus HHPOPMAIMOHHOW HEONPEAEICHHOCTH TP TPHHS-
THH YIPABICHYECKUX PEIICHHH yCTpaHsIeTcs MyTeM IIPOrHO3MPOBAHNUS TTOCIEICTBII MPHIMEHEHNUS 3aIUIaHUPOBAHHBIX YIPABIIAIOIINX BO3ACHCT-
BHH € MOMOIIBIO NCHIOIBb30BaHMs B MHOPMALMOHHON TEXHOJIOTMM MOHUTOPUHIA METOIOB KIIMMAaTHYECKOro MoaenupoBanus. B undopmarmon-
HYIO TEXHOJIOTHIO KIIMMaTH4ECKOr0 MOHUTOPHHTa OOBEIMHEHBI METO/IbI CITyTHUKOBBIX HAOJIO/ICHNH 1 HAOJIOICHUI 32 KIIMMATOM Ha TIOBEPXHO-
CTH TIOYBBI C YYETOM IPOCTPAHCTBEHHO-BPEMEHHBIX XapaKTePUCTHUK, s (OPMHPOBAHHS MacCHBa BXOJAHBIX JAHHBIX MAaCCHBA BXOJHBIX [aH-
HBIX, C METOJIJAMH CHHTE3a MOJIeNIell MOHUTOPHHIOBBIX MH(GOPMAMOHHBIX cucTeM [1] n MeTogamu (OpMHUPOBAHHS MHOTOYPOBHEBBIX MOJEIb-
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HBIX CTPYKTYp MOHHUTOPHHIOBBIX HMH()OPMAIIMOHHBIX cHcTeM [1] Uit mpeoOpa3oBaHUsS pe3ylbTaToB HAOMIONECHUN B 3HAHUS, M C IPAaBHIIAMH
HHTEPIIPETalNU HOTyIeHHBIX Pe3yIbTaToB UL pacyeTa 3HAYCHHS TEMIIePaTyphl Ha HEIOJKOHTPOIBHBIX TEPPUTOPUSIX.

Hean padoThl 3aKII04aeTCs B PELICHUM 3aa4n UICHTH(HUKAIMKY QYHKIIMOHAIBHON 3aBUCHMOCTH TEMIIEpaTyphl BO3yXa Ha 3aJJaHHOM
HETOJKOHTPOIBHOM TEPPUTOPUU OT Pe3yJIbTATOB HAOIIOAEHMH 32 XapaKTEePUCTUKAMH KIMMaTa METeOPOJIOTMYECKUMHU CTAHLHMAMH Ha I10-
BEPXHOCTH IOYBHI B CTPYKType HHPOPMALUOHHAS TEXHOJIOTUH MOHHTOPHUHTA.

Mertoa. YcoBepIIeHCTBOBaHA METOIOIOTHA CO3JaHNA HHOOPMAIIMOHHBIX TEXHOIOTUH MOHUTOPHHTA C IENBbI0 PACHIUPEHUS €€ BO3MOX-
HOCTEl [J1s1 BBINOJIHEHHUS HOBBIX 3a/1a4 IIPOTHO3UPOBAHUS TEMIIEPATYPhI C OMOIIBIO JTAHHBIX TEMJIOBU3UOHHBIX CIIyTHUKOB M METEOCTaHIIUH
IyTEM HCIIOJIb30BaHUS HOBOTO METO/a KJIMMAaTHYECKOro MoJenupoBaHus. IIpuMeHsIcS CUCTEMHBIH MOAXO0M K IPOoLecCy KIMMaTH4eCKOro
MOJICTIMPOBAHHSA, METO]] IPYIIIOBOr0 y4eTa apryMEHTOB IS PEHICHUS 3a7ad MACHTH(UKAIUU (QYHKIMOHAIBHON 3aBHCHMOCTH, METOMIBI
MaTEMAaTHYECKON CTAaTUCTHKH IS OLIEHKH MOJIENEH.

Pe3yabTaTbl. OTKIOHEHHE PACCUMTAHHBIX 3HAUCHUH TEMIIEpaTyphl C CUHTe3UpoBaHHBIMU MozessiMu MUC oT ecTBUTENbHBIX 3Haue-
HUH, TIOIy4YeHHBIX M0 Pe3yNbTaTaM HaOII0JEeHUI HCKYCCTBEHHBIMH CITyTHUKaMH 3eMIIU B cpeliHeM, He npesbimaet 2,5°C. Crensl Teminepa-
TYpBI, TIOTy4YEHHBIE OT CILyTHUKOBBIX H300paKEeHUI 1 METEOPOIOTHIECKUX CTAHIMH B IOJOOHBIX TOYKAX, HMEIOT IIOXO0XKYI0 TUHAMUKY.

BeiBoasl. Pemena 3a1aua uneHTuduKanuy GyHKIMOHAIBHON 3aBHCHMOCTH TeMIIEpaTypbl BO3yXa B HEMOIKOHTPOJIBHBIX MECTaX OT pe-
3yJIbTATOB HAOJIOICHUH HA METEOPOJIOrnuecKuX cTaHuusX. [TomydyeHHbIe pe3ynbTaThl HCIOIb30BaHbI B POLECCE CO3AaHUsI HOBOTO METO/a
KJIMMaTHYeCKOr0 MOJIEIUPOBAHMSA B IpesieraX HH()OPMAIIMOHHON TEXHOIOTHY MOHHUTOPHHTA. IToydeHo SKCIepUMEHTAIBHOE MOATBEPKIC-
HHE THIOTE3bl O BO3MOXKHOCTH HCIIONIB30BAaHUS CIIyTHUKOBBIX H300paXKCHUH B PETHOHANBHBIX MOJEIAX IPOTHO3HUPOBAHUS TEMIIEPATYPHL.
JokazaHa 3((QeKTUBHOCTh NPUMEHEHHsS METOJOJOTHH CO3/aHHsA MH(GOPMALMOHHBIX TEXHOJIOTHMH MOHHUTOPUHIA IPH BBHINOIHEHUH 33124
CHIYKEHHUS HEOIIPEAEJICHHOCTH P NPHHATUH PELIEHHH 110 YIPABIECHUIO paboTaMU Ha HEMOAKOHTPOJIBHBIX TEPPUTOPHUSIX.

KJ/IFOYEBBIE CJIOBA: nH(bOpManuoHHas TEXHOJIOTHS, MOHUTOPUHT, KIMMaTHIECKUE MOJICIH, HAaOIIOeHNS, TEMIICPaTypa BO3yXa,
TEIIOBU30PEL, CIIyTHUKK Landsat, ”HIyKTHBHOE MOZICIMPOBAHKE, MALIMHHOE 00y4eHHE.
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