e-ISSN 1607-3274 PagioenexTpoHika, inpopmaTuka, ynpasminas. 2021. Ne
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021. Ne

PAJIOEJIEKTPOHIKA
TA TEJEKOMYHIKAIII

4
4

RADIO ELECTRONICS
AND TELECOMMUNICATIONS

PAJUODIJEKTPOHUKA
N TEJEKOMMYHUKAIIUHU

UDC 621.391

RECOGNITION METHOD OF SPECIFIED TYPES OF SIGNAL
MODULATION BASED ON A PROBABILISTIC MODEL IN THE FORM
OF A MIXTURE OF DISTRIBUTIONS

Bezruk V.V.-Dr Sc., Professor, Head of the Department, Kharkiv National University of Radio Electronics,
Kharkiv, Ukraine.

Kaliuzhnyi M. M. — PhD, Senior Research, Head of the problem research laboratory, Kharkiv National University
of Radio Electronics, Kharkiv, Ukraine.

Semenets V. V. — Dr Sc., Professor, Rector, Kharkiv National University of Radio Electronics, Kharkiv, Ukraine.

Guo Qiang — PhD, Professor, Director of Master and Ph. D Management Office, College of Information and
Telecommunication Harbin Engineering University, The People Republic of China.

Zheng Yu — PhD, Professor, Chair of Department Micro- and Nano- Electronics, Qingdao University, The People
Republic of China.

ABSTRACT

Context. The article considers the features of solving non-traditional problems of recognition of specified types modulation
signals in automated radio monitoring. The practical features of this problem determine the increased a priori uncertainty, which
consists in the absence of a priori information about the distribution densities of the given signals and the presence of unknown
signals.

Objective. It is proposed to solve the problem using an unconventional method for the recognition of statistically specified
random signals in the presence of a class of unknown signals. This method assumes that for the given signals there is a classified
training sample of realizations, according to which the unknown parameters of their distributions are estimated, as well as some
threshold values that determine the probabilities of correct recognition of the given types of signal modulation in the presence of
unknown signals.

Method. A general solution to the problem of recognition of given signals in the presence of unknown signals is given, and
recognition methods of types modulation based on the description of signals by probabilistic model in the form of a mixture of
distributions are given. The method is based on the description of signals by a probabilistic model in the form of a mixture of
distributions and construction of a closed area for given signals in the probabilistic space of signals.

Results. Studies of the recognition problems of given types of modulation of signals have been carried out. The studies were
performed by statistical tests on samples of signals for radio monitoring of communications. In this case, the decisive rule for
recognizing the given types of signal modulation is implemented in software on a computer. As a result of the statistical tests carried
out on control samples of signals, estimates of the probabilities of correct recognition of the given types of signal modulation in the
presence of unknown signals were obtained.

Conclusions. Values of indicators of quality of radio emissions recognition acceptable for the practice of radio monitoring are
obtained. The dependences of quality indicators on some conditions and recognition parameters are property. As a result of the
research, practical recommendations were obtained on the use of the proposed method for recognizing specified types of signal
modulation in automated radio monitoring systems.

KEYWORDS: automated radio monitoring, radio emission, signal, types modulation, probabilistic model, recognition method,
statistical tests. the probability of correct recognition.

ABBREVIATIONS TM are types of modulation.
RM is a radio monitoring;
RE is aradio emission;
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NOMENCLATURE
M is a number of classes of recognizable signals;
X 1is a finite-dimensional random vector of some
observations;
L is a dimensions of realizations of the observed
signals;

W(%/a') is a probability densities of the signals;

o is a vector parameters of the probability densities;
P(H'") is a priori probabilities of hypotheses;

)?} is a training sample for the signals;

n; is a volume of the training samples;

A is a threshold value in decision rule;

AJ(k), AJk)) are the quadrature components of the
signals;

Gczj: Gsz./:
components;

m, mg are the mathematical expectations of the
quadrature components:

g, are the weight coefficients in a composition of
distributions;

O 1is a number of components in a composition of
distributions;

Py 1s a average probability of an erroneous
decision-making in favor of signals with a given TMs
under the action of signals from the (M+1)-th class;

Pusinry 1s a average probability of an erroneous
decision-making in favor of signals from the (M+1)-th
class under the action of signals with a given TM;

Py is a average probability of error due to
entanglement of signals within the class of signals with
given TMs.

are the variances of the quadrature

INTRODUCTION

Radio monitoring is a complex task of spatially-
spectral-temporal processing of radio emissions in a wide
frequency range. To simplify the solution, it is
decomposed into a number of relatively independent
processing tasks, in particular, detection of radiation
sources operating in separate frequency channels,
selection and recognition of the given types of radiation
sources, recognition of the types of modulation of RE,
recognition of species and estimation of modulation
parameters for new unknown RE, recognition of RE
sources. These processing tasks are solved by signals
corresponding to the RE from the output of automated
radio monitoring complexes. Therefore, for their
mathematical description, mathematical models adequate
to the solvable problems of signal processing should be
used. It should be noted that due to the action of noise and
many other uncontrolled factors, the observed signals are
random in nature with a priori unknown statistical
characteristics. A priori uncertainty regarding the
statistical characteristics of signals is usually overcome by
using training samples of signal implementations that can
be obtained for given RE. However in case of RM many
unknown RE are received for processing, for which it is
not possible to obtain training samples of signals. Under
such conditions it becomes impossible to use known

statistical methods for pattern recognition in automated
RM. In classical problems of signal recognition a priori
uncertainty overcoming was carried out using training
samples of the signals being recognized. However, in real
problems of the automated RM, situations arise when the
observed signal may not belong to the given classes of
signals and should be assigned to the class of unknown
signals not specified in the probabilistic sense.

The object of study is the process of solving of
recognition signals problems in automated RM.

The subject of study is the non-traditional methods of
given signals recognition in the presence of unknown
signals when probabilistic models in the form of a
mixture of distributions is used to describe of the signals.

The purpose of this work is discusses the features of
solving the problem of recognition of the specified TM of
signals. Based on this mathematical model of signals, the
decisive rule for the recognition of given signals is
synthesized. Investigations of the recognizing task
specified types modulation of signals by means of
statistical tests on samples of the corresponding signals
have been performed.

1 PROBLEM STATEMENT

Let us consider the features of the formalized
formulation of the signal recognition problem under the
indicated conditions for solving recognition problems
with the automated RM. We assume that the signals being
recognized are represented by finite-dimensional random
observation vectors X , according to the implementation of
which decisions are made. The (A +1) -ahypotheses are
set that can be made with respect to the observed signals:
Hi,i: I,M - for the specified signals, HY*1 _ for the
unknown signals combined in the (M+1) -th class. It is
assumed that the probability densities of the distributions

of specified signals W()?/ a),i =1,M are presented up to

random vector parameters &i, i=1,M, and the
probability density is unknown for the (M +1)-th class of

signals. A priori probabilities of hypotheses P(H')= P,
M

are also given, moreover » P, =1. It is also believed that
i=1

training samples {%i,r :mi = I,M}, for M signals

have been obtained and the training sample for the

(M +1) -th signal is absent or it is not representative.

The nonrandomized decision recognition rule splits
the sampled signal space into (Af +1) non-intersecting
regions, in particular, regions separately for M given
signals and the rest of the space — for unknown signals. In
accordance with the available a priori information about
the signals, it is possible to construct own regions only for
given signals.
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2 REVIEW OF THE LITERATURE

Features of different signal processing tasks during
automated radio monitoring are considered in [1-3]. In
particular, the importance of solving the problems of
recognizing RE from the signals representing them is
noted. Features of solving the problem of automatic
classification of signal modulations during radio
monitoring are considered in [1]. Creating the information
basis of spectral masks for automated RM are considered
in [2]. Methods detection and recognition of signals for
RM are considered in [3].

In [4-7] the different methods for automatic
recognition of types of modulation for signals is
presented. In particular, method of robust automatic
signals modulation classification under varying noise
conditions are considered in [4]. Method of radar signals
modulation recognition based on deep joint learning are
considered in [5]. Method of communication signals
modulation recognition based on statistical model are
considered in [6]. Method of automatic signals
modulation recognition using wavelet transform and
neural network are considered in [7].

The tasks of recognition signals corresponding to
given RE have to be solved under conditions of a priori
uncertainty. Since real signals are, generally, random in
nature, statistical methods of pattern recognition should
be used for signal recognition. These methods are
considered in [8-10]. A priori uncertainty is overcome
using classified training samples of recognized signals.
However, in real problems of the automated RM,
situations arise when the observed signal may not belong
to the given classes of signals and should be assigned to
the class of unknown signals not specified in the
probabilistic sense [11].

When solving the problems of signal recognition
based on the selected probabilistic model, the presence of
unknown signals should be taken into account. In [12] an
appropriate signal recognition method based on the
autoregressive model was proposed.

From the analysis of publications, it follows the
relevance of researching the possibilities of using non-
traditional methods of selection and recognition of given
random signals to solve problems of recognizing specific
types of modulation in automated RM. In this case, it is
necessary to specify the methods for recognizing signals
by selecting probabilistic signal model that are adequate
to the solved of recognizing problems. In addition, studies
should be carried out of the proposed methods for signal
recognition using signal samples characteristic of the
problems of recognition of RE in radio monitoring.

To achieve the goal of research in this article:

—the theoretical features of the methods of
recognition of specified types modulation of the signals in
the presence of unknown signals based on probabilistic
models in the form of a mixture of distributions are
considered;

—the values of recognition quality indicators were
studied by statistical tests of recognition methods on
communication signals samples corresponding to the

problems of recognition of given types of modulation in
RE.

3 MATERIALS AND METHODS

The solution of the formulated problem of recognizing
given signals in the presence of a class of unknown
signals can be based on constructing in the sample space
closed own regions for M signals defined by their training
samples of implementations. When realizations of the
observed signal fall into one of the signal's own regions, a
decision is made about the action of the given signal.
Otherwise, a decision is made about the action of the
unknown signal. The shape of their own areas is
determined by the specific types of signal distribution
densities, which depend on the selected probabilistic
model for given signals, as well as on predetermined
threshold values that are selected from the condition that
the specified indicators of signal recognition quality are
achieved.

To solve such an unconventional problem of selection
and recognition of given signals in the presence of a class
of unknown signals, it is advisable to use the following
decision rule [11]:

— if inequalities hold

m@{ﬁW(i/&l)}< A,

I=LLM

)

then H, hypothesis about the action of the (M+1)-th

class of unknown signals is accepted;
— if the system of inequalities holds:

mﬂ{P,W(fc/&l)}Z A,

I=1,M
PW(E/ah = BW(E/al), 1=1,M, | #i,

(@)
3

then H' hypothesis about the action of the specified i -th
signal is accepted.

Here, the unknown parameters of the distribution
densities o/ are estimated from the training samples for
M signals, and the threshold value A is determined from
the condition of ensuring a specified probability of correct
recognition of the specified signals.

Note that when constructing the decision rule (1),
information on the distribution density of the (Ar+1) -th

signal was not used and its training sample was not
required. The statement and solution of the considered
recognition problem is a formalization of the substantive
requirement about the need to isolate (perform selection)
and recognize M specified signals and classify unknown
signals in the (M+1)-th class, information about which is

insufficient for their recognition.

When using a probabilistic signal model in the form of
a mixture of distributions, the decision recognition rule
(1-3) takes the following form [12]:

— if the conditions hold:
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max { P, ngWm (fc/&[) >\, 4)

=LMool

0 I 0 I - .
BY gy G/a)2 B Y g W, Glal), 1=1M, 120, (5)
q=1 q=1

the hypothesis H I about the action of the i -th given
signal is accepted;
— if the conditions hold:

(6)

>

0
max{}’, > gy (/3! )} <,

= g=1

then the hypothesis H M+ about the action of unknown
signals from the (M+1) -th class is accepted.

After making a decision to observe the given types of
signal modulation, a decision is made according to (5),
what kind of signal modulation is observed. In this case,
there are probabilities of confusion between the given
types of signal modulation.

Under the assumption of independence of samples of
quadrature components, the probabilistic properties of
signals were determined by mixtures of Gaussian
distributions of samples of quadrature components in the
form [11]:

2
A..—m ..
. 2
20

j:lccq'\IZﬂf\‘ Cj

2
- N 1 { (As'_ms’
W(d)= 3 - f2 5 Y
o,

jzlccq”2”L sj

2 2
cj’csj’m

’ ()

— are respectively, the variances

of the

where o m

cjo'tsj
and mathematical
components.

At the same time, a special case of the decision-
making rule (4-6) on the 2N-dimensional vector of
independent quadrature components of the signals
(4. (k), A, (k)), k=0,1,2,..., N —1 can be used.

In the given decision rules for recognition, it is
assumed that for unknown parameters of signal
distribution densities there are their estimates calculated
from training samples of realizations of the specified
signals.

expectations quadrature

4 EXERIMENTS
Let us consider some results of studies of the
problems of recognition of RE, which were carried out by
statistical modeling. Moreover, the methods of selection
and recognition of random signals in the presence of a
class of unknown signals, which are described in clause
(4-6) are implemented on a computer program. Next,

statistical tests were carried out on samples of
implementations of some signals that correspond to RE
characteristic of radio monitoring of communications.
Based on the training samples of the given signals, the
corresponding parameters of the decision rules are
calculated. Control samples of signals were used to find
estimates of the probabilities of signal recognition based
on the results of statistical tests. By changing some
conditions and research parameters, the corresponding
dependences of signal recognition quality indicators are
obtained.

Under the conditions of increasing load of radio bands
with automated RM, it is also an important task to
recognize the specified types of modulation for the newly
detected REs. This is a more difficult recognition problem
compared to the above considered problem of recognition
of the REs with given types and modulation parameters.
The complexity is due to the fact, that whole classes of
signals are subject to recognition — signals with a definite
TM and various possible values of the modulation
parameters. Recognition of TM signals during RM in real
conditions is difficult due to the random nature of the
transmitted messages, interference action, as well as the
appearance of radio signals with new previously unknown
TMs for which there is no a priori information.

It is proposed to solve this problem as a problem of
recognizing classes of signals with known TMs in the
presence of a class of signals with unknown TMs. In this
case, the general form of the decision rule for the
selection and recognition of given signals (1-3) is
concretized taking into account the description of signal
classes with given TMs by a probabilistic model in the
form of a mixture of distributions (4—6). Here, the
decision on the TM is made according to the
implementation of the signals in the form of sequences of
samples of quadrature components A.(k), A (k) ,
k=1,2,3,...,N, obtained from the output of a digital
radio receiver. The studies were conducted for signals
with the following types of modulation: on-off amplitude
modulation (AM2), on-off and four-position frequency
modulation (FM2, FM4), and on-off phase modulation
(PM2), sixteen-position code-amplitude modulation
(QAM16), unmodulated carrier (NON).

When choosing such an initial description of the
signals for each specific type of modulation, characteristic
images are formed — areas determined by the projections
of the readings of the quadrature components A.(k) and

A, (k) onto the plane with coordinates (4., 4,) (Fig. 1).

The signals were observed on the background of
interference in the form of Gaussian white noise. It can be
seen that these projections define characteristic regions
for each type of modulation. Here, histograms of the
distribution of the values of the signals quadrature
components are given for each coordinate.

5 RESULTS
From an analysis of the content of the problem of
recognition of TM signals, it follows that a model in the
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Figure 1 — Histograms of the distributions of the quadrature components of the signal samples with different types of

modulation:

a—FM2,b—-PM2, c —-FM4,d - AM2, e - QAM16, f — NON
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manipulation rate in the range of 100-2400 Baud. For
each type of signal, training and control samples of 500
realizations with a length of N = 1024 quadrature
samples were obtained. The training samples of signals
with given TMs were used to evaluate the unknown
parameters of the decision rule for recognizing TMs (4—
6). Control samples of signals were used to obtain
estimates of the quality of recognition of TMs through
statistical tests.

The recognition quality of TM signals was evaluated
by the following indicators: F/ .5 — the average

probability of an erroneous decision-making in favor of
signals with a given TMs under the action of signals from
the (M+1)-th class; P,/ — the average probability

of an erroneous decision-making in favor of signals from
the (M+1)-th class under the action of signals with a given
TM; Py, — the average probability of error due to

entanglement of signals within the class of signals with
given TMs.

As the M given signals, signals with the following
types of modulation were used: FM2, FM4, QAM16, and
signals from the (M+1)-th class — signals PM2, AM2,

NON. The choice of threshold values in decision rule (4—
6) was carried out from the condition of ensuring a given

N
probability of recognition of the TMs Py, The values A;

determine the sizes of the own areas of the given signals
in space (4,,A4;) and accordingly affect not only

Py+1/my (the probability of “skipping”), but also
By /m+1) (the probability of “false alarm”). Fig. 2 shows

a diagram of the exchange of quality indicators
Pogsm+ryand P/ obtained at N = 1024 and at a

signal-to-noise ratio of 9.54dB.

0" 003 006 009 12 015 01§ 021 024 P,

Figure 2 — Diagram of the exchange of indicators of the quality
of recognition of given types of signal modulation

From the obtained dependence it follows, that it is
impossible to reduce simultaneously both error
probabilities. By lowering the threshold values A;, the

own areas of the given signals are narrowed and the
probability of “false alarm” decreases, but at the same
time, the probability of “skipping” the given signals
increases.

The dependence of the recognition quality of the TMs
signals on the duration of their observation N is of
particular interest. This dependence is important, because
the parameter N , unlike s/n ratio, can be controlled to
provide the required quality of recognition of the TMs.
Therefore, the dependences of the probability of
recognition errors on the length of the implementation of
the signals N were investigated. In studies, for each value
N =8,16,32, 64,128, 256, 512,1024, threshold values X;

were selected based on the conditions for ensuring the
required probability  Bj.1,/) =0.05. The obtained

dependences are shown in Fig. 3. It can be seen that at
N <64, the quality of recognition deteriorates
significantly, and at N >256 an acceptable quality of
recognition of TMs is provided.

A

L

0,8

0,6

0.4

8 16 32 64 128 256 512 N

Figure 3 — Dependence of the probability of correct recognition
A
P¢r. of TMs on the length of signal implementations

6 DISCUSSION

From the obtained research results it follows that the
considered decision rule for recognizing TMs (2) provides
an average probability of correct recognition for all TMs
of at least 0.9 with a probability of “false alarm” of not
more than 0.02. This corresponds to the real requirements
for the quality of recognition of TM signals with
automated RM.

The results of the study illustrate the distinctive
feature of the proposed method for recognizing given
types of modulation in the presence of unknown types of
modulation in comparison with traditional methods for
recognizing types of signal modulation. In traditional
methods of recognizing the types of signal modulation, all
unknown types of modulation signals will mistakenly
refer to one of the given types of signal modulation. The
proposed method for recognizing the given types of
modulation uses a two-stage decision-making procedure.
In this case, due to the randomness of the observed
signals, insignificant probabilities of error in assigning the
given types of signal modulation to the class of unknown
types of signal modulation R/, and vice versa of

unknown types of signal modulation to the given types of
signal modulation £,y are possible. The necessary

probability of correct recognition of the type of
modulation can be achieved by choosing the appropriate
duration of the observed signals N.
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AHOTALISL
AKTYaJIbHICTB. Y CTaTTi PO3IJISIHYTI OCOOJIIMBOCTI BUPIIICHHS HETPAAMLIIITHOT 3a1a4i po3MTi3HABaHHSI 3aJ]aHUX THITIB MOJTYJISILIi CUTHAIB

B aBTOMAaTH30BAaHOMY paJiOMOHITOpUHTY. [IpakTHuHi 0cOONMBOCTI Takoi 3ajadi BH3HAYAIOTH MIJBUILCHY anpiOpHy HEBH3HAYEHICTH, SKa
IOJIATAE y BIICYTHOCTI alpiOpHUX BioMOCTel PO MIITBHOCTI HIMOBIPHOCTEH PO3MOALTY 3aJaHUX CHTHANIB i HAsSBHOCTI HEBIIOMHX CUTHAIIIB.

Mera. 3anpornoHOBaHO BHPIIICHHS 3a7adi 3 BHUKOPHCTAHHSAM  HETPAIAMIIIHOTO METOAY pO3IMi3HABaHHS CTATUCTUYHO 3aJaHuX
BHIIAJIKOBUX CHTHATIB TPH HAasSBHOCTI HEBIJIOMHUX CHUTHANIB. Y IbOMY METOMI NPHITYCKAETHCS, IO JUIS 3aJaHUX CHIHAIIB Ma€eThCs
KiacudikoBaHa HaBuUaJbHA BUOIpKa peaizalii, Mo sKiif OLIHIOIOTHCS HEBLIOMI ITapaMeTpH X po3Moily, a TAKOXK JesKi IOpOroBi 3HaUEHHs,
110 BU3HAYAIOTh KMOBIPHOCTI IIPaBHIIBHOTO PO3Ii3HABAHHS 331aHUX TUIIIB MOYJIANII CHTHANIB [P HAsBHOCT] HEBIJOMHIX CHTHAIIB.

Metoa. OOroBOprOETHCS 3arajbHe BHUPIIICHHS 3a7ad4i pO3Mi3HABAHHS 3aJaHMX CHTHANIB Yy MPUCYTHOCTI HEBIJOMHX CHTHATIB Ta
NPUBOJMUTHCS METOJ| PO3Mi3HABAaHHS 3aJaHUX THIIIB MOJYJISLIl, OCHOBAaHMH Ha ONHUCI CHTHATIB HMOBIPHICHOIO MOJCIUIIO Y BHAI CyMilli
posnoziniB. Meron 6a3yeThcs Ha ONMHUCYBAaHHI CUTHANIB IMOBIPHICHOIO MOJEIUIIO Y BHJI CyMillli PO3HOJIIIB i TOOYI0BI 3aMKHYTOI 00nacTi
JUTS 3aIaHUX CUTHAJIB y HMOBIPHICHOMY TPOCTOPI CHTHAIIB.

Pesyabratu. [lpoBeneHi [OOCHiIKEHHS 3aJadi pO3Mi3HABAHHS 33/JlaHMX THINB MOJYJISLIl CHIHANIB IHUISXOM CTaTUCTUYHUX
BHUIIPOOOBYBaHb Ha BUOIPKaxX BIAIIOBIHUX CHTHAIIB, XapaKTEPHHUX JUIsi aBTOMATH30BAHOTO PaJiOMOHITOPHUHTY 3ac00iB 3B’s13Ky. [Ipu ripomy
BHUpIIIYBaJIbHE MPABWIO PO3ITi3HABAHHS 3aJaHUX THIB MOMYJIILIT CUTHANIB MPOTrpaMHO peaitizoBaHo Ha EOM. YV pe3ynbTaTi mpoBeIeHUX
CTAaTUCTUYHUX BUMPOOYBaHb HAa KOHTPOJBHUX BUOIpKaxX CHTHATIB OTPHUMaHI OILIHKM HWMOBIPHOCTEH MPaBUIILHOTO PO3IMi3HABAHHS 3aaHUX
THMIB MOJYJIALIT CUTHAJIIB P HasIBHOCT] HEB1IOMUX CHUTHAIIIB.
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BucnoBku. OTpuMaHi NpUHHATHI AT NPAaKTUKK PaJiOMOHITOPHHIY 3HA4YEHHS MOKA3HHKIB SKOCTi PO3IMI3HABAHHS THIIB MOIYIAII]
curHaiiB. JlociimKeHi 3a71eXHOCTI MOKa3HUKIB SKOCTI BiJl JESIKUX YMOB i HApaMeTpiB po3Mi3HABaHHS Y Pe3yNbTaTi MPOBEACHUX AOCIIKEHb
OTPUMaHO MPaKTHYHI PEKOMEH/Alli M0 BUKOPHUCTAHHIO 3alpPOIIOHOBAHOTO METO/AY PO3Mi3HABaHHS 3a/laHUX THUITIB MOAYJIALII CHUTHAJIB y
CHCTEMax aBTOMATH30BAaHOTO PalilOMOHITOPHHTY.

KJ/IIOYOBI CJIOBA: aBTOMaTH30BaHHIl palioOMOHITOPHHT, PaJiOBUIPOMIHIOBAHHS, CHTHAJT, THII MOXYJALIi, IMOBipHiCHa MOZeIb,
METO/I PO3Ii3HABaHHS, CTATUCTUYHI BUIPOOOBYBAHHSI, IMOBIPHICTh MPABUIBHOTO PO3IMTi3HABAHHSI.
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AHHOTALUA

AKTYyaJIbHOCTB. B cTaThe paccMOTpeHbl 0COOEHHOCTH PEeLIeH s HeTpaJULIMOHHOM 33/1auyl pacro3HaBaHMs 3a1aHHBIX TUIIOB MOAYJISILIUU
CHTHAJIOB B aBTOMAaTU3UPOBAHHOM paJrOMOHUTOpUHTe. [IpakTHyeckne 0COOCHHOCTH 3TOH 3aa4y ONPEACNSIOT MOBBIMICHHYIO allpHOPHYIO
HEOMPEACIEHHOCTh, KOTOpast 3aKJII0YaeTCsd B OTCYTCTBHH alpPHOPHBIX CBEACHHH O IUIOTHOCTSX pacHpeieieHHs 3aJaHHBIX CHTHAJIOB U
HaJIMYMU HEU3BECTHBIX CHI'HAJIOB.

Heas. IlpemnoxeHo pelneHHe 3a7audl € MCIOJIb30BAHMEM HETPAJUIIMOHHOTO METO/A PACIIO3HABAHMS CTATHCTHYECKH 3aJaHHbIX
CIIy4ailHBIX CHTHAJOB IIPU HAJMYUM KJIAcCa HEM3BECTHBIX CHUTHAJIOB. B 3TOM Merone mosaraercsi, 4To Juis 3aJaHHBIX CHTHAJIOB MMECTCS
KJaccuuIpoBaHHas 00y4aroias BEIOOpKa pealn3alyii, 10 KOTOPOH OLCHUBAIOTCS HEM3BECTHBIC MTAPAMETPBI UX paclpeesICHHH, a TakKe
HEKOTOpbIE ITOPOrOBbIE 3HAYEHMSI, ONPEIEISIONINE BEPOITHOCTH MPABUIBHOIO PAcO3HABAHUS 3a/IlaHHBIX BHJIOB MOAYJISILIMHA CUTHAJIOB TIPU
HAJINYUH HEM3BECTHBIX CUTHAJIOB.

Metoa. OGcyxaaercss ofliee pelIeHHE 3afavyd Paclio3HABaHMS 33/laHHBIX CHTHAJIOB B IMPHUCYTCTBUM HEU3BECTHBIX CHIHAJIOB H
MIPUBOUTCSI METOJI PACIIO3HABAHHS 33/IaHHBIX TUIIOB MOAYJISIIMKM. MeToa OCHOBAaH Ha OMMCAHMU CUTHAJIOB BEPOSTHOCTHON MOJEJIBIO B BUAE
CMECH pacHpe/eeHuil U MOCTPOSHUN 3aMKHYTOH 00JIaCTH JUIsl 3aJaHHBIX CUTHAJIOB B BEPOSITHOCTHOM IPOCTPAHCTBE CHUIHAJIOB.

PesyabTaTel. [lpoBeneHsl HcciieoBaHUs 3aJaddl pPacliO3HABAHUS 3alaHHBIX THUIIOB MOJYJISIIMU CHUTHAJIOB ITyTEM CTATHCTHYECKHUX
WCTBITAaHUH HA BEIOOPKAX COOTBETCTBYIOIIMX CHUTHAJIOB, XapAKTEPHBIX JUII aBTOMAaTU3MPOBAHHOTO PAaAMOMOHUTOPUHTA CpencTB cBs3H. [Ipn
9TOM pellaroliee MPaBIiIO PACIO3HABAHUS 3aJaHHBIX THIIOB MOIYJSIIUM CHTHAJIOB MPOTrpaMMHO peanu3oBaHo Ha OBM. B pesymbrarte
MPOBE/ICHHBIX CTATUCTUYECKUX HCIBITAHUH HA KOHTPOJBHBIX BBIOOPKAX CHUTHAIOB IIOJIYYEHbl OLEHKH BEPOSTHOCTEH HPaBUILHOTO
pacrio3HaBaHMs 3a/IaHHBIX THUITIOB MOJYJISLIUH CUTHAJIOB NP HATMYMU HEU3BECTHBIX CUTHAJIOB.

BeiBoabl. [lomydeHs! mpuemiiemble ISl NMPAKTUKH PaJHOMOHHTOPHUHra 3HAYEHHUS IOKa3aTeJed KadecTBa pacllO3HABaHUSA THIIOB
MOJYJISILMM CUTHAJIOB. VccienoBaHbl 3aBUCHMOCTH IOKa3aTeled KauyecTBa OT HEKOTOPHIX YCJIOBHMH M HapaMeTpoB pacro3HaBaHusi. B
pe3yibTaTe TPOBEICHHBIX HCCIEIOBAaHUN IIOJMy4EHBl IIPAKTUYECKHE PEKOMEHIAMU I10 WCIIOJIb30BAHMIO IIPEUIOKEHHOTO METo/a
pacrio3HaBaHUs 3a/JaHHBIX THUIIOB MOJYJIAIMH CUTHAIOB B CHCTEMaX aBTOMAaTH3UPOBAHHOTO paJlMOMOHUTOPHHTA.

KJIIIOYEBBIE CJIOBA: aBTOMaTH3HpPOBAHHBIA PAaTAOMOHHTOPUHT, PAAHOM3IyYECHHE, CUTHAN, THII MOIYJISIIUH, BEPOSTHOCTHAS
MOJIeNb, METO/l PACIIO3HABAHUS, CTATUCTHYECKHE UCTIBITAHHS, BEPOSTHOCTD NPABUIBHOTO PACIIO3HABAHMSI.
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