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ABSTRACT

Context. The work is dedicated to the identification of a simple and effective mechanism by which it is possible to build algo-
rithmic classification trees (algorithmic tree models) on the basis of fixed initial information in the form of a discrete data training
sample. The constructed algorithmic classification tree will unmistakably classify (recognize) the entire training sample on which the
model is built, have a minimum structure (structural complexity) and consist of components — autonomous classification and recogni-
tion algorithms as the vertices of the structure (attributes of the tree).

Objective. The aim of this work is to create a simple, effective and universal method of constructing classification (recognition)
models based on the concept of algorithmic trees for arrays of real hydrographic data, where the obtained schemes of classification
systems (classification tree structure) are characterized by a tree structure (construction) and autonomous classification algorithms
(sets of generalized features) as their structural elements (construction blocks).

Method. The general scheme of synthesizing classification trees in a form of algorithmic trees on the basis of a procedure of ap-
proximation of an array of discrete data by a set of elementary classifiers, which for the set initial training sample builds a tree-like
structure, i.e. a model of the algorithmic tree, is suggested. Moreover, the constructed scheme consists of a set of autonomous classi-
fication and recognition algorithms evaluated at each step/stage of constructing the classification tree for this initial sample. A
method for constructing an algorithmic classification tree has been developed, the main idea of which is to approximate step-by-step
the initial sample of an arbitrary volume and structure by a set of elementary classification algorithms. The method of algorithmic
tree in the formation of the current algorithmic tree vertex, node, generalized feature provides selection of the most effective, high-
quality elementary classifiers from the initial set and completion of only those paths in the tree structure where the largest number of
errors (failures) occurs. The structural complexity of the algorithmic tree design is estimated based on the number of transitions, ver-
tices and tiers of the model structure, which allows one to improve the quality of its subsequent analysis, provide an effective decom-
position mechanism, and build algorithmic tree structures under fixed constraint sets. The method of the algorithmic tree synthesis
allows one to build different types of tree-like recognition models with different initial sets of elementary classifiers with predeter-
mined accuracy for a wide class of problems of the artificial intelligence theory.

Results. The developed method of building algorithmic tree models allows one to work with training samples of a large amount
of different types of information (discrete data) and provides high speed and economy of hardware resources in the process of gener-
ating the final classification scheme, as well as to build classification trees with predetermined accuracy.

Conclusions. An approach to the synthesis of new recognition algorithms (schemes) based on a library (set) of already known
algorithms (methods) and schemes has been developed. That is, an effective scheme for recognizing discrete objects based on step-
by-step evaluation and selection of classification algorithms (generalized features) at each step of the scheme synthesis is presented.
Based on the suggested concept of algorithmic classification trees, a model of the structure of the algorithm tree was built, which
provided classification of flood situations for the Uzh river basin.

KEYWORDS: classification tree, algorithmic classification tree, discrete object, feature, recognition function, recognition algo-
rithm, branching criterion.

ABBREVIATIONS BAS is a branched attribute selection.
TS is a training selection;
ST is a test selection; NOMENCLATURE
RS is a recognition system; G is a set of signals (discrete objects);
IR is an image recognition; R is a partitioning into classes (patterns) H; speci-
GA is a generalized attribute; fied in the initial data set G ;

RF is a recognition function;

SS is a software system;

LCT is a logical classification tree;

ACT is an algorithmic classification tree;

n is a total number of the problem attributes (the at-
tribute space dimensionality;
W is a discrete object of the initial TS;

DFT is a generalized feature tree; m is a total number of training pairs (known classifi-
CMT is a classification models tree; cation objects) of the initial TS;
GAT is a generalized attribute tree; fr is a recognition function;
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fj is a generalized feature constructed at j— step of

generating the algorithmic classification tree model;
a

1
tion algorithms in the scheme of the algorithmic classifi-
cation tree;

Xj is a discrete objects (signals) of the initial TS;

is a fixed independent classification and recogni-

| is a value of a class of discrete object X belonging;

H; is a set of classes set by the initial TS;

M is a total number of independent classification al-
gorithms a; in the set;

k is a total number of classes (patterns) of the set of
signals G ;

W (f) is the generalized attribute f
quality value;

Gy,,...a, 18 a subset of the initial G which is ap-

information

proximated using the set of classification algorithms &;;

S

a is a number of occurrences in the TS of train-

ing pairs which meet the condition Xj € G, 5 3

SI

a,..a, 152 number of all training pairs of the initial

TS which are correctly classified (when the basic mem-
bership requirement is fulfilled X5 € G, | o, fr(Xs) =1;

Ba,,...a; 18 a frequency of occurrence of the members

of the sequence of discrete objects from the initial TS in
Ga,,....a; data set;

Pa,,..a is @ maximum frequency out of frequencies

\j Ejll 5 Is aregarding all the classes of the current prob-

1
lem;

Fs is a value which characterizes the quality of ap-
proximation of the initial TS using the set of classification
algorithms &;;

Kstop 1s @ branching stopping criterion at the ACT
model construction;

F is a function of recognizing the structure of the
classification tree;

En is a classification errors, rejections (of the first
type) in the initial training data set;

Ety is a classification errors, rejections (of the first

type) in the training data set;
Tyz is a characterizes the total time (hardware time)

which is necessary for building the current generalized
feature fj ;

Ey, is a information capacity (structural complexity)
of the constructed GF f; within the current step of

generating the algorithmic classification tree model;
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Syu; is a total number of discrete objects X; of the

initial TS which are generalized (described) by the
specified generalized feature f;;

Ppt(TS) is a power (volume) of the initial TS (or its

fixed part for the current step of the scheme of
constructing the algorithmic classification tree);
Erpy is a total number of errors of the algorithmic

classification tree model in the data of the initial test set
as well as of the training set;
M is a total power (volume) of the data of the

training set as well as of the test set;
Fra is a characterizes the number of vertices of the

obtained algorithmic classification tree model with the
resulting value fg (RF, i. e. the leaves of the classifica-

tion tree);
V) is a represents the total number of all types of

vertices in the structure of the algorithmic classification
tree model;
Oy 1is a total number of generalized features used in

the classification tree model,
Paji is a total number of transitions between the verti-

ces in the structure of the constructed classification tree
model;
N A is a total number of different classification algo-

rithms that are used in the classification tree model;
I'vain is a indicator of generalizing data of the initial

TS using the classification tree;
Qmain 1s a integral indicator of the quality of the algo-

rithmic classification tree model.

INTRODUCTION

Tasks related to image recognition, are quite diverse
and arise in the contemporary world in all spheres of eco-
nomics and social content of human activity, this leads to
the need to construct and study mathematical models of
the corresponding systems. As of now, there is no univer-
sal approach to their solving. There have been proposed
several fairly general theories and approaches that allow
solving many types (classes) of tasks, but their application
differs greatly by the high level of sensitivity to the spe-
cifics of the task itself or subject area of application [1].
Many theoretical results have been obtained for special
cases and subtasks, and it should be noted that the weak
point of successful real recognition systems is the neces-
sity to perform a huge amount of computation and orien-
tation on powerful hardware tools. However, a large
number of application tasks in various fields of natural
science, such as geology, geophysics, geochemistry,
medicine, sociology, archeology, biology, etc., where
classification problems are solved using software and
hardware systems, determines the intensity and relevance
of this study [2-5]. So, to date, four thousand recognition
methods and schemes are known. All of them are charac-
terized by a variety of approaches to the classification
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problem, but have sets of strict restrictions. The limita-
tions of classification schemes are largely related to the
efficiency of the recognition scheme, the speed of classi-
fication, and the rational use of information system re-
sources. Well-known classification schemes and methods
are also characterized by high sensitivity to classes of
applied problems and their specifics. It is clear that such
limitations of classification methods and schemes also
have a negative impact on real information systems (rec-
ognition systems) [6]. The representation of training sam-
ples and large amounts of discrete information in the form
of logical and algorithmic tree structures has its own sig-
nificant advantages. This allows you to provide an eco-
nomical description and efficient data analysis, a simple
mechanism of operation [7]. So, the coverage of the train-
ing set with a set of elementary features in the case of
logical classification trees, or the coverage of the training
set with a fixed set of autonomous recognition and classi-
fication algorithms in the case of algorithmic classifica-
tion trees, generates a fixed tree-like data structure (a tree
model) that enables compression and transformation of
the initial data of the training set. This method allows
significant software optimization, significant savings in
the resources of the classification system [8] in problems
with complex data structures. The scope of application of
the concept of classification trees, various types of LCTs /
ACTs structures is currently extremely voluminous. The
set of problems and problems solved by this device can be
represented by three basic classes: problems of describing
and presenting complex structural data, a class of classifi-
cation and forecasting problems, and a class of regression
analysis problems [9]. Note that modern algorithms and
methods based on step — by-step selection of traits of de-
cision tree synthesis belong to the class of greedy algo-
rithms and are known from the literature — division and
capture. When applying the classical scheme, the con-
struction of the classification tree will be carried out in
stages in the direction from top to bottom [10].

Decision trees, namely the structures of algorithmic
classification trees are the object of the study.

The central issues of classification tree methods re-
main the problem of selecting the basic branching crite-
rion in the schema structure, the branching stop criterion,
and the logic tree branch rejection criterion. There is a
fundamental question of the theory of classification trees
— the question of the possible construction of all variants
of logical tree structures corresponding to the initial TS
and the selection of the minimum depth and structural
complexity of the classification tree [11].

The methods and algorithms for constructing algo-
rithmic classification trees (decision trees) are the subject
of research.

A problematic issue of existing methods for process-
ing training samples in recognition problems when con-
structing classification rules is that they do not effectively
allow us to adjust their complexity and accuracy in the
process of model synthesis [12]. This disadvantage is
largely absent in the methods and schemes for construct-
ing recognition systems based on the concept of algo-
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rithmic, logical classification trees. Note that a special
feature of the algorithmic tree concept is the possibility of
integrated use of many well — known recognition algo-
rithms to solve each specific problem of constructing a
recognition scheme. This allows you to organize the
modular principle of constructing classifiers. The concept
of algorithm trees is based on a basic scheme — optimal
approximation of training sample data by a set of general-
ized features, classifiers that are included in a certain
structure built in the learning process [13].

The objective of the work will be to build an effec-
tive, universal method for synthesizing recognition mod-
els based on the concept of algorithm trees for arrays of
real hydrographic data in the problem of predicting flood
phenomena. In this case, the constructed recognition
(classification) systems are a graph — schema structure
(classification tree) and contain sets of different types of
recognition algorithms and sets of classifiers (generalized
features).

1 PROBLEM STATEMENT
Suppose within some set G of discrete objects X
there is a partition R into a finite number k of subsets

k

(classes, images) Hj,(i=1,...k), G = U H; . The respec-
i=l

tive sets Hy,...,Hy are called images and the elements of

set G are called images or representatives of images
Hy,...,Hg . Objects (images) X are defined by sets of

values of some features Xj,(j =1,...,n). If xeH;, then
we consider that this object belongs to image H;. In the
general case images Hy,...,H can be specified by prob-
p(Hy/X),..., p(Hj /%),
p(H;j/Xx) is the probability ( or in the continuous case

abilistic  partitions where

probability density) of belonging X,(x<€H;) to image
Hi . Initial training information in the form of HB is set

by the problem condition as a fixed sequence of some
training pairs of the following form:

(X1, TR(X))see, (X FR (X)) 1)

To check the effectiveness of the constructed classifi-
cation models, a test sample is also given — in the form of
a set of objects of known class affiliation, and it can be
represented as a fixed part of the initial TS data. In this
interpretation of the initial problem, TS is a collection of
some sets of discrete objects of known class affiliation.

Moreover, each discrete TS data object is a set of val-
ues of fixed elementary features, object attributes, and
values of recognition functions (RF) on this data set. Note
that the value of the recognition function (class marker)
refers a fixed discrete TS data object to the corresponding
class [14].

Within the framework of this study, the basic task will
be to construct a model of the algorithm tree (ADC struc-
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ture) with a set of fixed design parameters P . Moreover,

the structure L (ACT models) of which would be optimal
F(L(p,Xj), fr(Xj)) = opt according to the conditions of

the problem (a set of initial TS data, the structure of the
initial array of discrete data. Note that in this study, we
will be interested in constructing ACT structures for real-
world training samples of hydrographic data.

2 REVIEW OF THE LITERATURE

The research is a continuation of the works devoted to
the main problematic issues of the concept of tree-like
classification schemes for discrete objects [6—8, 11] in
pattern recognition problems. The main attention in these
works is paid to the problems of constructing, represent-
ing, using, and optimizing the structures of classification
trees. It is known from [6] that the resulting classification
scheme, which is constructed by an arbitrary method or
algorithm based on the criteria of branched feature selec-
tion, has a tree-like logical structure. In other words, it
can be represented in graph — schematic form. A logical
classification tree consists of a set of vertices, branches of
the structure, which are grouped by tiers and obtained at a
certain stage of building a classification tree model [15].
An actual problem that arises from the work [16] is the
question of synthesizing recognition trees, which will
actually be represented by a tree of algorithms. Note that
unlike existing classification schemes, the main feature of
tree recognition systems is that the importance of individ-
ual features, a group of features, or algorithms is deter-
mined relative to the function that sets the division of
objects into classes [17]. Thus, the work [18] deals with
the main issues related to generating decision trees in the
case of uninformative features. We note a characteristic
feature of classification tree models (LCT/ACT struc-
tures) to provide effective one-dimensional branching,
which allows analyzing attributes, individual features in
the object structure, and working with generalized fea-
tures of various types. In this case, sets of generalized
features can be represented as complex predicates, and for
structures of algorithm trees in the form of sequences by
autonomous classification and recognition algorithms [8].
This representation of classification models (LCT/ACT
structures) is actively used for big data mining, where
there is a need to build a classification model that predicts
the value of one or more target variables based on data
from the original TS array [19]. To date, there are a sig-
nificant number of methods and schemes that implement
the concept of decision trees based on basic branching
criteria, but two of their representatives (C4.5/C5.0 and
CART) have received the greatest use and distribution. So
the scheme of the logical classification tree C4.5/C5.0
uses the so — called information-theoretic criterion as a
node selection criterion (branching criterion). The CART
scheme is based on the calculation of the Gini index (cri-
terion). This criterion is based on calculating the relative
distances between the distributions of primary classes
[20] based on the metric given by the condition of the
problem. Schemes of all methods and algorithms of
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branched feature selection, algorithms for ACT structures,
can be reduced to optimal coverage (approximation) of
the initial data array by a set of fixed classification (rec-
ognition) algorithms. For the LCT case, TS data is ap-
proximated by sets of estimated elementary features. A
basic question arises-the question of choosing an effective
branching criterion in the structure of the classification
tree scheme. The question boils down to the problem of
efficient selection of sets of vertices, features and their
combinations of discrete objects for schemes of logical
classification trees and algorithms for ADC methods. A
set of these basic questions is considered in [21], which
highlights the problem of informational evaluation of in-
dividual discrete features, their sets and fixed combina-
tions based on fixed performance criteria. This allows you
to introduce an effective mechanism for implementing
branching in the design of the classification tree model.
The structures of classification tree models (LCTs / ACTs
models) constructed from the initial TS data have a rela-
tively small structural complexity, but the classification
tree structure itself is sparse and unevenly filled in depth
with attributes compared to the class of regular logic trees
[22]. Important issues remain the convergence of the
process of constructing classification tree structures using
branched feature selection methods, the issue of maxi-
mum complexity of the tree model synthesis procedure
itself, and the choice of an effective criterion for stopping
the logical tree synthesis process [23]. An important point
is also that the concept of classification trees does not
contradict the fundamental ability to use not only individ-
ual attributes, attributes of objects that combine them, and
sets as attributes, vertices of the classification tree struc-
ture. Moreover, individual independent recognition algo-
rithms estimated from TS data can be considered as
branches. In this case, the output will be a new structure —
the ACT model [8]. This paper will be devoted to ACT
structures in practice.

3 MATERIALS AND METHODS

At the first stage, by analogy with the schemes of se-
lection of elementary features (LCT structures) [7], we
propose a basic scheme of algorithmic classification trees.
Moreover, for ACT structures, it will consist in approxi-
mating the array of the initial TS with a set of autono-
mous, independent classification algorithms of various
types and structures.

At the first stage, the condition of the problem is the
initial TS of the general form and structure (1). It is a set
of elements with class labels (RF values) of the total vol-
ume m. A system of different types of algorithms (classi-
fiers) is also defined as a condition of the problem
a; (X),a,(X),...,ap (X) . We introduce the following basic

sets, which represent the breakdown of the initial HB data
by the corresponding independent classification algo-
rithms @ :

Ga,...a, = 1X€G/a(X) =1}, (i =1,... M). ?)

81



e-ISSN 1607-3274 PapioenexrpoHika, inpopmaTuka, ynpasminss. 2021.
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2021.

Ne 4
0 4

Each of the fixed autonomous classification algo-
rithms a;(X) of the initial set generates a value from the

set {0,1} at the output. Here aj(X)=1, in the case of a
successful approximation of the object x, 8j(X)=0 in

the opposite case.
Note that the set system G, 5 is a complete step —

by-step division of the set G in the process of increasing
the i value — that is, the classification algorithms in-
volved. This division is implemented by a set of inde-
pendent classification algorithms a;,a5,...,a); . Note that

depending on the initial set of classification algorithms

aj,a,...ay , some of the sets G, , may be empty.

This situation is possible if one fixed or several algo-
rithms for approximating the current TS data fail.

Enter a value Sy 5~ that determines the number of

training pairs (Xg, fr(Xs)), (1<s<m) that meet the con-
dition X5 € Gy o - Additionally, we introduce a value

a > (1=0,L..,k=1) that determines the number of
M

......
initial pairs (Xg, fr(Xs)), (5=1,2,..,m) that meet the
conditions Xj € G, 5 and fr(Xs)=]j.

Then, according to these values and by analogy with
the methods of selecting sets of elementary features [23],
the following values can be introduced, which should be
considered as basic criteria for constructing branching for
ACT structures:

]
S _ Sal,...,ai . J Sal,...,a,
a,....q m ’ ay,...,q 2t p
- i

Pa,..a = mjaxwal,...,ai' 3)
If the condition Xs¢&Gy o for all is met

- - ] -
(s=1...m), then 85 5 =0 and Va,.a =0 when

(j=0,1,..,k-1).
The value 8,  , characterizes the frequency of oc-
in the set

currence of sequence sets Xj,Xp,...,Xm

characterizes the frequency

H

Gg,.,...a - The value \y;l,_ a

<58

of an object X Dbelonging to the j class and

Xe Gal,“.,a .

i

The condition Xe Gy, is equivalent to the condi-
tion that for a sequence a,...,a; there is such an element
ay that ay(x)=1. The value 8, 5 characterizes the
information efficiency of recognition for an object X up
to one of the classes H(,Hj,...,H,_; under the condition
Xe Gal,...,ai .
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At the next stage, the fundamental question of whether
an object X belongs to classes Hg,Hj,...,H_; again
arises — the question of forming a classification rule for
the ACT scheme. Here you should assign the classifica-
tion object X to a class H j when performing the follow-

ing basic relation:

“)

pal!'--sai = Wél,...,ai '

Note that this ratio is a fixed classification rule, and

{0< j<k—1}. The larger the value Pa,,...a; » the higher
its efficiency.

According to the problem condition, the only informa-

tion that represents image splitting Hg,Hy,...,Hy_; is the

initial TS. In this case, the class H j is a collection of all

training pairs (Xg, fr(Xs)) of TS that satisfy the condition
of belonging fg(X;) =] [24-27].

By analogy, the average efficiency of recognizing the
set of images H,Hj,...,Hx_; which are specified by the
training dataset with the help of recognition algorithms
ay,ay,...,a , is estimated by the following value:

Fs(aj,....am) = Zsal,...,ai Pay,....q

ap,...,a

(5)
The value Fg(ay,...,ap ) is an estimate of the ap-
proximation of the initial TS using the initial set of inde-
pendent classification algorithms a;,a,,...,ay or the
approximation ability of a fixed set of algorithms.

The value Fg(ay,...,a) ) can be obtained in parallel
according to the following scheme. Let the recognition
function F be a certain display that matches each set
aj,....aj with a certain element of the set {0,L...k—1}.
Moreover, each element of this set encodes a class label.

In this case F, the RF is a function of the form
F(ay,...,a;) , the arguments of which take values from the

set ay,...,aj . Then the RF F(ay,...,a;) uniquely refers the
object X,(xeG) to the class Hj,(0< j<k—1) for which
the condition is fulfilled:

F(ay,....a5) =101 <k-1). 6)
Let the condition of the problem be the initial TS in
the form of a sequence of training pairs (Xj, fr(X;)) and

a fixed set of different types of classification algorithms
(ay,-..»8y ) - The total number of training pairs in HB is —

M , the dimension of the feature space is — n . It has to be
admitted that the work of the constructed models of clas-
sification trees is checked using an array of training data-
set whose capacity is equal to T (whose class belonging
is also known).
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Admittedly, here the data of the initial TS specify
some partition into classes (Hy,...,Hy ), and it is possible
that the corresponding algorithms &; may be unrelated by
a single concept of recognition, and they can implement
various methods and algorithms of classification (for ex-
ample, these may be conventional geometric algorithms —
the principle of whose work lies in approximating the TS
by the corresponding geometric objects, algorithms for
calculating estimates, potential functions, etc.).

The result of each of the fixed, selected from the algo-
rithm library, autonomous classifiers a;, at the corre-

sponding stage of ACT generation, is one or more gener-
alized features — f j - Here, GFs are classification rules

that approximate a certain part of the initial training sam-
ple. For the case of known geometric recognition algo-
rithms, the resulting generalized features will be geomet-
ric objects that cover TS in the feature space of the di-
mension problem — n.

In applied problems, there may be cases when the cor-
responding classification algorithm a; cannot construct a

generalized feature f;. This situation is possible due to

the complex arrangement of classes Hy in the feature
space of the problem or certain conceptual and implemen-
tation limitations of the classification algorithm itself. It is
also possible that the generalized features f; constructed

by the classification algorithm a; do not fully approxi-
mate the initial TS, or this situation is provided for by the
ACT generation algorithm scheme itself. Here it is possi-
ble that there is an initial limitation in the scheme of the
tree algorithm for generating no more than one general-
ized feature f; at each step of constructing the ADC

structure.
Objects of the initial TS that do not fall under the con-
structed scheme of sets of GFs f; approximation of the

sample belong to classification errors of the first type —
Eny . Accordingly, for TS data, failures classified of this

type are classified as errors of the first type — Et, .

Therefore, we assume that the ACT structure (type II)
will have a general construction of the form — (Fig. 1).

Moreover, each tier of such a classification tree
defines the stage of building an ACT model. That is, the
stage of approximation by a fixed classification algorithm
a; for a certain part of TS data. It is clear that this
approach allows you to effectively adjust the complexity

and accuracy of the classification tree model that is being
built.
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Step Nal
GFs tier Nel

Step Ne2
(iFs tier No2

Step Ned
GFs tier No3

Step Nod
GFs tier Ned

perseeaacll) K,

Figure 1 — General scheme of the ACT structure
(type 1I)

For each stage of ACT model generation — (Fig. 1)
submit its own classification algorithm a; and its own
corresponding part of TS, a subset of the initial TS. Note
that the entire initial TS is provided only at the first step,
then with the next stages of building the classification
tree, the power of the TS data array will fall due to the set
of constructed GFs sets f;. At each step of the sequence,

the GFs will approximate a certain part of the original TS
data. Depending on the conditions of the problem, the
structure of the current ACT construction scheme, and the
features of a fixed algorithm g;, it is possible to generate

sets f j and sequences of ACT at each step of the ACT

scheme.
We introduce in the following form the basic criterion
Kstop for stopping the branching scheme of the method

for constructing the algorithm tree model, which consists
in checking the volume of the initial sample Py (TS) or

its fixed part:

(M

0,if Py (TS)=0;
SOP T Lif Py (TS) > 0.

The general scheme for constructing the ACT model
continues until the condition is met Kgop =1. In a

situation where Kgiop =0 the ACT model synthesis

scheme is completed. There is a transition to the stage of
testing the model based on TS data and evaluating the
quality of the classification tree based on Integral
indicators of the model quality.

For the ACT method, the fundamental question be-
comes the choice of the branching criterion, the effective
choice of the current classification algorithm a; in the

structure of the classification tree model under construc-
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tion. Then, by analogy with the methods of approximating
HB with a set of elementary features — as a basic branch-
ing criterion, we can offer a step-by-step assessment of
the effectiveness of a set of algorithms (ay,...,8;) in the

following form:

1 K Ey
N (T + Sy, + YT
Ppt (TS) Z Uz Uz SUZ

j=!

®)

W(aj)= "

In formula (8), summation is performed for all classes
that are defined by the initial TS data array. Note that
there may be restrictions on summation, which are due to
the structure, set of initial parameters of the
corresponding classification tree construction algorithm.

An important point in the methods of constructing
ACT — models (Fig. 1) is that each step of the tree
algorithm actually builds its own fixed one or more GFs

f; . The total number of GFs will increase with each step

of the classification tree algorithm. In this case, the ACT
scheme with a set of fixed classification algorithms
(ay,...,8y,) generates a tree — like construction — a tree of

generalized features with the corresponding set of GFs
( f], f27'"7 fz) .

Then, we can propose one of the possible algorithmic
schemes for constructing ACT (type II).

At the first stage of building a model, the
classification tree is selected based on the basic
performance criterion in interactive mode or according to
a random scheme. A set of autonomous classification and
recognition algorithms (ay,...,ay) for initial TS data is

recorded. Classification algorithms are selected for their
total number in the set (value m) depending on the TS
structure, conditions, and constraints of the applied
problem. This stage is of fundamental importance due to
the impact of the final complexity of the constructed ACT
model.

At the second stage of building a classification tree
model, a complete regular logical tree is constructed. In
this ACT structure, a selected classification algorithm
from the fixed initial set is located on each of the tiers
(ay,-...,ay ) . Notably, in this logical tree, each vertex has
two transitions to the next tier (two descendants), which
are denoted by the value from the binary set {0,1} . Since

we are dealing with a regular logical tree, on each of the
tiers of this structure there are labels (variables) of the
same type (order), this applies only to the classification
algorithms &, , and not the GFs they generate.

Thus, at the second stage of generating the ACT (type
II), an array of the training dataset is consistently
provided to the classification algorithms a; (according to
the structure of the constructed classification tree —
(Fig. 1) in order to obtain a set of corresponding GFs, and
their total number in the tree structure and the number for
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each classification algorithm (a step in the scheme of the
tree, a tier of the logical tree) depends on the initial
parameters of the initialization of the algorithm of
constructing the ACT (set up interactively or
automatically) and the peculiaritites of the application
task for which the ACT model is built.

After constructing a set of all GFs f; for this

application task they are located at the appropriate
vertices of the obtained classification tree in order to
complete the procedure of its construction. The main
point of this stage is that the set of constructed GFs
should overlap the entire array of the training set to ensure
one hundred percent recognition of the initial data.
Moreover, there may be some deviations if the ACT
model is built with the predetermined accuracy and
complexity (this limitation of the task can be implemented
by changing the number and capacity of the GFs f j

being built at the second stage). It must be stressed that
this condition can also be realized by limiting the steps
(the number of tiers of the structure) in the procedure of
building the ACT model, additional restrictions on the
number of classification algorithms used in the structure
of the classification tree.

At the third stage of the scheme of constructing the
ACT after constructing the basic structure of a
classification tree it is possible to go directly to the mode
of testing the received ACT model. It has to be noted that
for each test object, which is provided at the input of the
classification tree, there are calculated the corresponding
values @(aj) (using a set of previously constructed

GFs — for each vertex of the corresponding tier of the
tree) that ensure (determine) the corresponding route in
the structure of the constructed ACT of the second type.
Thus, the GFs of each of the vertices of the ACT — in the
case of a possible approximation of the object of
unknown classification, ensure that the corresponding
counter of the class membership is incremented and leave
it unchanged in case of refusal (impossibility) of
classification. At the output of the ACT structure, the
object of unknown classification refers to the class whose
membership counter will be maximal, and in case of their
zero equity we are dealing with classification refusal.
Remarks. Based on the scheme of constructing the
ACT of the second type, which was presented above, we
can see that the number of GFs (parametric complexity,
capacity) generated by the same selected classification
algorithm a; on some tier of the classification tree for

each of the paths of the ACT structure may be different;
and following this direction, we come to the fact that the
structure of the ACT model does not necessarily belong to
the class of regular structures (logical trees) — that is, in
each tier of the ACT structure under construction,
together with a different quantity and type (general
parameters) of GFs the presence of different classification
and recognition algorithms a; is allowed.
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4 EXPERIMENTS

One of the possible areas of applying the concept of
algorithmic classification trees is related to the problems
associated with forecasting and classifying flood events
(based on arrays of meteorological and hydrological data).
It is known that flood events cause tremendous harm to
both the economic and ecological sectors of the national
economy: they flood and prevent economic circulation of
agricultural land, flood settlements, destroy residential
buildings and industrial enterprises, dams, highways and
railways, and human casualties occur — which is ex-
tremely important for the Transcarpathian region. That is
why the study of the conditions for the formation of flood
situations in the context of classifying meteorological
phenomena under changing climatic conditions is a nec-
essary stage for further substantiation of new methods for
calculations and forecasts for overcoming critical ecologi-
cal situations.

It should be noted that the surface water flow regime
of the Uzh River basin is characterized by significant ter-
ritorial unevenness due to climatic, temperature factors
and the influence of the Carpathian mountains, which
have a decisive impact on the formation of seasonal run-
offs. To analyze the conditions and causes of floods on
the river Uzh in the Transcarpathian region in the autumn
— spring period there were used the data from 2 hydro-
logical (observation) posts with a monitoring period from
the beginning of 1992 to 2010 including (at the 30-km
observation site). It should be highlighted that according
to water regime, the river Uzh can be referred to rivers
with flood regime of the Carpathian subtype — where
flood situations are observed mainly during the autumn —
spring period. Such flood situations are usually called
cold season floods, and they are observed in the period
from October / November to April / May. It is clear that
the modern climate has been changing, that is why the
boundaries of warm and cold periods are not constant
from year to year, and the basis for determining their be-
ginning and ending were mainly the basic meteorological
conditions (air temperature, types of precipitation and
SNOW cover) .

An important peculiarity of the Uzh river basin, in
contrast to other river basins in the western region of
Ukraine, is the formation of flood phenomena of mixed
origin (based on snowmelt and rain runoffs, often with a
predominance of rain component), which occur, by most
observations, during autumn — spring; notably, this water
regime is due to the climatic peculiarities of Transcarpa-
thia, the presence of mountains, the movement of atmos-
pheric fronts and other factors. We emphasize that in the
basins of the rivers of the Transcarpathian region, rain
(snow-rain) flood phenomena of different intensity and
duration repeat with a frequency of up to 4-6 times per
calendar year of observations. On the other hand, it
should be noted that as a result of intense snowfall (the
corresponding process of snow thaws) for the basin of the
river Uzh only snow floods are observed, and it should be
said that annual maximums are quite common only due to
snowmelt, not water arteries of the Transcarpathian re-
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gion. Thus, the annual maximums of floods of the cold
period often exceed significantly the maximums of the
warm period, and flood phenomena of the cold period are
longer in time and occur more frequently, and the maxi-
mum water discharge of cold period floods is almost 2.5
times higher than the maximum water discharge of warm
period floods (certainly in this scheme depending on the
year there are some exceptions). The peculiarity of the
Uzh river basin is that the maximum intensity of water
rise is from 1.5 to 2.5 m per day, in some cases (1992)
this figure may exceed 3 m per day.

The initial parameters of this application task of clas-
sifying flood phenomena of the river Uzh are presented in
(Table 1).

It must be noted that the monitoring of the river basin
has specific features (it may even be unique within a cer-
tain area of observation) which arise from the fact that the
river is one of rather dynamic objects of nature, and re-
quires, to a great extent, an individual approach (due to
geography, formation conditions, water regime etc.). The
total water flow of the river should be considered not only
as a certain hydrological factor, but also as a geomor-
phological factor (this should be taken into account at the
stage of monitoring and selecting the observation feature
space).

So the monitoring of the river bed is connected with a
large space (the entire river basin) and significant time
consumption, a change in the frequency of observations;
along with this the tasks of the observation post include
the complete characteristic feature of not only merely
hydrological objects, but also the general geological and
geomorphological conditions of the river basin. It should
be noted that the general model of the flood phenomenon
is described on the basis of 18 features (attributes), which
have a different nature and are formed on the grounds of
long-term observations of the Uzh river basin, and among
these features the following defining characteristics (sets
of parameters) of the river basin can be distinguished:

1) The total density of the river cover within the
observation sector is the ratio of the length of all surface
flows of the riverbed (in kilometers), to the total amount
of area of the basin (in square kilometers) in the respec-
tive sector of observation. Notably, this parameter is cal-
culated separately for each observation post.

2)  The coefficient of curvature of the riverbed in
the observation area is the ratio of the actual length of the
river section (observation area) to the length of the line
from the source to the mouth.

3)  The parameter of the type of annual terraces is a
feature characterizing the geological peculiarities of the
structure of the riverbed within the observation site and
ranges as follows — {1 ... 6}.

4)  The parameter of the average width of the river-
bed in the observation area for the basin the Uzh river
basin is characterized by sharp differences in the values
depending on the observation post where the measure-
ments are made.

5) The parameter of the reference water level —
usually, the average water level for rivers is taken as the
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reference level; the average water level is observed during
the year within the period when the river is free of ice
cover, and this average water level is determined as the
arithmetic mean of daily level values for a certain period
from flood recession to the beginning of ice phenomena).
There are approximately determined the period and height
of the low, constant and intermediate level, which is taken
as the reference (initial) one; at the next stage, the excess
of the operating level over the reference one is calculated.
In case of exceeding, it is used as the value of growth for
bringing all current observations to the datum level.

6) The parameter of the average depth of the river-
bed in the observation area for the Uzh river is character-
ized by rather large differences for different observation
areas.

7)  The parameter of the general regime of the river
is a feature that characterizes the peculiarities of water
supply and flow of the riverbed in the observation area
and ranges in the following way — {1 ... 10}.

8) The parameter of the temperature regime of the
river is a feature characterizing the peculiarities of the
temperature regime of the river at the observation site and
is within the range of {1 ... 50}.

9)  The parameter of the average river flow speed is
an attribute characterizing the average rate of water flow
in the middle of the riverbed at the observation site.

10) The parameter of the maximum surface speed of
the river flow is different from the parameter of the aver-
age river flow and is measured on a permanent basis for
the site of observing the riverbed.

11) The indicator of the average daily flow rate of
the river at the observation site calculated for the period
of 24 hours (the indicator is calculated once a day) — the
calculating can be done not on the basis of the current
measurements, but on the basis of the parameter of the
average flow speed.

12) The parameter of the riverbed relief type is a
feature characterizing the degree of complexity of the
riverbed relief and is within the range of {1 ... 20}.

Based on the set of the presented hydrographic charac-
teristics, at Uzhhorod National University, there were
constructed the models of classifying flood phenomena as
ACT structures for the river Uzh for the 12-year period
(1992 —2010). To build models of classification trees, the
software system “Orion III” was used for generating
autonomous recognition and classification systems, where
the algorithmic library of the system has 15 algorithms
(recognition methods and schemes). Thus, the TS con-
sisted of objects (each of them is described by 18 fea-
tures) of three basic classes, and at the stage of examining
the built classification system (the ACT model) should
provide the efficient recognition of objects of the un-
known classification in relation to these three classes. The
general parameters (characteristics) of the constructed
structures (ACT models) are presented in (Table 2).

Notably, the array of the initial training data was
dominated by training pairs of class H; (objects of the

situational state of the neutral zone, the green marker), in
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the second place with a significant gap in number there
were training pairs of class H, (objects of the situational
state of the observation zone, the yellow marker) and in
the third place there were directly training pairs of the
flood phenomena (objects of the red marker) — class H;.

It should be stressed that the capacity of class H,
slightly exceeds the capacity of class H;, this can be ex-

plained by the dynamics of changes in the flood situation
over time, which can return to the normal state (the neu-
tral zone) — phenomena of class Hs, and in most cases

goes into crisis (the red zone of flood phenomenon) —
class Hy ( Fig. 2). The training dataset consisted of 8391

objects (sets of the known classification) for two monitor-
ing posts in the city of Uzhhorod, and the efficiency of the
constructed recognition system was evaluated with the
help of the test set of 500 objects for each of the observa-
tion posts, and the test dataset was a separate part of the
initial training dataset (consisted of discrete objects of the
known classification).
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Figure 2 — Flood phenomena of yellow and red zones of the Uzh
River during 1992-2010

It must be underlined that this size of the test set is not
sufficient for a comprehensive analysis of the quality of
the constructed models (structures) of classification trees,
but due to the limited nature of the TS itself, even this test
set enables the evaluation and analysis of the main pa-
rameters of the synthesized ACT structures. The con-
structed ACT structures (models) provided the necessary
level of accuracy and efficiency of the classification
specified by the application task, the required speed and
the consumption of the working memory of the system,
but showed different structural complexity of the con-
structed classification trees (the parameters of the com-
plexity of the LCT structure — sets of algorithms, sets of
generalized features, the number of the vertices of the
classification tree structure).

On the basis of the ACT method proposed in this
study, classification models of flood phenomena of the
Uzh River were built, and admittedly, the ACT structure
enables the efficient regulation of the complexity of the
classification tree being constructed, or the construction
of recognition tree models with the predetermined accu-
racy as specified by the problem. Clearly, in order to
compare and select the specific model of the classification
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tree from a fixed set, it is necessary to identify their most
important characteristics (feature space dimension, the
number of vertices, the number of transitions of the tree
structure, etc.) and determine their error in regard to the
input array.

An important point is the analysis of quality criteria of
the obtained information models which depend on the
error of the model, the capacity of the initial array of the
training set and test set (the number of training pairs and
the feature space dimension specified in the problem), the
number of structural parameters of the model and so on. It
is evident that the critical parameters of the constructed
ACT model that need to be minimized are the model er-
rors respectively within the training dataset, test set and
each of the classes (parts, subsets of the initial TS), which
are initially specified by the current application task. It
has to be emphasized that one of the most important indi-
cators that characterizes the basic properties of the ob-
tained ACT models is the basic indicator of generalizing
the initial training dataset by the classification tree (classi-
fication model) which is calculated as follows:

m'OUZ
Fran +Van +Naj +2Pay

)

I'Main =

The basic indicator of generalization of the classifica-
tion tree model (the algorithm tree structure) reflects its
main parameters and characteristics of classification trees.
This indicator can also be used as an optimality criterion
in the procedure for evaluating an arbitrary tree recogni-
tion scheme — the LCTK structure. In a fixed classifica-
tion problem, lpyy,in it is important to maximize the pa-

rameter, this allows you to achieve the most optimal
structure of the classification model, and ensures maxi-
mum compression of the initial TS data. This refers to the
problem of representing an array of source data with a
tree of minimal structural complexity [28]. So an impor-
tant indicator of the quality of the model constructed as a
classification tree taking into account the parameters of
the structure of the ACT model is the general integrated
quality indicator presented in the following way:

Er _Erp
Quain =——21 ¢ Man (10)
Ouz 'zi Pi
The set of parameters p; for the integrated

assessment of the quality of the classification tree model
represents the most important characteristics of the
classification tree (according to the LCT / ACT
structures) which is being assessed (e. g. the number of
elementary features or generalized features that are used
in the classification tree model, the number of transitions
between vertices, tiers of classification trees, etc.). A
fragment of the main results of comparing constructed
structures (structures of algorithm trees based on integral
quality assessment), conducted tests of ACT models of
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various types, with different sets of classifiers, parameters
of structural complexity, restrictions on generating
generalized features for the data array of the flood
classification problem is reflected in (Table. 3).

5 RESULTS

The constructed classification trees (ACT models)
provided the necessary quality and speed of schemes of
classifying flood phenomena of the Uzh river, at the same
time the structure of the tree sheme itself is quite com-
pact — (Table 4). The sets of independent classification
algorithms that were selected to generate the groups of
GFs also proved their efficiency within this application
task. The possible further research may be related to ex-
panding the list of classification algorithms in the ACT
scheme as well as additional conditions and restrictions
concerning the generation of sets of GFs for each step of
the classification tree scheme (ACT structure).

The complete ACT (type ), alg. = 2

heme of the ACT (2=5]

ube algorithm

Figure 3 — Integrated indicator of the quality of the constructed
ACT models

The presented models of classification trees can be
used to assess the general condition of the Uzh river basin
(at the observation site) and to identify the situation of the
red (flood) zone on the basis of the current measurements
of the observation posts. It should be noted that the con-
ducted practical tests of the ACT structures (models) have
confirmed the efficiency of the mathematical tool and
proposed methods and algorithms for constructing the
ACT, the developed software which enables the produc-
tion of the recommendation on employing this approach
(the concept of ACT models) and its software implemen-
tation for solving a wide range of classification and rec-
ognition tasks in the practical plane.

The only fundamental point to consider when generat-
ing ACT models is that usually the consumption of work-
ing memory and CPU time of the information system is
much higher compared to the structures (models) of the
LCT, and it largely depends on the peculiarities of im-
plementing recognition algorithms ( classifiers), the num-
ber of algorithms in the ACT scheme, the scheme (the
model type) of the ACT structure being generated.
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6 DISCUSSION

The quality indicators of structures (ACT models)
presented in this study can be extended to the structures
(trees) of LCTs of this application task. It must be high-
lighted that this integrated indicator of the quality of the
ACT model ranges from zero to one, and the lower it is,
the worse the quality of the constructed classification tree
will be, and the higher the indicator, the better the ob-
tained model will be. Thus, the proposed integral assess-
ment of the quality of classification tree structures (ACT
models) reflects its basic characteristics and can be ap-
plied as an optimality criterion in the scheme of qualita-
tive assessment of an arbitrary tree classifier (classifier
tree models). The algorithm tree model operates only with
ready-made, constructed sets of generalized features, in-
dependent classification algorithms. Each of the con-
structed schemes using the algorithmic tree method will
represent a general recognition system, a model of the
algorithm tree that can be used for practical work — proc-
essing large arrays of experimental data in the form of
discrete sets. The constructed classification schemes and
models of algorithm trees will represent to a certain extent
a new recognition algorithm. Moreover, it is synthesized
from well-known recognition algorithms and methods,
and the resulting ACT structure, the classification scheme
is characterized by high versatility in terms of application
and a relatively compact model structure. The algorithm
tree requires a large amount of hardware to store general-
ized features or sets of them and initially evaluate the
quality of classification algorithms based on TS data.
However, the constructed ACT models in comparison
with LCT structures have high performance of classifica-
tion rules, comparable hardware costs for storing and op-
erating the tree structure itself, and high classification
quality.

CONCLUSIONS

The paper solves the actual problem of constructing
ADC models for an array of hydrographic data based on
graph — diagram structures of algorithms (schemes for
covering data arrays with a set of different types of recog-
nition and classification algorithms).

The scientific novelty of the results obtained in this
paper lies in the fact that a method for constructing ACT
structures for classifying flood phenomena of the Uzh
river is proposed based on a scheme for qualitative
evaluation of sets of different types of classifiers for syn-
thesizing the structure of the classification tree. In the
scheme of the algorithm tree (ACT methods), a fixed sub-
set of data from the initial initial sample is approximated
at each stage of constructing the classification tree. The
basic scheme for evaluating the effectiveness of algo-
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rithms in the ACT method (branching criterion) can be
used both to construct the structure of the algorithm tree
and to evaluate their approximation ability relative to TS
data. This approach makes it possible to achieve low
structural efficiency of the synthesized ACT model rela-
tive to the initial data set in the future. In this paper, a set
of general indicators and parameters is proposed, which
makes it possible to effectively represent the general
characteristics of the ACT model. It can be used to select
the optimal ACT from a set of random classification trees
— LCT structures constructed on the basis of methods.

The practical value of the obtained results (models of
algorithm trees) lies in the fact that the proposed method
for constructing ACT models (classification schemes in
the form of algorithm trees) was implemented in the algo-
rithm library of the universal software system “ORION
III” for solving various types of applied classification
problems and predicting large arrays of discrete objects.
This toolkit made it possible to carry out an effective clas-
sification of flood phenomena of the Uzh River. The con-
ducted practical tests confirmed the operability of mathe-
matical support and constructed ACT models, the devel-
oped software, which makes it possible to make a recom-
mendation on the use of this approach and its software
implementation for a wide range of applied problems of
classification and recognition of discrete objects.

The perspective research direction for solving the
task of classifying the situational condition of the Uzh
River can also be the employment of methods, algorithms
and schemes for constructing LCT models with the possi-
bility of comparing them (efficiency, structural complex-
ity and speed of classification) to the constructed ACT
structures (models), expanding the library of recognition
algorithms (classifiers), optimization of software imple-
mentations proposed in this study of constructing the
ACT (the evolutionary transition from the C4.5 algorithm
to C5.0 can be regarded as an example of such an efficient
software optimization), as well as practical testing of the
constructed models of classification trees using the train-
ing dataset of a larger number of posts of observing the
Uzh river basin.
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Table 1 — The initial parameters of the task of classifying flood phenomena of the Uzh River basin.

Number of an obser- Dimension of the Capacity of the data Capacity of the data Total number of The ratio of objects
vation post feature space — N array of the initial TS || array of the test set — || classes according to | of different classes of
Ne -M S partitioning the the TS
training dataset — 1 (H{/H 5/ H3 )
1 18 4252 500 3 73/102/4107
2 18 4139 500 3 68/97/3974
Table 2 — General parameters of the constructed ACT models
Number of the Method (algorithm) Total number of Total number of GFs Total number of all Total time of gener-
constructed of constructing the different classifica- (sets of GFs) in the vertices (together ating the ACT struc-
ACT model ACT model tion algorithms ap- ACT structure with the resulting ture of the current TS
plied in the ACT — 9) ones) in the ACT
N Uz structure
All
Observation post Nel
1 The complete ACT 5
method (type I) restrictions on the
sequential use of 42 84 686 s.
one-at-a-time algo-
rithm
2 The complete ACT 5
method (type II) restrictions on the
nurflber of GF gen- 53 08 M2s.
erations for one step
of constructing the
ACT
3 The constrained ACT 1
method (Z=10) a hypersphere algo- 35 71 406 s.
rithm
4 The constrained ACT 1
method a hypercube algo- 58 117 839 s.
(Z=5) rithm
5 The constrained ACT 1
method (Z=3) a hyperellipse algo- 37 75 442 s.
rithm
6 The complete ACT 2
method (type I) a hypersphere algo-
rithm, 40 81 706 s.
a hypercube algo-
rithm
Observation post Ne2
1 The complete ACT 5
method (type I) restrictions on the
sequential use of 39 79 676 s.
one-at-a-time algo-
rithm
2 The complete ACT 5
method (type II) restrictions on the
number of genera-
tions of GFs for one 40 % 0.
step of constructing
the ACT
3 The constrained ACT 1
method a hypersphere algo- 34 69 380 s.
(Z=10) rithm
4 The constrained ACT 1
method (Z=5) a hypercube algo- 57 115 828 s.
rithm
5 The constrained ACT 1
method (Z=3) a hyperparalhlelepl- 48 08 793 ¢
ped algorithm
6 The complete ACT 2
method (type I) a hypersphere algo-
rithm, 38 77 695 s.
a hypercube algo-
rithm
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Table 3 — The comparative table of classification tree models (ACT structures) of classifying flood phenomena of the Uzh River
basin (of posts Ne1-Ne2)

Ne Method (scheme) of synthesizing the structure (model) of Integrated indicator of the quality Total number of errors of the
the classification tree (LCT / ACT) of the classification tree model model in the training dataset and
QMain test dataset EI’A”
1 The complete ACT method (type 1)
(the number of algorithms — 5, restrictions on the sequential 0.005821 0
use of one-at-a-time algorithm) 0.005845 0
2 The complete ACT method (type 1I)
(the number of algorithms — 5, restrictions on the number of 0.004778 0
GF generations for one step of constructing the ACT) 0.004712 0
3 The constrained ACT method 0.004464 0
(z=10) 0.004389 0
(the number of algorithms — 1, a hypersphere algorithm)
4 The constrained ACT method (Z=5) 0.004387 12
(the number of algorithms — 1, a hypercube algorithm) 0.004228 13
5 The constrained ACT method (Z=3) 0.004256 6
(the number of algorithms — 1, a hyperparallelepiped algo- 0.004354 6
rithm)
6 The constrained ACT method (Z=3) 0.005582 1
(the number of algorithms — 1, a hyperellipse algorithm) 0.005645 0
7 The complete ACT method (type I) 0.005790 0
(the number of algorithms — 2, 0.005801 0
a hypersphere algorithm, a hypercube algorithm)
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METO/I JEPEBA AJITOPUTMIB B 3AJTAYI KTACHU®BIKAIIL TTIPOTPAGIUYHAX JAHUX

IoBxan I. ®. — 0-p TexH. HAYK, JOICHT, TOLEHT Kadeapu nporpamuoro 3abe3neuenns cucreM JIBH3 Yskropoacekuii HartioHa-
JIBHUN YHIBEPCHTET, M. YKropon, YkpaiHa.

Mina O. B. — 1-p TexH. HayK, JIOIEHT, 3aB. Kadeapu iHGopMamiiHUX yIpaBIsiounx cucreM i rexuomnoriid. IBH3 Yxropoacekuii
HalliOHAJILHUH YHIBEpCUTET, M. YKropoJ, YKpaiHa.

Myneca O. Q. — n-p TexH. HayK, JOICHT, TOUCHT Kadeapu kibepHeTHKU Ta mpukiagHoi matematuku JIBH3 Vikroponacekuii
HalliOHAJBHUH YHIBEPCUTET, M. YKropox, YKpaiHa.

Momimyx B. B. — kanza. TexH. HayK, IOLEHT, JOLEHT Kadeapu nporpamHoro 3abesneuenns cucrem IBH3 YVikropoachkuii Harti-
OHAJIbHUH YHIBepCcUTET, M. YKropos, YkpaiHa.

AHOTAULIA

AxTyanbHicTh. Po0O0Ta IpucBsSYeHa BUSBICHHIO IPOCTOTO Ta €peKTHBHOTO MEXaHI3My 3a JOIOMOTOIO SIKOTO MOKHA OymayBaTH
ITOPUTMIUHI JepeBa Kiacudikarii (MoJeli AepeBa aaropuTMiB) 3a (HiKCOBAHOIO MOYATKOBOIO 1H(GOPMALIEIO Y BUTIIA] HaBYAIBHOT
BHOIpKH quCKpeTHUX AaHuX. [loOymoBane anropurMmiuHe nepeBo kinacudikanii Oyxe 6e3noMIIKOBO KiacupikyBaTH (po3mi3zHaBaTH)
BCIO HAaBYaJILHOI BHOIPKH 3a SKOIO MMOOYyJ0BaHAa MOJENb, MaTH MiHIMaJIbHY CTPYKTYPY (CTPYKTYpHY CKJIQIHICTB) Ta CKJIQJATHCS 3
KOMITOHEHTIB — aBTOHOMHHX aJITOPUTMIB Ki1acU(iKailii Ta po3mi3HaBaHHs B AKOCTI BEPIIUH KOHCTPYKIIiT (aTpuOyTiB Iepera).

Meta. MeToto 1aHoi poOOTH € CTBOPEHHS IIPOCTOr0, e(heKTUBHOTO Ta YHIBEpPCAILHOTO MeTo/1a o0y 10BH Moelei Kiacudikarii
(po3mi3HaBaHHs;) Ha OCHOBI KOHIICHLIi IepeB AITOPUTMIB AJIsi MacHBIB peajbHUX NaHUX TifporpadidHOro xapaxtepy, A¢ OTpUMaHi
CXeMH cHucTeM Kiacudikamii (CTpyKTypHu aepeB kiacu@ikalii) XapaKTepu3yIOThCS AEPEBONOAIOHOI CTPYKTYpOIO (KOHCTPYKII€0) Ta
HASBHICTIO aBTOHOMHHUX aJITOPUTMIB Kiacugikaimii (HaOOpiB y3arallsHEHHX O3HAK) B SAKOCTi CBOiX CTPYKTYpHHX €JeMEHTIB (OI0KiB
KOHCTPYKIIIT).
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Merton. [IponoHyeThCs 3araibHa cXeMa CHHTe3y AepeB Kiacugikamil y BUIIIAL AepeB aJropuTMIB Ha OCHOBI IIPOLIEAYPH AIIPOK-
cuManii MacuBy NUCKPETHHX JaHMX HAaOOpPOM €JeMEHTapHUX KiIacu(ikaTopiB, sika A 3aJaHOi IMOYaTKOBOI HAaBYAIBLHOI BHOIpKH
Oy/ye AepeBONONIOHY CTPYKTYPY — MOJCIb JepeBa aroputMiB. [IpuuoMy moOyaoBaHa cXema CKIATAEThCs 3 HA0OPY aBTOHOMHHX
anropuTMiB kiaacudikarii Ta po3mizHaBaHHs OL[IHEHUX Ha KOXKHOMY Kpolli, eTarli no0yaoBu aepesa kiacudikamii 3a JaHOK MOYaTKO-
BOIO BHOiIpKOI0. Po3pobiiennit MeTos o0y 0B aaropuTMIYHOTO JepeBa Kiacu(ikalii OCHOBHA i/iesl SIKOTO MOJISATae B MO KPOKOBIii
ampokcuManii HayaiabHOi BUOIPKH TOBUIBHOTO 00°‘€My Ta CTPYKTYpPH HaOOpOM eleMEHTAapHHX alTropuTMiB Kiacupikamii. Meron me-
peBa anropuTMiB mpu (GOopMyBaHHI MOTOYHOI BEPLIMHHU JAEPEBa AITOPHUTMIB, By3ia, y3arajJbHEHOI O3HAKH, 3a0e3lmedye BUIUICHHS
HaWOLIBII e()eKTUBHUX, SKICHHX eJIEMEHTapHHUX KIacH(]ikaTopiB 3 MOYaTKOBOro HAOOPy Ta HOOYMOBY JIMIIE THX HIIAXIB B CTPYKTYpi
JepeBa e BinOyBaeThesl HAWOIIbIIA KiJbKICTh MOMIIIOK (BiIMOB) kinacudikarii. CTpyKTypHa CKJIQIHICTh KOHCTPYKIII JiepeBa auro-
PHUTMIB OLIHIOETHCS HA OCHOBI KIIBKOCTI MEPEXO/iB, BEPIIMH Ta SPYCiB CTPYKTYpH MOAEINI, L0 JO03BOJISIE MiJBHUILNTH SIKICTh HOTO
HACTYIHOTO aHalizy, 3a0e3neunTH eheKTUBHUI MeXaHi3M JeKOMIT03UIlii, Ta OyayBaTH CTPYKTYPHU JAEPEB alTOPUTMIB B yMOBaX (ik-
COBaHMX HabopiB 0OMexeHb. MeTo CHHTE3y AepeB alrOpUTMIB [103BOJsIE OyayBaTH Pi3HOTHIHI JepeBONno/iOHI Mojeni po3mi3Ha-
BaHH 3 PI3HHUMH I0YaTKOBUMH HaOOpaMH eJISMEHTApHUX KiIack(iKaTopiB 3 Hamepes 3a1aH00 TOYHICTIO A1 IMPOKOro KIacy 3a1ay
TeOopii IITyYHOTO iHTENEKTY.

PesyabTaTn. Po3pobnenuii MeTon moOyAoBH MOAENEH IepeB alrOPUTMIB JO3BOJISE MPAIIOBATH 3 HABYAILHUMHU BUOIpKaMH Be-
JIIKOTO 00°eMy pi3HOTHITHOI iH(opMarii (IUCKPETHIMH JaHUMH) Ta 3a0e3redye BHCOKY IIBUIKICTh Ta €KOHOMHICTD allapaTHHUX pe-
cypciB B Ipolieci reHepanii KiHneBol cxeMu kiacudikariii, Oy ryBatu nepeBa kiacudikarii 3 Hanepes 3a1aHo0 TOYHICTIO.

BucnoBku. Po3po0ienuii miixiJ CHHTE3y HOBHX JITOPUTMIB (CXeM) po3mi3HaBaHHS Ha OCHOBI 0i0mioTekn (Habopy) Bixke BiJo-
MHX aJrOpUTMiB (MeToIiB) Ta cxeM. ToOTo npencrapieHa eeKTUBHA CXeMa PO3ITi3HABaHHS TUCKPETHHUX 00 €KTIB HA OCHOBI IIOKPO-
KOBOI OIIIHKK Ta BUOOPY aaroputMmiB Kiacudikarii (y3aralbHeHHX 03HAK) HA KOXKHOMY KpoIli cHHTe3y cxeMu. Ha 6a3i 3ampomnoHoBa-
HOI KOHILETILiT aNropuTMiYHUX JepeB kiacudikaiii modyaoBaHa MOJeb CTPYKTYPH JepeBa alrOPUTMIB, ska 3abe3nedria Kiaacudi-
Kallilo TaBOJIKOBHX CUTYAIi AJIs GaceiiHy piuky Yik.

KJIFOYOBI CJIOBA: nepeBo knacudikariii, anropuTMidae AepeBo Kiacudikamii, JUCKpeTHHH 00°€KT, 03HaKa, QYHKIIS Po3mi-
3HABAHHSI, AITOPUTM PO3Ii3HABAHHS, KPUTEPIi PO3ralyKeHHS.

YK 001.891:65.011.56
METO/J AEPEBA AJITOPUTMOB B 3AJAYE KJJACCUDPUKAIIMU T'NAPOT'PAOUIYECKUX JAHHBIX

IoBxan U. ®. — 1-p TexH. HayK,, AOLEHT, TOLUEHT Kadeapsl mporpaMMHoro obecredenus cucteM [ BY3 Yikropoackuii Hanmo-
HaJbHBIN YHUBEPCUTET, I. YKropoJ, YKpauHa.

Muna A. B. — 1-p TexH. HayK, TOLEHT, 3aB. Kadeapsl HHYOPMANMOHHEIX YIPABISIIOINX cucTeM U TexHosoruit [ BY3 Vxropon-
CKUil HallMOHAIBHBIN YHUBEPCUTET, I'. YKTOpoA, YKpauHa.

Myaeca O. FO. — 1-p TexH. HayK, JOIEHT, TOLCHT Kadeapbl KNOepHETHKY U NpHKIagHol MaTematuku ['BY3 Yxroponackuii Ha-
LIMOHAJIbHBIM YHUBEPCUTET, I. YIKropoJl, YKpauHa.

Moaumyk B. B. — xaHa. TexH. HayK, JAOIEHT, JOIEHT Kadeapbl mporpaMMHOro obecredeHus cucteMm ' BY3 Yxropoackuii Ha-
LIMOHAJIbHBIN YHUBEPCUTET, I'. YKropos, YKpauHa.

AHHOTAIUA

AKTyaabHOCTB. PaboTa MOCBSIIEHA BBISBICHUIO IPOCTOrO U 3()(GEKTUBHOIO MEXaHH3Ma ¢ IIOMOII[BI0 KOTOPOTO MOKHO CTPOUTH
ITOPUTMHYECKHE JIepEeBbsl KiaccH(UKanuy (MOIEIH JiepeBa aIrOpUTMOB) IO (UKCHPOBAHHOM HavyanbHOI MH(OpManuu B BHIC
y4eOHOM BEIOOPKM ANCKPETHBIX AaHHBIX. [locTpoeHo anropuTMudeckoe AepeBo Kiaccupukanuy Oyaer 6e30mmb0IHo Ki1acCupUIn-
poBath (pacro3HaBaTh) BCIO 00y4YarOLIyI0 BEIOOPKY IO KOTOPOH MOCTPOEHA MOJIEIb, UMETh MUHUMAIBHYIO CTPYKTYPY (CTPYKTYPHYIO
CJIO)KHOCTB) U COCTOSITH M3 KOMIIOHEHTOB aBTOHOMHBIX aJITOPUTMOB KJIaCCU(MKALIMU U PACIIO3HABAHUS B Ka4eCTBE BEPIINH KOHCT-
pyxuuu (aTpuOyTOB 1epeBa).

Heap. Lensio qanHoi paboThl SIBJISETCS CO3MAHUE IPOCTOTO, IP(HEKTUBHOrO U YHHUBEPCAIBHOTO METO/A ITOCTPOCHUS MOJIEIeH
ki1accudukamy (pacno3HaBaHus) Ha OCHOBE KOHIICIHIIMHU JICPEBbEB AITOPUTMOB VIS PEalbHBIX MAcCHBOB JaHHBIX THIpOrpaduye-
CKOTO XapakTepa, I'Zle MOJTy4YeHHBIE CXEMBI CHCTEM KilacCu(UKauu (CTPYKTYpPbI IepeBbeB KIacCH(HUKALNH) XapaKTePU3YIOTCs Ape-
BOBHIHOH CTPYKTYPOH (KOHCTPYKITHEil) M HAJTMYMEM aBTOHOMHBIX aJlTOPUTMOB KiIaccH(pHKamy (HaGopoB 0000IIEHHBIX IPU3HAKOB)
B KaUeCTBE CBOMX CTPYKTYPHBIX JIEMEHTOB (0JIOKOB KOHCTPYKIIHH).

Mertoa. Ipennaraercs o0mmas cxeMa CHHTE3a JICPEBbEB KIACCU(PUKALMU B BHJE JEPEBLEB aJITOPUTMOB Ha OCHOBE IPOLIELYPbI
aNmpoKCUMAIMU MaCcCHBa JUCKPETHBIX JaHHBIX HAOOPOM 2JIEMEHTapHBIX KIACCH(HUKATOPOB, KOTOPAs AJIs 3aJJaHHOH HCXOITHON 00Y-
Yarowieil BIOOPKU CTPOUT JIPEBOBUIHYIO CTPYKTYPY — MOZEIIb JIepeBa airopuTMoB. [IpiyeM nocTpoeHHas cxeMa COCTOUT U3 Habopa
ABTOHOMHBIX JITOPUTMOB KJIACCU(UKAIIMU U PACIIO3HABAHUS, OLIEHEHHBIX HA KAXKIOM IlIare, 3Tane MNOCTPOSHUs AepeBa Kiaccuduka-
L[UU 110 JaHHON MCXOAHOH BhIOOpKe. PazpaboTaH METOA MOCTPOCHHUS alrOPUTMHYECKOTO JepeBa KiacCM(HKALMKM OCHOBHAs HIEs
KOTOPOTO 3aKJIIOYaeTCs B IO MIArOBOl alnpoOKCHMAIUK HavyaJlbHOI BEIOOPKH MPOU3BOJIBHOTO 00BEMa M CTPYKTYPbl HAOOPOM 3iie-
MEHTapHBIX AITOPUTMOB KiIaccuuKauu. MeTon fepeBa alIropuTMOB IpH (OPMHUPOBAHIH TEKYIIEH BEpIIMHBI IepeBa alrOPUTMOB,
y3I1a, 0000IIeHHOH NTpHU3HaKK, oOecreunBaeT BhIIeNIeHHe HanOoiee 3(h(heKTUBHEIX, KaUeCTBEHHBIX JIEMEHTAPHBIX KIIacCH(PUKaTOpoB
U3 Ha4yaJIbHOTO Habopa M JOCTPOWKY TOJIBKO TeX ITyTei B CTPYKType JiepeBa Iie NPOUCXOMUT Hanbobllee KOJIUIECTBO OMIMOOK (OT-
ka30B) knaccupukanyuy. CTpyKTypHas CIIOKHOCTb KOHCTPYKIIMH JIepeBa aJrOPUTMOB OLICHUBAETCS HAa OCHOBE KOJIMYECTBA IEPEeXo-
JI0B, BEPIIHH U APYCOB CTPYKTYPbl MOJENH, YTO II03BOJISET IOBBICUTh Ka4eCTBO €ro IOCJIEAYIONero aHaumu3a, ooecnednts sddex-
TUBHBIA MEXaHU3M JEKOMIIO3ULIMH, ¥ CTPOUTh CTPYKTYDBI JePEBbEB aJTOPUTMOB B YCIOBHAX (PUKCHPOBAHHBIX HAGOPOB OrpaHuYe-
HU. MeTo/l CHHTe3a IePeBbEB AITOPUTMOB MO3BOJISIET CTPOUTH PA3HOTHUITHBIC IPEBOBUIHBIC MOJICIHN PACTIO3HABAHUS C PA3IMYHBIMU
Ha4aJbHBIMKA Ha0OpaMHM 3JIEMEHTOB KIIACCH(HKATOPOB C 3apaHee 3alaHHONW TOYHOCTBIO JUISl IIMPOKOTO Kilacca 3a/iad TEOPHH HCKYC-
CTBEHHOT'O MHTEIJIEKTA.
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Pe3yabTartsl. Pa3paboTaHHbI METOX ITOCTPOSHHUS MOJIeTIel IepeBEEB AITOPHTMOB ITO3BOJISIET pab0OTaTh C yUeOHBIMU BEIOOPKAMHU
00JIbIIOro 00BbeMa pa3HOTHITHOM MH(pOpMaNUK (IMCKPETHBIMHU JTaHHBIMH) M 00ECIIeYMBAET BHICOKYIO CKOPOCTh M DKOHOMHOCTH all-
HapaTHbIX PECYpCOB B IPOIECCE MeHEpalii KOHEYHOM CXeMBbl KJIacCH(HKAIMU, CTPOUTH JIEpEeBbsl KIIacCU(HKAIMU C 3apaHee 3aJaH-
HOH TOYHOCTBIO.
BriBoabl. PazpaGoran moaxox cuHTE3a HOBBIX ITOPUTMOB (CXeM) pacro3HaBaHUS Ha OCHOBe OmOIMOTEeKH (Habopa) yxe W3-
BECTHBIX aITOPUTMOB (METOAOB) M cxeM. T0 ecTh mpeAcTaBieHa 3QQEeKTUBHAs CXeMa PACIO3HABaHUS AUCKPETHBIX OOBEKTOB Ha
OCHOBE ITOIIarOBOM OLIEHKH M 0TOOpa alnropuTMOB Kiaccudukaiu (0000MECHHBIX MPU3HAKOB) HAa KaXKAOM IIare cuHTe3a cxembl. Ha
0aze NMpemIoKeHHOH KOHIIENIINY AITOPUTMHIECKHX IEPEBhEB KJIACCH(UKAIUKM IOCTPOEHa MOJENb CTPYKTYPHI JIepeBa alrOpUTMOB,
KOTOpast obecrieunia KiIacCu(pUKaIMIO ITAaBOAKOBBIX CUTYalMi JuIs OacceiiHa peku Yik.

KJIFOUEBBIE CJIOBA: nepeBo kiaccupuKamnuy, aropuTMHISCKOE JCPEBO KilacCU(UKAIINU, TUCKPETHBIA 00BEKT, IPU3HAK,
(yHKIHMS pacro3HaBaHUs, AITOPUTM PACIIO3HABAHNS, KPUTEPHUI BETBICHHSI.
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