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ABSTRACT

Context. The problem of synthesis a neural network model of operational processes with the determination of the optimal topol-
ogy, which is characterized by a high level of logical transparency and acceptable accuracy, is considered. The object of the study is
the process of neural network modeling of operational processes using an indicator system to simplify the selection of the topology of
neuromodels.

Objective of the work is to synthesis a neural network model of operational processes with a high level of logical transparency
and acceptable accuracy based on the use of an indicator system.

Method. It is proposed to use a system of indicators to determine the topological features of ANN, which is the basis for model-
ing operational processes. The assessment of the level of complexity of the task obtained on the basis of information about the input
data and the values of the criteria for assessing the specificity of the task allows to categorize the task to one of the types of complex-
ity in order to determine the approach to the synthesis of a neuromodel. Complexity category OS allows, based on analytical data
about the selection of input data, to obtain the exact number of neurons in the hidden layer for the synthesis of a neuromodel with a
high level of logical transparency, which significantly expands their practical use and reduces the cost of subsequent operational pro-
cesses.

Results. The obtained neuromodels of operational processes based on historical data. The use of the indicator system made it
possible to significantly increase the level of logical transparency of the models, while maintaining high accuracy. Synthesized neu-
romodels reduce the resource intensity of operational processes by increasing the level of previous modeling.

Conclusions. The conducted experiments confirmed the operability of the proposed mathematical software and allow to recom-
mend it for use in practice when modeling operational processes. The prospects for further research may consist in the use of more
complex methods of feature selection to fix the group relationships of information features for the construction of more complex
models.

KEYWORDS: modeling, operational processes, indicator system, neuromodel, sampling, training, error.

ABBREVIATIONS
ANN is an artificial neural net;
CTS is complex technical system;
IoT is Internet of Things;
MT is maintenance of technical system;

NUMgemtype is @ number of element types in the neu-
ral network4

NN is a neural network;

NNgtryct 18 a structure of neural network;

OC is organized complexity;
OS is organized simplicity;
NF is natural frequency.

NOMENCLATURE
J is informative weight of independent attribute;
n is a number of input features that characterize sam-
ple instances;
N; is a multiple neurons at the network input;

Nj, is a neuron at the network input;
N, is a multiple neurons at the network output;
NOp is a neuron at the network output;

Ny, is a multiple neurons of the hidden network layer;
Ny, is a hidden network layer neuron;

| is a number of neurons at the network input;
LeVacemeas 1S @ measurement accuracy level;

Levigr is a level of significant and less significant

and/or non-significant factors4
LeVmanag 1s @ level of possible control and manage-

ment;
Leviagk 1s a conditional difficulty level of the task;
LeVgmpifetn 1s @ level of possible simplification of the
structure;
m is a number of dependent (categorical) features of

sample instances;
p is a number of neurons at the network output;

g is a number of connections between neurons in the

network;
r is number of neurons in the hidden network layer;
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Sample is a data set;

W is a multiple of connections between neurons;
Wq is a connection between neurons in the network;

Xp is a independent attribute of the sample instance;
X is a set of independent attribute (variables);
Ym is a value of the dependent variable (attribute) of

the sample instance;
Y is a set of values of dependent variables.

INTRODUCTION

The quality of modern CTS is largely determined by their
reliability. One of the most significant factors of reliability
changes is the operating conditions and the adopted opera-
tion strategy, which should be understood as a set of organ-
izational and technical measures for maintenance and resto-
ration of serviceability or operability of failed objects. The
decrease in the intensity and volume of such measures nega-
tively affects the reliability indicators of the CTS To the
greatest extent, this trend is characteristic of systems that
operate autonomously, without the possibility of carrying out
preventive control and restoration (diagnostics and repair)
measures or with the possibility of carrying them out in a
reduced volume. Such features are inherent in road transport
objects, marine objects and special-purpose systems [1-5].

During the operation of the CTS of this class, periodi-
cally, after a while tg,; , they leave stationary points (bases,

airfields, airports, etc.) to perform tasks for their intended
purpose during the time t,, . In this case, the object can be
in conditions that ensure its immediate use with intensity
Aysng or it is in reserve (shelving). During this time, objects

can be monitored only superficially, in a small volume (con-
trol inspection, state check, etc.) with intensity Aggneysng and

duration tgonysng - During inspections and, possibly, based
on the results of continuous monitoring, failures that occur
with intensity are detected A . Failures lead to an inoperable
state before returning to a stationary point (base) where ser-
viceability or working capacity is restored during the time
trep - The intensity of the reserve demand is determined by
product failures and the intensity of successful completion of
tasks for the intended purpose, i.e. Aysng +24g [1, 3].
During CTS locate in a stationary point (base, airport)
at the facility, in addition to restoring serviceability, MT
is carried out with frequency tpyy and duration tyy .

MT is also carried out after making Ny, flights (exits)
(when the number Ny >2 ). Meanwhile MT, especially
in the case of a long stay on the base, the object may also
fail with the parameter ®(. The resulting failures are
eliminated during the next maintenance or during checks
before departure for the flight. The duration of these
checks tprp (tptm >trm ) has a significant impact on
the failure rate when performing tasks offline outside of
stationary points, i.e. Ag = f(tpTM) and A( =y more-

over, equality is achieved when tpry =try . In the sim-

trm

tptm

During modeling, it is convenient to represent the
considered process of CTS operation as a random process
in a discrete phase space. The phase space of the process
includes two states (the first MT and the second MT), as
well as indicators of natural oscillations. Taking into ac-
count the availability of historical experimental data, an
ANN will be used as the basis for the model [1-5].

ANN are statistical computational models applied to a
variety of practical tasks, including diagnostics (technical
and medical based on multimedia data about an object),
assessment, forecasting, etc. [6, 7]. During process of
supervised learning ANN trains on the example of already
known data, that is, so it is exist a predefined correct an-
swer for all the initial data. The main idea of training a
neural network is to set up a configuration in which the
model’s responses will be as close as possible to the cor-
rect ones. However, at the moment there are many ANN
topologies that can be used as a neuromodel. So some can
provide a context for each subsequent prediction (recur-
rent ANN). This helps the ANN to maintain the state in
which the decision was made. Therefore, it is so impor-
tant at the initial stage to correctly assess the complexity
of the problem for further selection of the ANN topology
and the choice of the training approach for the synthesis
of the most optimal model [6, 7]..

The task of studying the process is to obtain a model
that will reflect the behavior inherent in the source data.
Such a task can be attributed to the number of template
recognition tasks. Regarding the event log as training da-
ta, we will be trained to evaluate the results for each event
in the ANN log. The ultimate goal will be to synthesize a
model based on the ANN representing a neuromodel of
the operational process encoded in the event log

The object of study is the process of synthesis neuro-
models of operational processes with a high level of in-
terpretability and acceptable accuracy of operation.

Using the assessment of the complexity level, it is
possible at the initial stage to determine the approach to
the synthesis of the model based on the ANN.

The subject of the study is a neural network model of
operational processes, characterized by a high level of
interpretability and acceptable accuracy.

Using the information about the modeling task and the
evaluation of the input data, it is necessary to synthesize a
neuromodel.

The purpose of the work is to build and study neuro-
models of operational processes with the previous defini-
tion of structural features based on the assessment of the
level of complexity of the task.

plest case Ay = - [1-4].

1 PROBLEM STATEMENT
The operational process can be represented as a mod-
eling problem. Where, at the initial stage, a set of various
characteristics (features) of the operation of the object
(system) that is being studied is available [8, 9]. A set of
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characteristics is represented by a set of conditionally
independent features X = {Xl,xz,...xn} of an object con-

sisting of the n number of such. As a rule, such charac-
teristics are the values of the results of the operation of
the object measured using special sensors, sensor systems
or devices [6-9].

In accordance with these independent features, a set of
values of the dependent characteristics of the object is
compared: Y :{yl,yz,...ym} consisting of m elements.
It is assumed that to some extent each independent feature
X, affects the value of the corresponding one Y;. The
degree of this influence can be represented as the infor-
mation weight of an independent attribute [6-9].

Then the neuromodel of the operational process can be
represented as an ANN NN consisting of structural ele-
ments and a set of parameters NN = (struct, param). The
structure of such a neuromodel is determined by sets of
computational nodes: neurons and connections between
them: struct = {N,c},N = {Nj,N,,Ny},c={c}. In turn,
the aggregates of the set of neurons are divided into sub-
sets by layers: the neurons of the input layer
Ni = {Nj, Ni s Nj b1 =12, [N;|, the output layer

iy ees
No = No,No, s No, } P =1.2,.[No| and the hidden
one Ny = {N hlaNhZ yens Nhr },r = 1,2,...,|Nh|. The subset of
links consists of the links themselves and their weighting
coefficients: €= {Cl,cz,...ck }, k= 1,2,...,|C| , W= {Wk }
Accordingly, the task can be represented as a synthesis

of the ANN with optimal structure and accuracy
NN = (struct, param), based on a sample of initial data

about the object
Sample=(X,Y).

under study during operation

2 REVIEW OF THE LITERATURE

The idea of ANN is to model (repeat) the behavior of
various processes based on historical (experimental) in-
formation. The ANN itself is a set of special mathematical
functions with many parameters that are configured in the
process of learning from previous data. Then the trained
ANN processes the initial real data and gives its forecast
of the future behavior of the studied system. The essence
of ANN is the desire to imitate the processes taking place.
In its structure, the neural network is similar to the human
brain and is also capable of learning [6—8].

The main difference between models based on ANNs
and growth curves or regression methods is that if these
methods adjust a real process or phenomenon to a stan-
dard mathematical function, then ANNs select the pa-
rameters of a system of equations, bringing it to real life
[7].

Schematically, an artificial neural network consists of
a layer of input signals, an output layer and several inter-
nal layers (Fig. 1).

The processes of building and training a network in a
software package that supports the creation of neural net-

works are as follows: the values of input variables are fed
to the input, the type of connection and weight coeffi-
cients are selected randomly, then the values of the output
variable are calculated. The obtained values are compared
with the real ones, after that, the weights and the type of
network are adjusted, aimed at reducing the error. The
general scheme is shown in Fig. 2 [6-9].

> Choosing the model

) 4

Training model

Known
input data >
Model
Known »
output data

Accuracy assessment

Figure 2 — General scheme of training process

An important issue is also the organization of the
transmission of the same historical (experimental) data.
Thus, with the correct organization of data transmission
and storage processes, it is possible to organize a complex
system within the IoT technology, which will be aimed at
online diagnostics and MT the operability of the technical
system [10—11]. Such an organization involves the instal-
lation of deployed sensor networks on technical elements
and nodes. Sensor networks provide automated recording
of operational indicators with a specified time lag, which
can reach miles and microseconds. All recorded data is
transferred to the cloud, where a data bank is formed.
Wireless network data transmission technologies are used
for transmission. An external computing server or several
such servers have access to the accumulated data bank.
These installations can perform real-time analysis of con-
stantly updated data. Among the possible types of analy-
sis, the following can be distinguished [10-11]:

— data verification: checking the truth and correctness
of the received data (for example, filling in empty data or
tracking unexpected run-ups in indicators);

— statistical data analysis: identifying and visualizing
the simplest patterns and relationships between data. Data
normalization and standardization can also be included
here;

—data reduction: reducing the dimension of data is
sometimes necessary to optimize resource consumption in
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data analysis. Thus, the selection of informative features,
preliminary data mining and other operations help to
speed up the process of further processing (for example,
the synthesis of models based on data), and sometimes
also improve accuracy (by removing noisy data).

Also, an important task of the server in such systems
of the synthesis, updating (additional training) or mod-
ernization of new or pre-built models [10-11].

Such models, based on constantly updated data, can
more accurately diagnose, monitor, or make a forecast.
All the results generated by the models are redirected to
the workstation (this can be done via the cloud or di-
rectly), since in some systems the results obtained either
have to pass moderation, or may require the involvement
of the operator.

Thus, for the most part, such an organization of IoT
systems is aimed at maintaining the operability of techni-
cal systems: diagnostics, non-destructive control or fore-
casting of operability. The general principle is shown in
Fig. 3.

However, the organization of an IoT system or sim-
pler solutions is associated with an assessment of the
complexity of the simulated problem for choosing a mod-
el synthesis strategy based on the ANN and choosing the
appropriate topology.

3 MATERIALS AND METHODS
As it was given in the previous section, the modeling
task can be unified for a specific task after a certain com-
prehensive assessment of its complexity. Given that the
structure of ANN (NN = (struct, param)) allows to most
subtly encode the relationships between the input data
(X :{Xl,xz,...Xn}), it is necessary to accurately select

the synthesis option for such a non-network model. Based
on the values of the indicators to assess the complexity of
the task it can be choose a way

Levrask = {l Nfsample> L&Vsmplfctm> L€V fetr » L€Vacemeass L€Vmanag }

to synthesize the most acceptable structure [12].
In the case when a problem with input data

Sample:<X,Y> that is questionable can be modeled

(there is a question about the accuracy of the data, their
excess or a high degree of interconnectedness), it is nec-
essary to resort to input data preprocessing. Thus, the se-
lection of informative features will allow to exclude unin-

formative features Sample' = <X ‘,Y> , which will subse-

quently increase the level of logical transparency of the
neuromodel. By spending more time on data preprocess-
ing, it is possible to significantly reduce the time re-
sources at the stage of model synthesis based on the ANN
[12].

Stepwise regression methods can be used to feature
selection. Stepwise regression is a method that iteratively
checks the statistical significance of each independent
variable in a linear regression model [8, 9]. This is done
through iteration, that is, the process of obtaining results
or solutions by repeating rounds or cycles of analysis.

Automatic testing with the help of statistical software
packages allows you to save time and reduce the number
of errors. A bidirectional exception is a combination of
forward and reverse exclusion methods that check which
variables should be included or excluded [8, 9].

Firstly, it must be sorted X =argmax J(Xn - X),
xe X,. After that it
Xnop =Xp =X

must be update.
Such manipulation on the first step guarantees that it

where must be update6

Finally, internal iteration calculation

will be removed a feature, X~ from our feature subset

Xp - Moreover, X is the feature that maximizes our cri-

terion function upon removal, that is, the feature that is
associated with the best classifier performance if it is re-
moved from X, .

Secondly, pull must be update based on the rule
x* =argmax J(X, +x), where xeY — X, with special

condition:

(X +x)>3(Xp), (1)

so in this case have: X,,; =X, +Xx". And again internal

iteration calculation must be update.

Second manipulation search for features that improve
the classifier performance if they are added back to the
feature subset. If such features exist, we add the feature

x* for which the performance improvement is maxi-

mized. If internal iteration calculation came to the 2 or an

improvement cannot be made (i.e., such feature x* can-
not be found), go back to exclusion manipulation; else,
repeat the adding.

However, after the selection of features, the problem
can be considered already in the category of OS, when a
simple direct propagation ANN is sufficient for modeling,
and the number of neurons in the hidden layer is calcu-
lated based on the statistical characteristics of the data
sample [12]:

Levrask {’ LeVaccmeas = 1} —0C

i @)
LeVras Feature Selection ,{..., LeVacomeas = 0} 08,

4 EXPERIMENTS

The blades of the single stage compressor engine
TV3-117, made of alloy BT8 and having operational
damage to the feather of the engine blades, were selected
as the object of research. The studies were carried out on
two engines operated under the same conditions, but hav-
ing different operating hours and, accordingly, different
degrees of damage to the blades. Engine D1 have 1971 h
and D2: 990 h. Operational damage to the pen creates not
only a stress concentration, but also leads to a change in
the geometry of the blades. For research, 20 blades with
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no gross mechanical damage were selected from two en-
gines [13-16].

The study of the geometry of the blades consisted in
measuring the chord, C; and C, in sections from A2-A2
to A8—A8. The measurement results indicate that the
greatest change in the geometry of the blade parameters
occurs in the peripheral zone (sections A7-A7 and A8—
AB) [13-16].

The table shows that X1, X4, X7, X10, X135, X165 X19: B, the
value of the chord, in Table 1 in different sections; X,, Xs,
Xs» X11, X145 X17, X20: Cy, the thickness of the input edge; X3,
X6» Xo, X12, Xi5, X13, Xa1: C,, the thickness of the output
edge; Xy: HB, the hardness of the initial blade, HRC.

X1

X2

Xn

Hidden layer

=
o
>
=
=
=
2.
S
=

Reciprocal weight coefficients
Reciprocal weight coefficients

Hidden layer

X230 ©gp, yield strength of the starting material, MPa;
Xa4: Oy tensile strength, MPa; y;: T, total operating time;
Y»: T2 operating time up to first repair, h; y; is the fre-
quency of natural vibrations of the blades, Hz.

5 RESULTS

The table 1 shows the part of the sample that was used
for the experiments.

Table 2 presents regression models for different en-
gines and their aggregates. The models are based on a
reduced number of input features.

Table 3 presents ANN-based models in matrix form.

Hidden layer
Output layer

Reciprocal weight coefficients
Reciprocal weight coefficients

Figure 1 — General scheme of simple topology of ANN
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Figure 3 — General scheme of interaction in IoT systems for operational process
Table 1 — General information about data set
Blade A2-A2 Blade A3-A3 Blade A4-A4 ... T, T, NF
B, Clys C2,5, B, Cly, C2,, Bys Clyy C244
X X2 X3 Xy Xs Xo X7 Xg X9 . Y1 Y2 Y3
26.50 1.33 0.64 27.00 0.00 0.00 590.00 0.97 0.48 0.00 0.00 590.00
27.10 1.35 0.66 27.60 0.00 0.00 620.00 0.99 0.50 0.00 0.00 620.00
25.90 1.31 0.62 26.40 0.00 0.00 650.00 0.95 0.46 0.00 0.00 650.00
26.53 1.39 0.54 2691 1971 621 647.3 0.89 0.42 1971 621 647.3
26.60 1.37 0.68 26.77 1971 621 646.7 0.90 0.44 1971 621 646.7
26.44 1.53 0.60 26.83 1971 621 642.4 0.98 0.40 1971 621 642.4
26.52 1.25 0.62 26.92 1971 621 643.1 0.81 0.45 1971 621 643.1
26.72 1.35 0.57 27.16 1971 621 648.5 0.91 0.38 1971 621 648.5
26.70 1.57 0.70 27.07 1971 621 668.6 0.99 0.45 1971 621 668.6
26.25 1.46 0.62 26.65 1971 621 645.2 0.96 0.44 1971 621 645.2
26.20 1.42 0.58 26.60 1971 621 649.4 0.97 0.50 1971 621 649.4
26.51 1.42 0.65 26.85 1971 621 648.8 0.93 0.44 1971 621 648.8
26.63 1.20 0.59 27.01 1.15 0.44 27.86 0.95 0.35 990 451 627.4
Table 2 — Regression models for engines after feature selection
Depended | Independent . Depended | Independent . Depended | Independent .
attribute feature Weight attribute feature Weight attribute feature Weight
Free 5493.3 Free 1730.8 Free 1015.7
member member member
X3 787.81 X3 248.21 X6 71.182
o X13 —174.09 X13 -54.85 X16 -0.85927
£ Xis ~15979 Xis —5034.5 X7 46.001
§ Yi X146 907.93 Y2 Xi6 286.06 Y3 X3 —160.38
g X17 -3533.5 X17 —-1113.3 X19 -11.27
= X1g 19309 X1 6083.6 X20 -161.8
X19 -735 X19 -231.58 X21 70.668
X20 —4496.7 X20 —1416.8
Xo1 —5967 Xo1 —1880
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Table 2 continued

Free 6329,7 Free 2883,5 Free 989,16
member member member
g Xs 104.18 Xs 47.46 X4 -3.2178
%D X16 577.55 X16 263.1 X16 -17.851
-é’ Yi X17 —887.97 Ya X17 —404.52 Y3 Xi7 —57.823
8 X18 —6417 X18 -2923.3 X18 -132.7
A Xi9 —-194.56 Xi9 —88.633 X19 10.239
X20 426.08 X20 194.1 X20 24.261
Xo1 -8265.3 Xo1 -3765.3 X21 -22.105
Free mem- 15976 Free 6146 Free 1236.9
° ber member member
E Xi3 111.95 Xi3 39.731 Xi3 —-31.607
é X14 1444.9 X14 -31.269 X14 58.769
L; § Xis -2869.8 Xis -1359.9 X15 —66.747
g Eﬂ Vi Xi6 213.64 Ya Xi6 38.801 Y3 Xi6 17.876
s 3 Xi7 -3010.7 Xi7 —472.48 X17 —64.156
£ Xis 3429 Xis 788.81 Xig 47.107
5 X19 —780.91 X19 -254.39 X19 —6.5416
© Xa0 2449.6 Xa0 411.03 Xa0 79377
Xo1 -1397 Xo1 -532.82 Xo1 51.834
Table 3 — Neural networks models for engines in matrix format
N Number of Number of input of neuron
umber
of layer | "GOn 0 1 2 3 4 5 6 7 8
ayer
1 0.4658 -1.5179 1.2285 | —0.3745 | —-1.3876 | 1.4247 0.8189 —-0.7037 —0.0544
1 2 1.1000 | -0.2338 0.1421 0.5441 | —0.5349 | -1.2274 | -0.3497 —2.2515 —2.1745
Vi 3 —0.8452 0.9026 -1.2838 | 0.1328 0.7307 2.2389 0.7699 0.3432 -1.4166
4 0.3374 5.4603 —2.0717 | 4.4364 | —9.3008 | 1.9159 —6.5536 —8.9370 —3.4884
2 1 —2.6817 | —0.0401 | —-1.2972 | 11.3049
) 1 1.5418 0.9468 1.8911 —0.8538 | —-1.6638 | 0.2718 -1.057 -3.2833 0.0146
‘B 1 2 0.9662 0.1809 -1.1613 | —0.6279 | —1.7703 | 0.2904 -1.172 —1.3198 0.9192
5 Y2 3 0.968 0.2189 1.5918 1.7624 —2.655 1.5395 -2.8073 —2.7069 —0.2501
§ 4 0.2781 0.2975 1.2749 0.8646 0.6666 09116 —0.7911 0.5896 —0.4745
= 2 1 3.0727 —0.618 4.0588 | —1.8339
1 0.9422 1.8965 -0.8817 | —1.287 1.7724 1.622 0.9202
1 2 -2.947 | -4.7925 2.8078 24996 | -4.2739 | -2.8727 | -2.5115
Vs 3 -1.199 0.6908 —1.5036 | —1.2848 | —0.8571 | —0.6933 1.133
4 —0.4857 | —0.5768 | —0.2348 | —0.1187 | —0.4004 | 1.2633 —0.3987
2 1 0.288 —2.7685 1.8958 | —-1.0539
1 0.4939 | -0.4511 1.4086 0.1413 7.6385 | —0.9269 | -3.1648
1 2 —2.6959 | —7.3992 | —2.4984 | 6.6421 | —0.9476 | 4.9028 —2.6633
Yi 3 0.2274 | —0.7406 1.3095 0.7900 | —0.4079 | —-0.6326 4.0847
4 0.9888 -5.0414 | -0.1517 5.6668 1.8127 | -2.8537 2.3601
2 1 —2.528 -3.8282 | —4.4303 | -5.4362
g 1 -0.0252 | -1.239 -0.593 | -0.4079 | —0.2391 | —0.2076 0.5937
%" 1 2 —0.7033 | -3.6831 0.6049 3.3973 1.3224 0.1675 5.3631
= Y2 3 -1.0152 | —0.1636 1.4365 1.9574 2.3268 | —0.3212 2.9033
S 4 0.2268 1.4866 -0.3067 | 0.1771 0.9589 | -0.5183 0.7572
A 2 1 1.7026 | -3.2254 -2.798 1.4379
1 1.0348 0.9792 -3.1372 | 0.9754 | -2.5656 2.457 —1.0045
| 2 5.2574 —6.495 —0.4098 | 3.5421 1.8056 | —-3.8595 | -1.2348
Ys 3 —5.4322 | -2.435 2.1287 | -1.3974 | —0.585 0.6515 5.4371
4 —-1.0328 5.7223 1.4171 1.3843 | -1.9217 | 0.2199 —2.1831
2 1 -3.6321 0.0455 3.8178 2.2159
1 1.5137 | —1.5685 | —-2.5358 | —0.7641 | 8.9924 | —6.6683 0.5498 9.3855 —2.607
| 2 —-12.005 1.4226 0.1941 -1.0293 | 36.1094 | —11.951 0.5653 16.5209 8.7779
g | 3 17.6653 0.7479 —17.545 | —12.728 | —6.4936 | —7.7768 | —8.5848 11.3728 -3.6221
'E) 4 —8.5863 5.8129 4.6873 —5.543 2.7865 11.7949 | -17.555 —12.495 1.3517
5 2 1 -4.3625 | —6.5875 | -1.5977 1.2776
§ 1 —1.1947 1.8355 —1.0277 | —0.9955 | —2.4798 | 3.4032 -1.4717 —4.0901 4.664
g | 2 1.3742 | —1.8717 | —0.0821 | —0.1832 | 4.4903 -2.391 1.5867 6.7386 -2.3275
S |y 3 2.1382 | —0.0421 | -2.9346 1.556 0.0176 | —3.4581 —0.6713 0.0464 —4.587
% 4 1.7524 | —1.8059 —1.381 1.121 1.8792 | -2.9072 | -0.2687 1.6761 -4.4536
g 2 1 —0.6609 1.7264 1.9347 2.0265
s 1 4.1667 0.7699 —0.0491 0.5137 3.3659 | -1.0307 0.9681 —2.0161 1.0408
% | 2 0.5733 1.4045 -0.3144 | 3.7791 0.2089 | —4.0823 2.4539 0.9196 2.6012
O |V 3 —0.1248 0.2645 0.5078 | —1.5247 | -0.127 1.0278 —-1.0693 —0.6277 —0.783
4 2.8772 3.0926 0.5896 | —4.3669 0.689 1.8098 -3.1684 -2.1971 0.1409
2 1 -1.3179 3.2033 —0.7647 1.5967
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6 DISCUSSION

At first, the task for modeling was assigned to the OC
category. However, after preprocessing the input data,
information-important features were selected. Accord-
ingly, after data reduction, the task was transferred to the
OS group. In the end, the input sample was not excessive,
and the risks of human influence were excluded. The only
significant complicating factor is poorly conditioned cor-
relation matrices.

Further calculations showed that the use of 6-8 neu-
rons in the hidden layer is sufficient to build a neural
model with acceptable accuracy.

Analyzing the initial results, we should note a fairly
large run-up in the model training time: from 4 seconds
(the largest indicator among the ANN-based models) to
34.37 for linear regression models.

The results obtained on the data after the reduction
showed that the accuracy increased when constructing a
neural model with a certain structure based on a system of
indicators, and the time was significantly reduced.

In addition, it should be noted the high level of logical
transparency of the obtained models based on the ANN.

CONCLUSIONS

The urgent scientific and applied problem of determin-
ing the optimal and logically transparent structure of a
neuromodel for modeling the operational processes is
solved.

The scientific novelty lies in the fact that using the
feature selection methods for pre-processing of input data
allows to re-define the level of task complexity and use
more resource-cfficient methods for synthesis model
based on ANN. Such models have the optimal, logically
transparent topology and hight level of accurancy.

The practical significance lies in the fact that such
approches that were used allow speed up the process of
synthesis 8.6 times. Moreover, such models based on
ANN demonstrate better accuracy average by 6%.

Prospects for further research are using additional
information as input data set for trackeng implicit factors
on operational processes. In this case using more complex
topologies of ANN with modern methods for training can
demonstrate good results.
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Ty «3amopi3bKka MoIiTeXHiKa, 3amopixKs, YKpaiHa.

AHOTAIIA

AxTyanbHicTh. Po3risiHyTO 3aBHaHHS OOy JOBH HeipoMepekeBOi MO eKCINTyaTalliifHUX HIPOIeciB 3 BU3HAYEHHSM OITHMAa-
JIBHOT TOMOJIOTI], SIKa BiAPI3HSETHCS BHCOKMM DPIBHEM JIOTIYHOI HNPO30POCTi Ta MPUHHATHOI TOYHICTIO. O0’€KTOM JOCIIPKEHHS €
MpoIIeC HEHPOMEPEKEBOTr0 MOJICTIOBAHHS CKCIUTyaTalliiHUX MPOIECIB i3 3aCTOCYBaHHSIM IHJAUKATOPHOI CHCTEMH JUIsl CIPOIICHHS
BUOOpY TOmoorii HelipoMo/iereit.

Merta po6otu nossirae B mo0yaoBi HelipoMepekeBol MOIENI eKCIUTyaTallifHIX [IPOLECiB 3 BUCOKUM PiBHEM JIOTTYHOT IPO30POCTi
1 IPUITHATHOIO TOYHICTIO Ha OCHOBI BUKOPHUCTAHHS iIHANKATOPHOI CHCTEMH.

MeTton. 3anponoHOBaHO BUKOPHUCTOBYBATH CHCTEMY iHIMKATOPIB U BH3HAYEHHS TOMOJOTIYHUX OCOOIMBOCTEH ITYYHUX HEH-
POHHUX MEpeX, SKi € 6a3MCOM IJIsl MOAENIOBAaHHS eKCILTyaTalifHuX nporeciB. OniHKa piBHS CKIIQJHOCTI 33/1adi OTpHEMaHa Ha OCHOBI
indopmarii mpo BXixHI JaHI Ta 3HAYEHb KPHUTEPIiB OIIHKK CIIeNM(IIHOCTI 3a/adi J03BOJISIE KATETOPU3YBaTU 3a/ady 10 OIHOTO 3
BHUJIIB CKJIQJHOCTI, 00 BH3HAYMTH TMiIXiJ J0 CHHTE3y Heifpomoseni. Kareropis ckiagHOCTI opraHizoBaHa MpOCTOTa J03BOJSIE Ha
OCHOBI aHAJITUYHUX AAHHUX HPO BUOIPKY BXiIHUX JAaHUX OTPUMATH TOYHY KiJIbKICTh HEHPOHIB B NMPUXOBAHOMY LIapi JJIS CHHTE3Y
HEeWpPOMO/IeNTi 3 BUCOKUM PiBHEM JIOTi4HOI IPO30POCTi, 10 3HAYHO PO3IIUPIOE TX MPAKTUYHE BUKOPUCTAHHS i 3HIXKYE BApTIiCTh Ha-
CTYIHHX EKCIUTyaTaliifHuX MPOLECiB.

PesyabTaTn. OTpuMani HeHpOMOENi eKCILTyaTallifHUX MPOIIECiB HA OCHOBI ICTOPHYHUX JaHUX. BUKOPHUCTaHHS CHCTEMH 1HIH-
KaTopiB JI03BOJMJIO B 3HAYHIM Mipi 30UIBIINTH PiBEHB JIOTIYHOI MPO30POCTi MoJeNneil, 30epiratoun BUCOKY TOUHICTE. CHHTE30BaHi
HEWpOMOJei 3HIDKYIOTh PECypPCOEMHICTE IIPOMHUCIIOBUX IIPOLECIB 32 PAXyHOK 301IbIIEHHS PIBHS IOIIEPEAHBOTO MOICIIOBAHHS.

Bucnoskn. IIpoBenieHi ekcriepuMeHTH MiATBEPWIN MIPaIe3JaTHICTh 3alPOIIOHOBAHOTO MAaTEMAaTHYHOTO 3a0e3MeUeHHS 1 J03BO-
JISIIOTh PEKOMEHIYBaTH HOro /Ul BUKOPUCTAaHHS HAa MPAaKTHLI MPH MOJEIIOBaHHI eKcIuTyarauiiHux npouecis. IlepcrekTuBu mnoaa-
JIBIIUX JOCII/PKEHb MOXKYTh TOJISTaTH Y BUKOPUCTaHHI OLTBIN CKIAIHUX METOMIB BiOOPY O3HaK [yl (ikcallil rpymoBUX B3aEMO-
3B’s13KiB iH(OPMALIHUX 03HAK I T0OYJOBH OLIBII CKIIAJHUX MOJEIEH.

KJIFOYOBI CJIOBA: MojesroBaHHs, eKCIUTyaTaliiiHI [IpoLecH, CUCTeMa iHAMKATOpiB, HeiipoMoenb, BHOipKa, HaBUaHHSI, 110-
MUJIKA.
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Jleomenko C. [I. — acnupaHT Kadeapsl MPOrpaMMHBIX CPeAcTB HaloHaIbHOTO yHUBEpCHTETa «3aropoXkcKas MOJTUTEXHUKA,
3anopoxbe YKpauHa.
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T'opman E. A. — crapmmit Hay4HbI COTPYIHUK HaYYHO-HCCIIEA0BATENLCKON YacT HallMOHATBLHOTO YHUBEPCHTETA «3aro-
pOXKCKast HONUTEXHHUKaY, 3all0pokbe YKpanHa.

AHHOTAIMUA

AKTyajasHOCTb. PacCMOTpeHa 3a/1aya MOCTPOEHUSI HEUPOCETEBOM MOJIENH JKCILTYaTAlMOHHBIX ITPOLIECCOB C ompene-
JICHHEM ONTHUMAJIBHOM TOIIOJIOTUH, KOTOpast OTIINYAaCTCs BBICOKMM YPOBHEM JIOTHYCCKOM Ipo3pavHOCTHU U HpI/IeMHeMOﬁ TOYHOCTBIO.
O0OBEKTOM HCCIICA0BaHUs ABJISIETCSA MPOLECC HeﬁpOCCTCBOFO MOJCIIMPOBAHUs SKCIUTyaTallMOHHBIX ITPOUECCOB C NPUMEHCHUEM WH-
JMKaTOPHOM CHCTEMBI JUIsl YIIPOILEHHUS BEIOOpA TOIOJIOTMU HEHPOMOIEIIEeH.

Iean padoThl 3aKII049aeTCA B IOCTPOSHUH HEHPOCETEBOM MOJEIH SKCILUTyaTallMOHHBIX MPOLECCOB ¢ BEICOKMM YPOBHEM JIOTHYE-
CKOHM MPO3PayHOCTH U IPUEMIIEMOM TOUHOCTBIO HA OCHOBE UCIOJIb30BaHMS HHAMKATOPHOMN CUCTEMBI.

Merton. [IpeniosxeHO HCIONB30BaTh CHCTEMY WHIUKATOPOB IJISI OTPEICIICHHS TOTIOJIOTHYECKIX 0COOEHHOCTEH MCKYCCTBEHHBIX
HEHPOHHBIX CEeTeH, KOTOpPHIE SBISIOTCS 0a3HMCOM Uil MOJACIHPOBAHUS KCIUTyaTAallHOHHBIX MporieccoB. OmeHKa YPOBHS CIOKHOCTH
3a/la4y IoJIy4€HHas Ha OCHOBC I/IH(i)OpMaIII/II/I PO BXOJAHBIC JaHHBIC U 3HAYCHUN KPUTEPUCB OLCHKU CHeIII/I(i)I/I‘IHOCTI/I 3aJa4u I103BO-
JIA€T KaTeropu3rupoBaTh 3aJavdy K OJHOMY U3 BUIOB CJIIOKHOCTH, YTOOBI OIpEACTIUTDL MMOAXO0 K CUHTE3Y HeprOMO}leJIPI. KaTeI‘OpI/IH
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CJIOXKHOCTHU OpraHu30BaHHas IIPOCTOTAa MO3BOJISIET HA OCHOBE aHAJIMTUYECKUX HNAaHHBIX IIPO BbIGOpKy BXOJHBIX NJAaHHBIX IMOJYYUTH
TOYHOEC KOJIHMYECTBO HeﬁpOHOB B CKPBLITOM CJIO€ JId CUHTE3a HCﬁpOMOZ{eJ’[H C BBICOKUM YPOBHEM JIOTMYECKOU IMpO3pavyHOCTH, YTO
SHAYUTCJIILHO PAaCHIUPACT UX NPAKTUYCCKOE UCIIOJIB30BaAaHUE U CHUXKACT CTOUMOCTD IMOCICAYIOMUX IKCIUTYaTallUOHHBIX IIPOLIECCOB.

Pesyabrartel. [lonydyeHHble HEHPOMOIEIN SKCIUTyaTALIMOHHBIX MIPOLECCOB Ha OCHOBE MCTOPUUYECKUX JaHHBIX. Mcnonb3oBaHue
CUCTEMBI MHIMKATOPOB MO3BOJIMJIO B 3HAUYUTEJIBHOW CTENEHHU YBEJIMYUTb YPOBEHb JIOTMUECKOW MPO3PAYHOCTH MOJEINEH, COXpaHssa
BBICOKYIO0 TOUYHOCTh. CHHTE3UPOBAaHHBIE HEHPOMOJIENN CHIDKAIOT PECYPCOEMKOCTh MPOMBIIUICHHBIX MPOLECCOB 33 CYET YBEIHMUCHHUS
YPOBHS IPEABIAYIIETO MOJEITUPOBAHNSA.

BLlBOZlI)I. HpOBeI[eHHI)Ie OKCHEPUMEHTBI IOATBEPpAUIN pa60TOCHOCO6HOCTB MPEIOKECHHOI'O MaTEMAaTUICCKOIo obecrieueHus U
NO3BOJISIIOT pPEKOMEHAO0BATh €TI0 TSI UCIIOJIB30BaHUA Ha MPAKTUKE IIPHU MOJACIMPOBAHUH SKCIUTYaTalUOHHBIX ITPOLIECCOB. HepCHeKTI/I-
BbI Z[aJ'ILHefIIlIPIX I/ICCJ'[eI[OBaHI/Iﬁ MOI'YT 3aKJIIOYaThCA B UCIIOJIb30BaAaHUH 0oJiee CII0KHBIX MCTO/10B 0T60pa IPU3HAKOB I (bPIKcaLII/II/I
IPYIIIOBBIX B3aUMOCBsI3¢i MH(OPMALIMOHHBIX MPU3HAKOB JUIS IIOCTPOSHHUS OOJIee CIIOKHBIX MOJICIICH.

KJIIOUYEBBIE CJIOBA: mMonenupoBaHHe, SKCIDTyaTallMOHHBIE MPOIECCHl, CHCTEMa HHIUKATOPOB, HEHPOMOIENb,
BBIOOpKa, 00y4eHHe, OIIHOKa.
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