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ABSTRACT

Context. The problem of automatic verification of the legitimacy of the export of works of art is considered.

Objective. A method is proposed for automatically determining the age of a painting from a digital photograph using a
classification that is performed by an intelligent decision-making system.

Method. It is proposed to use the attribute of picture year of creation as the main criterion for making a decision during the
customs check of exports legitimacy. Instead of a long and expensive museum examination, photographing works of art in customs
conditions and processing photos using a set of descriptors is used. The set of descriptors is proposed, include local binary patterns,
their color modification, Haralik’s texture features, the first four moments, Tamura’s texturt features, SIFT descriptor. The data
obtained as a result of descriptors action give the values of several dozen private attributes. They form data vectors, which are then
concatenated into a generalized object description vector. In the feature space thus created, automatic classification by weighted k-
nearest neighbors is performed. The proposed algorithm calculates the distance between objects in a multidimensional space of
attribute values and assigns new objects to already formed classes. The criterion for creating classes is the age of the painting from
the existing database. As a measure of the objects proximity, it is proposed to use the Euclid and Minkowski metrics. The calculation
of weights for the proposed classification algorithm is performed by the Fisher method.

Results. The effectiveness of the proposed method was investigated in the course of experiments with an image database
containing photos of paintings by world, European and Ukrainian artists. Algorithm configuration parameters that provide high
classification accuracy are found.

Conclusions. The performed experiments have shown the effectiveness of the selected descriptors for the formation of vector
descriptions of images of paintings. The greatest accuracy is provided by descriptor merging, which reveals significant differences in
the structural properties of images. This approach to the description of objects in combination with the proposed classification
algorithm and the chosen main criterion ensures high accuracy of the obtained solutions. The direction of further research may
include the use of convolutional neural networks to improve the accuracy of classification under the condition of a static database.

KEYWORDS: intelligent decision-making system, automatic classification, k-nearest neighbors, image descriptors, feature
vector, customs examination, paintings.

ABBREVIATIONS g, 1s a value of brightness of neighborhood central
SOM are self-organizing maps; pixel;
SVM are support vector machines;

. . g, isabrightness value of p-th pixel of neighborhood
k-NN is a k-nearest neighbors method; 4

CNN is a convolutional neural network; with the size P;

LBP are local binary patterns; u is a pixel brightness average value;

SIFT is a scale-invariant feature transform o? is a pixel brightness deviation from the average;
descriptor; . .

RGB LBP are local binary patterns in RGB color L, is a n-th order central moment of random pixel
space; brightness distribution;

Color LBP are local binary patterns found in color H3 is a 3-th order central moment or asymmetry of
channels. random pixel brightness distribution;

Ly is a 4-th order central moment of random pixel
NOMENCLATURE

. . . brightness distribution;
g is apixel brightness;

I is an image;

s(-) is a the Heaviside step function; P(i, J ) is a contingency matrix;
P is a size of pixel neighborhood; i,j are pixel coordinates;

Cy is an image contrast;
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Corry is an image correlation;
Entropyy 1is an image entropy;
Energyy is an image energy;

M g is an image palette redundancy;
H max
H pp 18 an entropy, calculated for individual R, G, B

is a maximum image entropy;

channels;
A4, is an average value of pixel brightness in

neighborhood;
E; is a texture roughness;

C; is a texture contrast;

o 1s a kurtosis;

H g, (a) is a quantized edge directions;

Dy is a histogram of quantized edge directions;

e is a histogram peaks number;

a, is a peak angular direction;

r is a coefficient that depends on quantization levels
of angles;
L, is a linear similarity;

Ry, is a texture regularity;

O.omseness 15 @ standard deviation of texture
coarseness;
O onrast 15 @ standard deviation of texture contrast;

Sirectionality is a standard deviation of texture
directionality;

Ojincliteness 1S @ standard deviation of texture
linelikeliness;

d (x[,x j) is a measure of similarity between objects,

equal to metric distance between data points;

x;,x; are objects to be compared;

/; 1s an attribute of object matching;
¢; is an attributes value;

dp is an Euclidean metric;

dys is a Minkowski metric.

INTRODUCTION

Painting has long ceased to be art for the elite —
reproductions of paintings can be found on items of
clothing, bags, in the form of curtains, as graffiti on the
walls of buildings. Such popularization undoubtedly leads
to the fact that the originals of paintings are constantly
growing in value and have long since turned from objects
of art into an accumulating value means. This raises many
problems for customs services — export of valuable
paintings undermines the economic security of the state.

Verifying the authenticity and value of art objects
when crossing state borders is an important, urgent and
difficult task. The procedure for exporting cultural
property during customs control for examination,

organization of expertise and other aspects are regulated
by the 1970 UNESCO Convention on the Means of
Prohibiting and Preventing the Illicit Import, Export and
Transfer of Ownership of Cultural Property, 1995
UNIDROIT Convention on Stolen or Illegally Exported
Cultural Objects, 1954 Europe Cultural Convention [1-3].
In particular, according to the approved procedure, the
export of cultural property is possible only if it is
confirmed by certificate for the right to export, issued by
the Department for the movement of cultural property of
the Department of Museum Affairs and Cultural Property
under the Ministry of Culture of Ukraine. The paintings
authenticity takes place during expertise carried out by
qualified historians and art critics for a fairly long time.
However, it is not uncommon for malefactors to
deliberately hide true value of paintings for export,
passing them off as much less valuable and therefore do
not require a certificate for the right to export. Then the
customs service is faced with the need to quickly and
accurately assess whether the picture being transported
can be classified as a cultural property or not. According
to regulatory documents, antiques are items over 100
years old. That is, an operational customs check when
exporting paintings abroad is reduced to determining the
painting age. The most reliable techniques for this use X-
ray fluorescence analysis, infrared and ultraviolet
spectroscopy and other methods of analysis.
Unfortunately, all of them are now absent in customs
arsenal, as well as specialists of corresponding
qualifications. At the same time, organizing
photographing a picture using a digital camera is a
solution that is affordable both in cost and in terms of
technical capabilities. An intelligent decision-making
system [4, 5] provides painting automatic identification
by painting photo and establishing its authenticity and
value. Obviously, for operational customs control during
the paintings export, it is enough to estimate the painting
age and, based on this information, make a decision on
export possibility or impossibility.

The object of study is a decision-making process for
permission to export paintings during a customs check,
which is implemented in an intelligent decision-making
system.

The subject of study are methods for automatic
classification of paintings images based on a generalized
description of their properties with the year of creation as
a key attribute.

The main purpose of the work is automatically
determining the age of a painting from a digital
photograph during classification performed by an
intelligent decision-making system.

1 PROBLEM STATEMENT
Suppose given a set of images X ={x,Xy,... Xy},
N — number of them. Every image could be described by
i:l,_m, their values

several characteristics ~ f;,

cl~:(cf;l,...,c/;k,...,cfn), kzl,_n are results of some
J1 Ju 1
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image processing descriptors. One image characteristic —
a key attribute Y;,/=1,..N — is known an advance.
According to attribute Y set X is marked by some class
labels Z ={zj,z;,..,z);} . The same label assigns to

images x;,x; ,
€ — similarity level.
The mathematical problem is to find a classification

rule g(X,Y):X —Z, that for a given image x,

that have a distinction d (x,-,x g ) <& where

minimizes a distinction

d(xNH»xj | Vx; :g(xN+l>yN+l):g<xj>y_j), j=L..N).

measure

2 REVIEW OF THE LITERATURE

With development of computing power, which made it
possible to process digital photos in high resolution to
analyze of high-dimensional data, scientists and engineers
began to solve the problem of automatically classifying
works of art by photo. These studies use a machine
learning approach and are ongoing [6—10]. For pictures
automatic classification the most widely used methods of
self-organizing maps (SOM) [11], support vector
machines (SVM) [12], k-nearest neighbors (k&-NN) [13—
16]. Their undoubted advantages are high classification
accuracy, ability to fast updating of training datasets, a
high learning rate.

Convolutional neural networks (CNN), which have
proven their high efficiency in a wide range of tasks
related to processing of images of various kinds, are in
serious competition for mentioned techniques. CNNs
provide higher accuracy compared to other machine
learning methods and are fast. Many works demonstrate
that application of CNN to automatic classification of
picture photos gives positive results [17-21]. However,
such networks have a number of disadvantages that limit
their use for expeditious customs inspection of paintings
for their export possibility. These disadvantages include
need for hundreds of thousands or millions of objects for
convolutional networks training; training duration, which
will increase significantly if it is necessary to update the
set of training samples. These factors make convolutional
networks computationally and financially costly.

In overwhelming majority of works, automatic
classification of paintings is carried out according to
several main criteria: by the artist name; by the artistic
style or genre to which work can be attributed. This is
necessary when identifying and confirming paintings
authenticity. Prompt check of painting items value at
customs lead to the need to classify paintings by age.
There are not so many such works, since dozens of genres
can be represented in painting at the same time.
Nevertheless, researchers do not abandon this attribute,
successfully including it in paintings automatic
categorization systems [17].

In this paper, it is proposed to use weighted k-nearest
neighbors algorithm, which has successfully proven itself
in solving complex problems of image classification and

allows to successfully updating the dataset for training,
and use the picture age as the main classification criterion.

3 MATERIALS AND METHODS

The classification accuracy depends on choice of
attributes characterizing objects. When working with
images, such algorithms and descriptors as Local binary
patterns (LBP) [22] and their color modifications;
Haralik’s texture features [23]; SIFT descriptor [24] have
successfully proven themselves.

Local binary patterns (LBP) [22] — descriptors
describing properties of neighborhoods of a given pixel in
the image:

P-1
LBPP,R = z S(gp — 8¢ )21?’ (1)
p=0

where s(¢) — the Heaviside step function step (x), which

returns 0 if x>0, and 1 otherwise.
Based on results of comparing brightness g. and g,,,

a histogram for each pixel is built. These histograms are
normalized, compressed and combined into a single data
vector. The method turned out to be extremely effective,
especially in the tasks of separating object from
background. One of its modifications — RGB-LBP —
allows color images processing. In this case, local binary
pattern is calculated in RGB space for each color
component separately, and then descriptions are
combined. In general, LBPs can be defined in any color
space, such modifications are known as Color LBPs.

In analysis practice, an image is often considered as a
random process characterized by a certain law of
distribution of pixel brightness g as a random variable.

The main parameters describe this random variable are
the mathematical expectation, variance, and central
moments of brightness distribution.

The mathematical expectation in the case of images
with a finite number of pixels P is represented by its
approximation — the average value:

1 &
n= hm—ng. )
po P 7
Dispersion allows estimating degree of pixel

brightness possible values deviation from the average:
2 2
o’ =X (-] - 3

The central moment of the n-th order of random
variable distribution in the general case for an image can
be estimated using the relation:
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P n
=2 (g, -1) - 4)

p=l1

The first central moment is equal to zero, the second is
equal to the variance. The third central moment pj is

asymmetry. It demonstrates the asymmetry of the
probability density function about the mean. The fourth
central moment p4 characterizes the sharpness of the

probability density function top. Thus, combination of
these four indicators — pixel brightness average value,
variance, third and fourth central moments — exhaustively
describes properties of distribution function of pixel
brightness for a specific image. Therefore, they are called
“first four moments” and are often used in image analysis
problems solving.

Haralik’s texture features [23] also describe brightness
values statistical properties and are calculated based on
the contingency matrix:

P(i’j):i[(glng)eﬂ(ig}:i)/\(gz :Jﬂ ' (5)

where gj,g, — pixels belonging to the image /. Then
contrast is found in accordance with the expression

Crr (%)= 2 (i- 1) P(i.j); (6)

i,j
the correlation is calculated as

(=) (71 ) P(i. )

Corry (x,y)= > (7
(%) Zj o,

entropy:

Entropyy (x,y) = ZZP(i,j)logz P(i,j) , )
i j

energy:

Energyy (x,y)=ZZP(i,j)2 . )
i J

The important information about images is clearly
related to color data. To generalize them, such an
indicator as palette redundancy is used [25]:

MB — Hmax _HRGB )

% (10)

max

where H
bit color coding is 8 * 3 = 24; Hpsp — entropy,
calculated by (8), for individual R, G, B channels.

max 1S Maximum image entropy, which for 8-

Each image can be viewed as a texture formed by a
collection of some repeating and non-repeating elements.
The well-known Tamura features effectively describe the
texture properties. They include roughness, contrast,
directionality, linearity, roughness, and regularity.

The texture roughness characterizes dimensions of
main details that form the image. Its estimate is based on
calculation of average values within pixels neighborhood:

gli.j
Ak(x,y)=§ 2(21»)’ (11)
where g(i, j) — brightness of pixel with coordinates i, ;

P is the size of the neighborhood; the texture roughness is
then

Ey(x,7) = 4 (%,9) = 4 (x',3),x' # x. (12)

The texture contrast is estimated based on the fourth
moment L, relative to mathematical expectation and

variance ¢ within the neighborhood:

Ce(%7)= (13)

9
(o )0.25

where oy :“—i — kurtosis.
c

The texture directivity is estimated based on a
histogram of quantized edge directions H ;. (a):

D) =1 ¥ (a=a,) Hay(a),

p aew,

(14

where  n,,,, — histogram peaks number; a,— peak

angular direction; » — coefficient that depends on

. Ax
quantization levels of angles a pi 4, =arctan— are

Ay
calculated with Prewitt contour detector.

Linear similarities Z; (x,y) are evaluated as average
coincidence of edge directions that coincide in pairs of
pixels separated by a distance along edge direction in
each pixel.

Texture regularity is a generalized feature defined as

R, (x, y ) =l-r (Gcoarseness +Scontrast YOlirectionality + Clinelikeness ) ’ ( 1 5)

where Ocoarseness > contrast» Odtivectionality> Clinelikeness are standard
deviations for each feature.

Roughness summarizes the contrast and roughness of
texture as follows:
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Roughness;, (x,y) =E; (x, y) +C; (x, y) . (16)
The well-known SIFT descriptor [24] collects
information about the statistics of local directions of pixel
brightness gradient. It is stable to shifts, rotations and
scale transformations. In problems of image classification,
these properties of descriptor turn out to be indispensable,
since they allow comparing objects regardless of
differences in size, orientation and location in image.

Vectors obtained as a result of separate descriptors
using are combined into one common vector for
describing the object.

The simplest metric classification method determines
the similarity between data points using the chosen
similarity measure, and based on this information, assigns
new data points to one or another existing class. The
algorithm refers to supervised learning methods, is
distinguished by its implementation simplicity and rather
high performance if data attributes number is small, and
classification objects number does not exceed 10°. The
Euclidean distance is used as a measure of similarity:

2 2
dE(xz-axj)=J(%1-%1) +'"+(c.1§n‘c.f,~n) =||c,-—cj||, (17)

where d (xi,x j) — measure of similarity between objects,

equal to metric distance between data points, x;,x j are

the objects to be compared, f;, i=1,m are the attributes
of object matching, c; =(cfl;1,...,cfl;k,...,cjl;n),k=l,_n are

the attributes values.
Minkowski metric

!

e 3%) J’{/(Cﬁl ‘c_f,l)p +'"+(cf,-n ‘Cf,-n)p L (18)

also extremely useful in image classification tasks.

In this paper, we consider a system for which the
features number is large enough. A weakness of weighted
k-nearest neighbors method is that when you add up a
large number of dissimilarities between data points, the
sums can be approximately equal. Because of this,
classification objects become poorly distinguishable in
selected feature space. To make features more
distinguishable, use weights assigned to attributes or data
points. The simplest solution is to assign the weight value
to reciprocal of distance between the points.

In a multidimensional data space, nearest neighbor
search can be performed in different ways also. Known
modifications suggest dividing the space by hyperplanes,
as in k-d tree algorithm [26]. The modification provides
high algorithm performance if number of attributes does
not exceed 20.

For problems with a large number of dimensions of
data space, so-called BallTree algorithm is used [27]. In
this case, space is divided into hyperspheres with centers
at data points. The known distance between current data
point and the centroid of hypersphere allows defining
boundaries of distances to all points within hypersphere.
This approach reduces time needed to find the nearest
neighbor and is most effective for highly structured data,
even with very large space dimensions.

4 EXPERIMENTS

To research the approach effectiveness, a set of
images of paintings by 50 famous artists who lived at
different times, from 15th century to mid-20th century,
was used [28]. The set objects are characterized by such
characteristics as artist name, years of life, genres,
nationality, biographical facts. For artists who have
searched for style in their work, there is information about
several genres related to the same period of life.
Undoubtedly, each of characteristics of picture
description can act as a target attribute in classification. In
this work, the attribute of artist’s lifetime is chosen as the
target feature. The total number of images in dataset was
1169. The number of works for studied artists is shown in
Table 1.

5 RESULTS

In the first part of experiment, it was studied the
influence of descriptor choice on data classification
accuracy. Descriptors LBP (1), Color LBP; the first four
moments, calculated by (2)—(4); Haralik parameters
calculated by (5)—(10); Tamura texture features, estimated
by (11)—(16); SIFT descriptor. Examples of original
images processing using selected descriptors are shown in
Fig. 1, 2.

Applying descriptors to photos of pictures from a
dataset gives feature vectors of different dimensions. For
example, color LBP gives a feature vector with dimensions
512x1, SIFT descriptor — a feature vector with dimensions
788x128. To solve the classification problem, all feature
vectors must be converted into columns, so the final size
of the feature vector for SIFT was 100864x1. A
generalized feature vector is formed from such vectors by
concatenation. The results of classification using single
feature vectors for each descriptor and a generalized vector
are presented in Table 2.

Table 1 — The number of paintings images included in studied dataset, depending on artist name

Artist name Modigliani Kandinsky C. Monet Rivera Magritte Dali Klimt
Number of paintings 193 87 7 70 194 138 117
images by author
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6 DISCUSSION

The examples (Fig. 1, 2) show that the proposed
descriptors unambiguously and fully reflect the structural,
morphological and color paintings properties. LBP, color
LBP and the first 4 moments reveal the contours and fine
details of images, the Haralik features segment the images
according to textural characteristics with high accuracy, and
the SIFT descriptor finds the feature points in contours.

During the experiments, the hypothesis that one
descriptor is enough to accurately classify the picture
according to the creation time based on received information
was tested.

This hypothesis is explained by the need to provide high
algorithm performance simultaneously with high accuracy.
The longer image attributes vector, the lower the classifier
speed.

The data in Table 2 shows that the use of only one
descriptor provides a low quality classifier: solution accuracy
varies from 62% to almost 73%. Combining the data vectors
received from several descriptors into one vector made it
possible to increase the accuracy of the solution by almost
10%, bringing it to 82.71%. Since during the customs check it
is not expected that new images will arrive in the stream at a
speed comparable to video, we can conclude that the use of
generalized description vectors turned out to be a very
effective solution.

In the second part of the experiment, it was necessary to
find the settings of the classifier that implements the -
nearest neighbors method. We checked such settings as a
search tree creating algorithm (k-d tree, Balltree), metric
(Euclidean, Minkowski), method for calculating weights
(inverse to distance, Fisher score), number of neighboring
points when deciding whether to belong to a class and size
leaves in the search tree.

For the considered problem, attributes properties were such
that the Euclidean metric provided sufficient distinguishability

|

of data points. The highest accuracy of the classifier is provided
by settings that are given in Table 3.

The artistic manner of each artist influences the
classification result. For several of most famous masters in
the third part of the experiment, categorization by age was
performed. The results are shown in Table 4.

The listed artists worked in the late 19th and early 20th
centuries, but their artistic style varies greatly. Despite the
dissimilarity of style, the proposed algorithm carried out the
classification by the paintings creation time for these masters
with high accuracy — 80-82%.

CONCLUSIONS

The paper considers the problem of automatic paintings
classification by age. The authors propose a solution in the
form of a classifier, which action is based on a weighted k-
nearest neighbors algorithm.

To ensure high accuracy in the work, a set of attributes is
proposed, including color, texture, statistical and other
characteristics of images. Attribute values are generated from
paintings photos in an intelligent decision-making system,
which then classifies the painting by age.

To calculate the weights during k-nearest neighbors
algorithm implementation, it is proposed to use Fisher score;
to calculate the similarity measure, the authors propose to
apply the Euclidean metric.

As a dataset for experimental research, it was proposed to
use a set that includes works of famous world, European and
Ukrainian artists, as well as metadata with artists’
biographies, life period, and paintings genres description.

The scientific novelty of the work consists in the
formation of a set of descriptors for paintings photos
processing, which provides an accurate categorization of
paintings by the time of creation.

Figure 1 — The results of features vectors calculating:
a — the original image of C. Monet “La Manneport” (1883); image processed using descriptors: b — LBP; ¢ — color LBP; d — the first
four moments; e — Haralik texture features; f) SIFT
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a — the original image of V. Kandinsky “Composition VIII” (1

d — the first four moments; e —

e
Figure 2 — The results of features vectors calculating:

923); image processed using descriptors: b — LBP; ¢ — color LBP;
Haralik texture features; f — SIFT

Table 2 — Accuracy of picture images classification depending on descriptor used to form the feature vector

LBP Color LBP First 4 moments

Descriptor Haralik texture Palette SIFT Tamura texture | Generalized
name features redundancy descriptor features vector

Accuracy 70.92% 66.18% 62.81% 71.80% 63.89% 66.55% 72.92% 82.71%

Table 3 — Configuration parameters of classification algorithm

Algorithm configuration Algorlthrp for . Technique for data point .BCSt n'urnber. of . Best leaf size of a
constructing a Metric . . neighboring points in
parameter name weights calculating . search tree
search tree a neighborhood
Parameter value BallTree Euclidean Welght value is rec1procgl of 11 1
distance between the points
Table 4 — The results of paintings classification by artists by year of creation
Name Amedeo Vasiliy Diego Claude Rene Salvador Gustav Kazimir Mikhail
Modigliani | Kandinskiy Rivera Monet Magritte Dali Klimt Malevich Vrubel
Accuracy 82.55% 80.48% 80.02% 82.29% 81.62% 81.92% 81.80% 80.71% 82.18%
The practical significance of the results is reducing ACKNOWLEDGEMENTS

the time and cost of customs verification of the paintings
export legality.

Prospect for further research is related to further
improving the accuracy of categorization by modifying
the k-nearest neighbors algorithm.
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AHOTAULIA

AKTYyaJbHicTb. Po3risiiacTecst 3aBOaHHs aBTOMAaTHYHOT MIEPEBIPKH JETITUMHOCTI €KCIIOPTY TBOPIB KHUBOIIHCY.

MeTa. 3anipONOHOBAHO METO]] aBTOMAaTHYHOIO BU3HAYEHHS BiKy KapTUHHU 3 nU(poBoi (ororpadii 3a gornomororo kiacudikarii,
SIKy BUKOHYE IHTEJICKTyalbHa CHCTEMa IPUHHSATTS PilllCHb.

Mertoa. [TponoHyeThCsi BUKOPHCTOBYBATH aTpUOYT POKY CTBOPEHHS KapTHHHM SIK TOJIOBHHM KPUTEPiil s NPUHHSTTS pillieHHS
M 4Yac MHTHOI NEpeBIpKM JIETiTUMHOCTI EKCIIOpPTy. 3aMiCTh TpHBaloi Ta JOpOroi My3eWHOI EKCIIEPTH3U 3aCTOCOBYETHCS
¢dororpadyBaHHs TBOpIB >KHBONKUCY B YMOBaxX MHUTHHLI Ta o0poOka (oTo 3a momomoror Habopy aeckpumntopiB. o Habopy
JECKPUITOPIB MPOMOHYETHCS BKIIOYUTH JIOKAIBHI OiHAPHI MaTepHH, iX KOJipHY MoAM(IKaIlifo, TEKCTypHi 03HaKK Xapajika, mepiii
YOTHPH MOMEHTH, TeKCTypHi o3Haku Tamypu, SIFT neckpunrop. [ani, oTpuMaHi BHACHIIOK Hii JECKPHUNTOPIB, YTBOPIOIOTH
3HAYEHHS KiJIbKOX JECATKIB OKpeMHX aTpuOyTiB. BoHH (OpMYIOTh BEKTOpH JaHHX, SKi IMOTIM KOHKATEHYIOTHCS B y3araJbHEHHH
OIIUC BEKTOpa-00’€KTa. Y MPOCTOpPi O3HAK, CTBOPEHOMY TaKUM YHHOM, BUKOHY€ETHCSI aBTOMATHYHA KIIAacH(piKalis METOIOM 3BaXKEHUX
k-HatOmmKanx cycimiB. [IpormoHOBaHMIT anropuTM pO3paxoBye BiACTaHb MK 00’€KTaMH B 0araTOBHMIpHOMY IIPOCTOpI 3HAa4YeHb
aTpuOyTIB, 1 BITHOCHTH HOBI 00’ ekTH 10 chopmoBaHuX KiaciB. Kputepiem aiis CTBOpPEHHs KJIaciB € BiK KapTHHHM i3 icHyro4oi 6a3u
JaHux. Sk Mipy GJIM3BKOCTI 00’ €KTIB IPONOHYETHCS BUKOPUCTOBYBAaTH MeTprkH EBkiina Ta MinkoBcbkoro. Po3paxyHok BariB [uist
aNropuT™My Kiacudikarii 3anponoHoBaHO BUKOHYBaTH MeTooM Dimepa.

PesyabraTn. EdexTrBHICTH 3amporoHOBaHOro MeToAy Oynia MOCIHiKEeHa Mil Yac eKCIepHMEHTIB i3 6a30i0 300paxkeHb, 110
MICTHTh ()OTO KapTHUH CBITOBHX, €BPOINEHCHKHUX Ta YKpAlHCHKUX XYZO)KHHUKIB. 3HAWICHO MapaMeTpH KOHQIrypamii airoputmy, 1o
3a0e3Meuy0Th BUCOKY TOUHICTh KilacHpikarii.

BucnoBkn. IlpoBeneHi eKCIepHMEHTH IOKa3aaM €(QEKTHBHICTh BHOPAHUX JECKPUNTOPIB (OPMYBaHHS BEKTOPIB-OINUCIB
300pakeHb kapTuH. HaiiGinbury TounicTh 3a0e3medye MoeIHaHHs AECKPHUIITOPIB, SIKE BUSBISE CYTTEBI BIIMIHHOCTI Y CTPYKTYPHHUX
BJIACTUBOCTAX 300pakeHb. Takuil MiAXig OO ONHCY OO0’€KTIB y IOEAHAHHI i3 3alPONOHOBAHMM alrOPUTMOM Kiacudikamii Ta
o0paHUM TOJOBHUM KpHTepieM 3a0e3redye BUCOKY TOYHICTh OTPHUMAaHMX pilieHb. HampsMOK HOAQJIBIIMX JOCITIIPKEHb MOXKeE
BKJIFOYATH BHUKOPUCTAHHS 3rOPTKOBHX HEWPOHHHX MEpPEeXK Ul MiJBHIUCHHS TOYHOCTI Kiacuikamii 3a yMOBH CTATHYHOCTI 0a3u
JIaHUX.

KJIFOYOBI CJIOBA: iHTenekTyanbHa CHCTEMa NPUHHATTS pillleHb, aBTOMAaTHYHA Kiacuikamis, A-HaAHOMIKYMX CYCifiB,
JeCKPUITOPHU 300pakeHb, BEKTOP 03HAK, MHTHA €KCHEPTH3a, TBOPH JKHBOIIUCY .
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Mopo3 B. H. — n-p TexH. HayK, npodeccop, WICH-KOPPECTIOHAECHT AKaJeMHUH IPHUKIIaJHON IEKTPOHHUKH, podeccop Kademps
IIPOrpaMMHOTr0 00ecIedeHsI KOMITBIOTEPHBIX crcTeM HaloHansHOro TeXHHYECKOT0 YHUBEPCHTETa «J[HEeIpOBCKasl ITOJIMTEXHHUKAY,
Juenp, YkpauHa.

Cepruenxko A. C. — cryzneHtka Kadeapbl NPUKIAIHOM MaTeMaTHKH XapbKOBCKOIO HAIMOHAIBHOTO YHUBEPCUTETA
PanvolIEeKTPOHUKH, XapbKOB, YKpauHa.

AHHOTAIUA

AKTyajabHOCTb. PaccMaTpuBaeTcs 3a1a4a aBTOMAaTUIECKON IPOBEPKH JIETUTUMHOCTH SKCIIOPTA IIPOU3BEICHUM HKUBOIUCH.

Heasb. IlpemmoxkeH MeTOA aBTOMATHYECKOTO OIpEACNICHUS] BO3pacTa KapTHHBI IO HU(POBOH QoTorpaduu ¢ MOMONIBIO
KJ1acCH(UKALNH, KOTOPYIO BHIIONHSAECT HHTEIIEKTYJIbHASI CHCTEMA IIPUHSATHS PEIICHUH.

Merton. [Ipemmaraercst HCIOIB30BaTh aTPHOYT rojla CO3MAHMS KapTHHBI B KQUECTBE TTIABHOTO KPUTEPHS VISl IPHHATUS PEIICHUS
B XOJI¢ TaMOXXEHHOH IpOBEpKU JICTUTUMHOCTH O3KCIOpTa. BMecTo anuTeNbHOM M AOporocTosineil My3eHHOH SKCIepTH3bI
npuMenseTcs: (ororpadupoBaHne NPOM3BEICHHH >XHMBOIKCH B YCIOBHSAX TaMOXHH M 00padoTka (OoTO ¢ HOMOIIbI0 Habopa
JeCKpUNTOpoB. B Habop AeCKpUNTOPOB NpeaiaracTcs BKIIOYUTH JIOKAJIbHbIC OMHAPHBIC MATTEPHBI, UX LBETOBYI0 MOIH(DHKALHUIO,
TEKCTypHBIE NPU3HAKM Xapanuka, MEpBble YeThpe MOMEHTa, TeKCTypHble mnpu3Haku Tamypsl, SIFT npeckpunrop. JlaHHbIe,
MOTyYeHHBIE B pe3yNbTaTe AEHCTBHUSA IECKPHITOPOB, 00pa3ylOT 3HAYEHUS HECKOIBKHX MAECATKOB YAacTHBIX aTpuOyToB. OHH
(OpPMHUPYIOT BEKTOpPHI NAHHBIX, KOTOPHIE 3aT€M KOHKATCHHPYIOTCS B OOOOLICHHBIH BEKTOp-oIHcaHune oObekTa. B mpocTpaHcTBe
MIPU3HAKOB, CO3/JaHHOM TakWM 00pa3oM, BBIIOJHIETCS aBTOMAaTHUYECKas KIACCH(HUKAIMS METOAOM B3BEUICHHBIX K-ONMIDKanIImx
cocenell. IlpennmaraemMplii adrOpUTM pAacCUUTHIBAET PACCTOSHHE MEXIY OOBEKTAMH B MHOTOMEPHOM IIPOCTPAHCTBE 3HAUCHUH
aTpuOyTOB, U OTHOCUT HOBBIC OOBEKTH K yxKe C(OPMHPOBAHHBIM KilaccaM. Kpurepuem Juis co3maHMs KIAacCOB SIBISETCS BO3PACT
KapTHHBI U3 CyLIECTBYyoLIeH 0a3bl TaHHBIX. B KauecTBe Mepbl 01M30CTH 00BEKTOB MPEAIaraeTcsl UCI0Ib30BaTh METPUKK EBKIMIa u
MuHKOBCKOro0. PacueT BecoB Ayt aJIropuTMa KJIaCCU(GUKAIMY PEJUIOKEHO BBITOIHATH MeTooM Duinepa.

Pe3yabrarbl. D(GEKTUBHOCTh MPEATIOKEHHOIO MeToaa ObLia HCCleqoBaHa B XOJE IKCICPHUMEHTOB ¢ 06a30il M300pakeHuid,
cozeprkariell GoTo KapTHH MUPOBBIX, EBPONEHCKUX M YKPAUHCKUX XyJIOKHUKOB. HalizieHbl mapameTpbl KOHQHUIypaluu anropurma,
KOTOpBIE 00ECIIEINBAIOT BEICOKYIO TOYHOCTD KJIACCH(PHUKAIINL.
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BriBoasl. [IpoBeneHHbIC SKCIIEPUMEHTHI ITOKa3aaH 3()(PEeKTUBHOCTh BEIOPAHHBIX JIECKPHITOPOB Ul ()OPMHPOBAHUS BEKTOPOB-
omucaHuit m3o0paxkeHnii kapTuH. HamGonbirylo TOYHOCTH obecredrBaeT OObEAMHEHHE IECKPHIITOPOB, KOTOPOE OOHApy)KUBAaeT
CYIIECTBEHHBIC pa3iH4Msi B CTPYKTYpPHBIX CBOHMCTBaX H300pakeHuil. Takoil moxxoj K ONMCAHMIO OOBEKTOB B COYETAHUH C
HPEIOKEHHBIM aJITrOPUTMOM KJIAaCCH(HKALNKU U BIOPAHHBIM ITIaBHBIM KPHUTEPHEM 00ECIICUHBAET BBICOKYIO TOUHOCTD MOJIYYEHHBIX
pewienuii. HampaBineHue najabHEMIIMX HCCIAEAOBAaHUM MOXKET BKJIIOYATh HCIOJIb30BAaHME CBEPTOUHBIX HEHPOHHBIX CETEN Ui
TIOBBIMICHNS] TOYHOCTH KJIACCHU(PUKAINH IPH yCIOBUU CTATHIHOCTH 0a3bl JaHHBIX.

KJIFOUEBBIE CJIOBA: uHTemIeKTya bHAs CUCTEMa MPUHATHS pEIICHUH, aBTOMAaTW4ecKas Kiaccu(uKaims, k-OnmKalmmx
cocelielt, JeCKPUNTOPHI H300pakeHHH, BEKTOP MIPU3HAKOB, TAMOXKEHHAs SKCIePTH3a, IPOU3BENEHHS KHBOIIUCH.
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