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ABSTRACT

Context. The problem of identifying the state of a computer system is considered. The object of the research is the process of
computer system state identification. The subject of the research is the methods of constructing solutions for computer system state
identification.

Objective. The purpose of the work is to develop a method for decision trees learning for computer system state identification.

Method. A new method for constructing a decision tree is proposed, combining the classical model for constructing a decision
tree and the density-based spatial clustering method (DBSCAN). The simulation results showed that the proposed method makes it
possible to reduce the number of branches in the decision tree, which will increase the efficiency of identifying the state of the com-
puter system. Belonging to hyperspheres is used as a criterion for decision-making, which enables to increase the identification accu-
racy due to the nonlinearity of the partition plane and to perform a more optimal adjustment of the classifier. The method is espe-
cially effective in the presence of initial data with high correlation coefficients, since it combines them into one or more multivariate
criteria. An assessment of the accuracy and efficiency of the developed method for identifying the state of a computer system is car-

ried out.

Results. The developed method is implemented in software and researched in solving the problem of identifying the state of the

functioning of a computer system.

Conclusions. The carried out experiments have confirmed the efficiency of the proposed method, which makes it possible to rec-
ommend it for practical use in order to improve the accuracy of identifying the state of a computer system. Prospects for further re-
search may consist in the development of an ensemble of decision trees.

KEYWORDS: computer system, abnormal state, identification, decision tree, clustering, DBSCAN algorithm, hypersphere.

ABBREVIATIONS
CS is a computer system;
OS is an operating system;
DT is a decision tree;
DBSCAN is a density-based spatial clustering of ap-
plications with noise (a data clustering algorithm).

NOMENCLATURE

X is the source data (OS events);

m is a number of the object features;

n is a number of classes in the source subset;

N; is a number of samples of the i-th class;

N is a total number of samples in the subset;

Pk 1s a probability of belonging to the &-th class;

w is classifier settings;

I is information gain;

MinPts is a minimum number of neighbors for creat-
ing a cluster;

|C| is a number of objects in the largest cluster;

€ is a radius of the neighborhood hypersphere;

d is a distance between objects that are clustered;

xc is a set of coordinates of the cluster center;

1 is a radius of the hypersphere that bounds the clus-
ter.

© Gavrylenko S. Y., Chelak V. V., Semenov S. G., 2022
DOI 10.15588/1607-3274-2022-2-11

INTRODUCTION

Today, computer technology is an integral part of any
state and determines its economic and political role inter-
nationally. Despite a number of promising developments
in information security, the number of man-made disas-
ters and accidents and attempts to destabilize the function-
ing of computer systems is increasing [1]. This is due to
the imperfection of methods and means of data protection,
as well as increased interest in the CS on the part of at-
tackers. That is why the issue of CS state identification in
order to spot and localize the destabilizing actions of its
functioning in an increasing number of external influ-
ences is an urgent task.

The computer system is characterized by a large
amount of performance criteria, which leads to difficulties
in choosing the most informative criteria and the devel-
opment of methods for identifying its condition under
external influences [2, 3].

Researches of existing methods have revealed a num-
ber of limitations in their use [2, 4]. Thus, when the CS
operates on the border between normal and abnormal
states, modern methods do not always remain effective
and require a long time, along with software and hardware
resources, which leads to a decrease in efficiency and
accuracy of its state identification [5, 6].

In addition, such tasks become especially relevant
when the initial data are heterogeneous, absent or insuffi-
cient, but there are some observations in the functionality
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of the CS, which is under the condition identification [7].
For this class of tasks, a highly effective tool is DTs and
their ensembles [8—10] — a way to represent the rules in a
hierarchical structure, where each object corresponds to a
single node, which gives the resulting solution. A rule
means a logical construction, presented in the form of if-
then construct.

The object of the research is the process of computer
system state identification.

DT (classification tree, regression tree) is one of the
methods of automatic data analysis. DTs allow you to find
repetitive patterns in the data, and to perform training to
recognize patterns. The fundamental work that gave impe-
tus to the development of this area was the book by E.B.
Hunt, J. Marin and P.J. Stone in “Experiments in Induc-
tion”, which was published in 1966. DT has a number of
advantages [4, 5], namely: easy to understand and inter-
pret, able to work with both numerical and categorical
data, requires little data preparation, uses a white box
model and is easily explained by Boolean logic. The cor-
rectness of the model can be verified by statistical tests,
which makes it possible to verify its reliability. In addi-
tion, during the construction of DT, less informative fea-
tures will be used to a lesser extent, which makes it possi-
ble to either remove them from subsequent runs or use
special algorithms for taking into account less informative
features [11].

However, DTs have a number of disadvantages [4, 5].
The problem of constructing an optimal DT is NP-
complete in terms of some aspects of optimality even for
simple tasks. The DT construction algorithm is based on a
greedy algorithm, where the only optimal solution is se-
lected locally in each node, which cannot ensure the op-
timality of the whole tree. DT also has a high sensitivity
to noise and changes in the source data, which can lead to
the construction of a completely different DT, even with
small changes in the source data.

The subject of the research is the methods of con-
structing solutions for computer system state identifica-
tion.

There are various methods of constructing DTs, the
process of which is a consistent, recursive division of the
learning set into subsets using the decision rules in the
nodes [12]. The process of partitioning continues until all
the nodes at the end of all the branches are declared as
leaves. At the same time, when constructing a DT, parti-
tioning in nodes forms rectangular clusters in the feature
space, the shape of which may not coincide with the
shape of real clusters, which leads to a decrease in the
accuracy of decision-making. This is especially important
when the functioning of the CS lies on the verge of dis-
tinguishing between normal and abnormal states, is char-
acterized by highly correlated data, or is presented by
fuzzy data that requires the development of new models
of DT construction [6, 13—16].

The purpose of the work is to develop a method for
decision trees learning for computer system state identifi-
cation.
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1 PROBLEM STATEMENT
We will assume that the functioning of a CS is charac-
terized by the set of its performance criteria
X ={x;1,X;2,-.., X5, } . Input data is the set of marked pairs

{(x;, yi)}i]il , where x; is the CS state criteria set and y; is a

classifying label. There exists an unknown fitness func-
tion — a mapping f : X — Y the values of which are only
known for a finite set of training samples
XY)={(x1, ¥1)5---(XmsYm)}- The structure of a DT f, must
be formed, which should be able to classify an arbitrary
object x € X and adjust its parameter w:

F(f(w, x), y)—opt.

2 REVIEW OF THE LITERATURE

Most popular decision tree learning algorithms are
based on the divide-and-conquer principle [17].

During the construction of the DT, it is necessary to
solve several key problems, each of which is associated
with the corresponding step of the learning process:

1) Choice of the partition attribute for a given node.

2) Choice of termination criteria for learning.

3) Choice of decision tree pruning method.

4) Assessment of the accuracy of the constructed tree.

Currently, a significant number of algorithms have
been developed for choosing the next partition attribute
(DT learning algorithms): ID3, CART, C4.5, C5.0,
Newld, ITrule, CHAID, CN2, etc. The most widespread
and popular are the following algorithms:

1) ID3 (Iterative Dichotomized) — the algorithm can
only use a discrete target variable, so DTs that are built
using this algorithm are classifiers [18, 19]. Attribute
choice is based on information gain:

P N. N,
I=-) —tlog| —+|,
2N g( NJ
or based on Gini impurity:

n
1= pi(1-pp).
k=1

For this algorithm the number of children of a tree node is
not limited. The algorithm does not support training sam-
ples with incomplete data.

2) C4.5 — an improved version of ID3, which adds the
ability to work with missing data values. Attribute choice
is based on information gain [19,20].

3) CART (Classification and Regression Tree) — a de-
cision tree learning algorithm, which allows the use of
both discrete and continuous target variables, i.e. it can
solve both classification and regression problems. The
algorithm builds trees that have only two children in each
node, i.e. it builds a binary DT. Works slowly on large
input data with lots of noise [21, 22].

4) Chi-square automatic interaction detection
(CHAID). Performs multiway splits during the DT classi-
fication calculation DT.



e-ISSN 1607-3274 PapioenextpoHika, inpopmaTuka, ynpasminas. 2022. Ne 2
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 2

5) MARS: extends DT to improve digital data proc-
essing.

No algorithm for constructing a DT can a priori be
considered the best or perfect. Feasibility of a particular
algorithm should be verified and confirmed experimen-
tally.

Since CS is characterized by a large number of per-
formance criteria, the significance of which is uncertain
and which correlate with each other and can characterize
the CS state as being in between normal and abnormal
states, it is necessary to improve existing or develop new
methods of identifying the CS state.

3 MATERIALS AND METHODS

In this study, in accordance with the problem state-
ment, a DT construction method was developed, which
differs from the known methods by combining the classi-
cal model of DT construction based on the C4.5 algorithm
with the DBSCAN method.

The DBSCAN algorithm was proposed by Martin Es-
ter, Hans-Peter Kriegel, Jorg Sander and Xiaowei Xu in
1996, as a solution to the problem of partitioning data into
clusters of arbitrary shape.

The algorithm is based on the idea that inside each
cluster the density of objects is significantly higher than
outside, and that the density in areas with noise is lower
than the density of any of the clusters.

The algorithm requires two parameters: MinPts — the
minimum number of neighbors for creating a cluster; & —
the radius of the neighborhood hypersphere.

The first step of the algorithm is to compute a matrix
of distances d between objects that are being clustered,
either using the squared Euclidean distances:

m
d(x;,x;) = Z(Xik _xjk)z’
k=1

or the Manhattan distances:

m
d(xi,xj)=kz Xife _xjk|-
=1

In the next step, a neighbor matrix is computed using
the distance matrix, each element in which determines

whether the object x; is a neighbor of X,

0, d(xi,xj')>8

L d(xj,x;)<e’

Neighbour;; :{

i=1.N, j=1.N.

Subsequently, clusters are formed based on the neigh-
bor matrix. Initially, all objects are considered undeter-
mined. The clustering procedure is iterative, and starts
with an arbitrary object x; which has not been determined
yet. For a given object x; a list of neighbors is created,
which contains all objects x;, that have the corresponding
element of the i-th row of the neighbor matrix set to one.
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The number of neighbors K is counted and compared with
MinPts . When the count of neighbors is less than
MinPts , the object is labeled as unclustered, and the next
arbitrary undetermined object x;. is processed. When the
count of neighbors is greater or equals to MinPts, the
current object x; is considered to be a core object. Objects
x;, which were included in the list are considered reach-
able in terms of density (also core objects). The current
object x; and its neighbors x; form a new cluster and are
labeled with its number. Next, the iterative process of
finding new neighbors is started. Objects that are either
undetermined or unclustered are analyzed, and those that
are reachable for the x; objects of the cluster (have the
corresponding element of the j-th row of the neighbor
matrix set to one), are added to the cluster. The iterative
process of joining new neighbors is repeated until no
more objects can be added to the cluster.

The process of forming new clusters is repeated until
all objects are determined. Objects that were labeled as
unclustered and were not subsequently placed into a clus-
ter are considered noise and remain unused.

The following procedure of finding the decision pa-
rameter 1 for a multidimensional DT node is developed:

— the cluster with the maximum number of elements C
is found:

C = max(|4)),
A;ed

where |Al»| — is the number of elements in the i-th cluster;

— The center of the cluster xc is found using each fea-
ture of the x; object:

<
Xik
i=1
€]

XCp =

After obtaining the center of the cluster, n is defined
to be the maximum distance from the object to the cen-
ters:

n = max(d(xc,x;)).
x;eC

The value of n is the radius of the hypersphere that
bounds the cluster and is further used as a decision pa-
rameter for the multidimensional DT node.

The process of constructing a DT is as follows. The
source data of the DT are the indicators of the functioning
of the CS (CPU load, memory load, network traffic, num-
ber of read/write operations to disk, intrusion signatures;
statistical data based on system events: number of opera-
tions with the registry or file system, number of proc-
esses, etc.). The source data is divided into clusters using
the DBSCAN algorithm. For example, when identifying
the CS state, a singular multidimensional criterion can
combine features representing the load of individual CPU
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cores. Each of clusters can be further considered as a mul-
tidimensional criterion in the construction of the next DT
node.

Further process of constructing a DT consists of se-
quential, iterative division of the learning set into subsets
using the decision rules in the nodes. When a given DT
node is formed, the feature that gives the best partitioning
out of the whole set of features is selected as the partition
feature, providing the maximum entropy reduction of the
resulting subset relative to the parent. The feature can be
either one-dimensional or multidimensional. If the parti-
tion feature is one-dimensional, the partition criterion is a
comparison with a given threshold value. If the partition
feature is multidimensional, the partition criterion belongs
to a hypersphere of a given radius n.

Fig. 1 shows a construction of a tree with multidimen-
sional decision nodes. Fig. 2 shows a construction of a
decision tree which uses a one-dimensional feature and
two features, combined into a single two-dimensional
criterion.

Thus, the method of constructing DT can be formu-
lated as follows:

1. To form a training sample of labeled data <x, y>.

1.3 &

Xe, XEd, XEB, XEB.
28,

6, .
€0; Xe8; KED; XEB;

XEB,

XEB,

2. To divide the source data into clusters using the
DBSCAN algorithm

3. Determine the termination criteria of DT construc-
tion to avoid overlearning.

To do this, we considered the following approaches:

— Early termination — the algorithm will be aborted as
soon as the specified value of a criterion is reached, such
as the percentage of correctly recognized samples. The
advantage of the approach is the reduction of training
time and reduction of variance error, and the disadvantage
is the reduction of the accuracy of DT classification;

— Limiting the tree depth — the establishment of the
maximum number of partitions in the branches, after
which the training stops. This method also leads to a de-
crease in the accuracy of DT classification;

— Establishment of the minimum admissible number
of leaves in a node, which will allow to avoid creation of
trivial splits and, consequently, insignificant rules.

4. Determine the information gain Ii of all one-
dimensional and multidimensional features in relation to
the result value y;. and select the attribute that will be par-
titioned in this node.

XEB, X€8, nEd; X XEd,

XEB,

XEB,

] 1

Figure 1 — Example of constructing a tree with multidimensional decision nodes
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Figure 2 — Example of constructing a tree with multidimensional and one-dimensional nodes
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5. Construct the current DT node based on the selected
feature and form leaves with the appropriate set of sam-
ples.

6. Check the defined tree termination criteria. Com-
plete the DT construction procedure if at least one of the
termination criteria meets the requirements, or return to
step 4.

7. If necessary, prune the DT, using the following al-
gorithm:

— Identify two indicators: the relative accuracy of the
model (the ratio of the number of correctly recognized
samples to the total number of samples) and the absolute
error value (the number of incorrectly classified samples);

Remove leaves and nodes from the tree, the cutting of
which will not significantly reduce the accuracy of the
model or increase the error. Cutting branches, carried out
from bottom to top, by successively transforming the
nodes into leaves.

4 EXPERIMENTS
According to the proposed algorithm, the DT is con-
structed (Fig. 3). A comparative analysis of classification

accuracy was performed. The following DT construction
algorithms have been examined as DT-based classifica-
tion methods: Fine Tree, Medium Tree, Coarse Tree.
Classifiers based on support-vector machines (SVM) and
k-nearest neighbors (KNN) were also considered. Table 1
shows a comparative estimate of the classification error in
the training set (Bias) and the test set (Variance).

As can be seen from Table 1, the method of DT con-
struction, which combines the classical model of DT con-
struction and density-based method of spatial clustering,
makes it possible to achieve the accuracy of up to 100%
for the training set, while the classification error on the
test data set does not exceed 9.1%.

The evaluation of the performance of the classifier
based on the proposed method in comparison with previ-
ously known methods is shown in Fig. 4. As can be seen
from the figure, the proposed method leads to an increase
in the efficiency of identification of the state of the CS by
50% compared to the Medium Tree method, which was
shown to be the most efficient in previous studies [23].

@
i _Tof J
et
oy
@& =
: 2% i :
: @ P Yol - Yof Yof o lof Yol T oy
: S e ‘o d» = @ S ‘o e 5 @ =
N = % 6 o & = 4 - = ) = @ 5 = i 3o
; Breo® Jec® Sheoes =3 o> Sosa
eof 1ojol Iof 1-f I=F YLl Jof o
5 i) i @ 4 w =3 )
& g o=
ﬁ - . . .
Figure 3 — Decision Tree
Table 1 — Assessment of classification accuracy
Method Bias, % Variance % Method Bias, % Variance %
Fine Tree 0.13 31.97 Fine KNN 0 8.63
Medium Tree 0.13 35.03 Medium KNN 0.03 19.57
Coarse Tree 0.23 46.87 Coarse KNN 0.37 45.7
Decision tree with multi-dimensional 0 91 Cosine KNN 0.1 28.77
nodes
Linear SVM 0.87 33.73 Cubic KNN 0.03 43.73
Quadratic SVM 0.07 48 Weighted KNN 0.03 10.97
Fine Gaussian SVM 0.17 28.87 Subspace Discriminant 347 56.43
Medium Gaussian SVM 0.03 42.1 Subspace KNN 0 10.37
Coarse Gaussian SVM 1.87 43.13
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Figure 4 — Performance of CS state identification

5 RESULTS

The simulation results have shown that the proposed
method makes it possible to reduce the number of branch-
es in the DT, which leads to an increase in the efficiency
of CS state identification by 50%. The use of belonging to
the hyperspheres as a decision criterion makes it possible
to increase the accuracy of identification (and achieve
classification error rates as low as 0% on the training set,
and 9.1% on the test data set) due to the nonlinearity of
the partitioning plane. Furthermore, a larger set of hyper-
parameters allows for a more optimal and flexible fine-
tuning of the classifier. This method is especially effec-
tive when used with source data samples that have high
correlation coefficients, as it combines them into one or
more multidimensional criteria. The disadvantage of this
method is the increase in the training time of the classifier
and a slight increase in the amount of resources needed
for storage of the obtained models.

6 DISCUSSION

A number of limitations in the use of existing methods
have been identified while solving problems related to the
identification and protection of computer systems. Thus,
anomalies caused by intrusions into the CS with
unidentified or fuzzy properties, given the large number
of parameters of the functioning of the CS, can not always
be identified, which leads to increased damage as a result
of cyberattacks.

That is why the conducted research has led us to a
method of CS state identification based on DTs. The con-
ducted experiments have allowed us to assess the accu-
racy and efficiency of the CS state identification, the prac-
tical significance and prospects of further research.

CONCLUSIONS
Hence, the problem of increasing the efficiency and
accuracy of CS state identification is solved in this work.
The scientific novelty of the obtained results is that
for the first time a method of identifying the CS state
based on DTs is proposed, which differs from the known
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methods of DT construction by combining the classical
model of tree construction with the DBSCAN method.

The initial data of the DT are CS performance criteria,
processed by a special algorithm, namely: criteria that are
highly correlated are combined into one or more
multidimensional criteria.

A comparative analysis of the accuracy of the
proposed algorithm for constructing DTs and the
following algorithms: Fine Tree, Medium Tree, Coarse
Tree. In addition, classifiers based on SVM and KNN
methods were studied.

The simulation results showed that the proposed
method makes it possible to reduce the number of
branches in the DT, which leads to an increase in the
efficiency of CS state identification by 50%. The use of
belonging to the hyperspheres as a decision criterion
makes it possible to increase the accuracy of identification
(and achieve classification error rates as low as 0% on the
training set, and 9.1% on the test data set) due to the
nonlinearity of the partition plane. In addition, the
presence of more hyperparameters allows for a more
optimal fine-tuning of the classifier. This method is
especially effective when used with source data samples
that have high correlation coefficients, as it combines
them into one or more multidimensional criteria. The
disadvantage of this method is the increase in training
time of the classifier. The method also requires more
memory.

The practical significance lies in the fact that the
developed method is implemented in software and has
been researched while solving the problem of CS state
identification.

The experiments confirmed the efficiency of the
proposed method, which makes it possible to recommend
it for practical use as a state identification method.

Prospects for further research may consist of devel-
opment of an ensemble of trees with multidimensional
decision nodes.
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AHOTAIIA

AxTyanbHicTh. Po3risHyTO 3a1ady ineHTH(IKALI] cTaHy KOMIT'T0TepHOI crucTeMu. OO0’ €KTOM IOCHTIIKEHHS € mpolec ieHTHi-
Kallii cTaHy KOMI F0TepHOI cucTteMu. [IpeaMeToM TOCTiIKEeHHS € MeTOI1 IOOYI0BH JCPEB pillicHb st ineHTH(iKaii ctany KC

Merta. Po3poOka MeToay noOy10BY AepeB pillieHb s ieHTHiKaLii cTaHy KOMIT IOTepPHOT CHCTEMH.

MeToa. 3anpornoHOBaHO HOBHI METO[ OOY/I0BH JiepeBa PillleHb, IKHH TT0€IHY€E KIACHYHY MOJIEb NOOYI0BHU JiepeBa pillleHb Ta
OCHOBaHHUl Ha MIUIBHOCTI MeToA mpocTopoBoi kinactepusauii (DBSCAN). Pe3ynbraté MoJeniOBaHHS [MOKa3aly, 110 3alpONOHOBA-
HUI METOJ HaZa€ MOMKJIUBICTh 3MECHIINTH KiJIBKICTh PO3Tally’KeHb B IEPEBi pillleHb, IO JO3BOJSE MiIBUIIUTH ONEPATUBHICTD 11CH-
TUdiKalii cTaHy KOMIT IOTepHOI cucTeMU. BUKOpHCTaHHS IPUHANICKHOCTI A0 Tinepcdep y SKOCTI KPUTEPito MPUUHATTS pillleHb, Ha-
JIa€ MOKJIMBICTD IiBUIIUTH TOYHICTH iIeHTH(]IKALIT 32 paXyHOK HETIHIHHOCTI IUTOMIMHI PO3OHUTTS Ta BUKOHATH OUIBII ONTUMAaJIbHE
HaJlalTyBaHHs KiacudikaTtopy. MeTox € ocoOIMBO e(peKTHBHUM 3a HASBHOCTI BUXIIHHMX JAHMX, SKI MarOTh BHUCOKI KOPEISAIiHHI
Koe(iIlieHTH, TaK K MOETHYE iX B OJMH a00 JIeKiIbKa OaraToMipHUX KpuTepiiB. [IpoBeneHo OIiHKy TOYHOCTI Ta OIEpPaTHBHOCTI PO3-
pOOIICHOTO METOTY iCHTH]IKAILIT CTaAHY KOMIT FOTCPHOT CHCTEMH.

PesyabTaTn. Po3pobieHuit MeToa peani3oBaHHil MPOrPaAMHO 1 JOCHTIDKEHUN i 9ac po3B’sI3aHHS 3a1adi iAeHTH]IKaMii cTaHy
(GyHKIIOHYBaHHSI KOMIT FOTEPHOT CHCTEMH.

Bucnosku. [IpoBezeHi eKCIEPUMEHTH MiATBEPMIH MPALE3/IaTHICTh 3alPOIIOHOBAHOTO METO/LY, IO HAJa€ MOXKIIMBICTh pEKOMe-
HIyBaTH WOTO IUIS MPAaKTUYHOTO BUKOPUCTAHHS 3 METOIO MiJBUIICHHS TOYHOCTI ieHTU]IKamii cTaHy KOMIT I0TepHOi cucteMu. [lep-
CTIIEKTUBH MOJANBIINX AOCIIIKEHb MOXKYTh HOJIATaTH B PO3pOO1Ii aHCAMOIIIO JIepEB PillICHb.

KJIIOYOBI CJIOBA: xomr’oTepHa cucTeMa, aHOMaJIbHUH CTaH, ieHTH(]IKaLisg, AepeBo pilleHb, KJIacTepH3allis, alrOPHTM
DBSCAN, rinepcdepa.
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PAZPABOTKA METOJA WAEHTUOUKAINUN COCTOSIHUSI KOMIIBIOTEPHOM CUCTEMBI HA OCHOBE
JEPEBA PEHIEHUY C MHOI'OMEPHBIMH Y3JIAMU

TaBpuaenxo C. FO. — 1-p texn. Hayk, npodeccop, npodeccop kadenps! «BrraucinurenbHas TeXHAKA U IPOrPaMMHUPOBAHUEY,
HanuonanbHelii TeXHUYECKUT yHUBEPCUTET «XapbKOBCKUH MOJUTEXHUYECKUN HHCTUTYT», XapbKOB, YKpauHa.

Yenak B. B. — aciupanT kadenps! «BerauciurenpHas TEXHUKA M IPOrpaMMHUpOBaHne», HannoHanbHBIN TEXHUUECKUIT YHHUBEp-
cuteT «XapbKOBCKUI OJUTEXHUUECKUH HHCTUTYT», XapbKOB, YKpauHa.

Cemenos C. I'. — 1-p TexH. Hayk, npodeccop, 3aBeayrouuii kapeaps! «BerauciurensHas TEXHHKa U IporpaMMupoBanue», Ha-
LMOHAIbHBIN TEXHUUYECKUI YHUBEPCUTET «XapbKOBCKUI MOJIUTEXHUYECKUI HHCTUTYT», XapbKOB, Y KpauHa.

AHHOTADIUSA

AxTyansHOCTb. PaccMoTpena 3aaua MIeHTHOUKAUYE COCTOSHUS KOMIBIOTEPHOU cucTeMbl. OOBEKTOM HCCIIeJOBaHUS SIBIISCT-
Csl IpoLece MACHTH(UKALNH COCTOSHHS KOMIBIOTEPHOU cucTeMbl. [IpenMeroM HccIeqoBaHuUs SBISTIOTCS METOABI HOCTPOCHHS pe-
HICHUI 17151 uaeHTHduKaiuu coctosiHus KC

Iean. Pa3paboTka MeTOa TOCTPOCHUS IEPEBLEB PEILICHUH IS MICHTH(OUKALMH COCTOSHUS KOMITBIOTEPHOI CHCTEMBI.

Mertona. [IpernoxxeH HOBBIM METOA MOCTPOCHUS AE€pPEBA PELIEHUH, COUETAIOIIMN KIACCHYECKYI0 MOZEb TIOCTPOEHUS JIEPEBA pe-
IIEHUH ¥ OCHOBAHHBIM Ha MJIOTHOCTHU MeTOJ npocTpaHcTBeHHOH Kiactepuzaunu (DBSCAN). Pe3dynbraTsl MoneIupoBaHus MOKa3a-
M, 9TO MPEIOKEHHBIH METO]] 03BOJISET YMEHBIINTh KOINYECTBO BETBICHUH B JEPEBE PEIICHUH, ITO MMO3BOJIHUT MOBBICHTH OEpa-
THBHOCTH MJICHTH()UKALUY COCTOSHIS KOMIBIOTEPHON cuCTeMEl. Vcronp30Banne MPUHAATIEKHOCTH K TUIIEpcdepaM B KaueCTBE KPH-
TepHs NPUHATHS PEIICHUH MO3BOJSIET MOBBICUTH TOYHOCTh HACHTU(HKAINHY 3a CIET HENMHEHHOCTH TNIOCKOCTH Pa30UECHUS U BBITIOI-
HUTH OoJlee ONTHMAIbHYIO HACTPOHKY Kilaccudukaropa. Meron ocodeHHO 3¢ (GEKTHBEH MIPU HATMYUN UCXOJHBIX JAHHBIX, MMEIOIIIX
BBEICOKHE KOPPEISAIMOHHBIE KOd()(OUIMEHTB], Tak KaKk 0OBEIUHSICT X B OAWH MM HECKOJIHKO MHOTOMEPHBIX KpuTepHeB. [IpoBenena
OLICHKA TOYHOCTH ¥ OIIEPAaTUBHOCTH pa3pabOTaHHOTO METOAA HACHTU(HUKAIIMN COCTOSHUS KOMITBIOTCPHOH CHCTEMBI.

PesyabTaTn. Pa3paGoTaHHBEI METOJX peajan30BaH B BHUJE NPOTPAMMHOrO OOECIICUEHMS] M WCCIIEIOBAaH NPHU PELICHHH 3aJadu
UICHTH(UKALMN COCTOAHUS (DYHKLIIMOHUPOBAHUS KOMIIBIOTCPHON CHUCTEMBI.

BeiBoabl. IIpoBeieHHBIE SKCIIEPUMEHTHI MOATBEPANIN PabOTOCIOCOOHOCTh MPENIaraéMoro MeTo/a, YTO MO3BOJSIET PEKOMEH-
JI0BaTh €T0 AJISI IPAKTHIECKOTO MCIIOIB30BAHUS C LEIbIO MOBBIMICHNS! TOYHOCTH HIACHTH(HUKAINN COCTOSHHS KOMIBIOTEPHOH CHCTeE-
MBI [lepcrieKTHBEI JambHEHIINX UCCIEIOBAHIA MOTYT COCTOSATh B pa3pabOTKe aHCaMOJIIs IEPEBLEB PEIICHUH.

KJIFOYEBBIE CJIOBA: koMIblOTepHas CHCTEMa, aHOMaJIbHOE COCTOSIHUE, MICHTU(HKALNS, IEPEBO PEIICHHM, KlacTepu3a-
s, anroput™ DBSCAN, runepcdepa.
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