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ABSTRACT

Context. Online platforms and environments continue to generate ever-increasing content. The task of automating the
moderation of user-generated content continues to be relevant. Of particular note are cases in which, for one reason or another, there
is a very small amount of data to teach the classifier. To achieve results under such conditions, it is important to involve the classifier
pre-trained models, which were trained on a large amount of data from a wide range. This paper deals with the use of the pre-trained
multilingual Universal Sentence Encoder (USE) model as a component of the developed classifier and the affect of hyperparameters
on the classification accuracy when learning on a small data amount (~ 0.05% of the dataset).

Objective. The goal of this paper is the investigation of the pre-trained multilingual model and optimal hyperparameters influ-
ence for learning the text data classifier on the classification result.

Method. To solve this problem, a relatively new approach to few-shot learning has recently been used — learning with a relatively
small number of examples. Since text data is still the dominant way of transmitting information, the study of the possibilities of con-
structing a classifier of text data when learning from a small number of examples (~ 0.002—0.05% of the data set) is an actual problem.

Results. It is shown that even with a small number of examples for learning (36 per class) due to the use of USE and optimal
configuration in learning can achieve high accuracy of classification on English and Russian data, which is extremely important
when it is impossible to collect your own large data set. The influence of the approach using USE and a set of different configura-
tions of hyperparameters on the result of the text data classifier on the example of English and Russian data sets is evaluated.

Conclusions. During the experiments, a significant degree of relevance of the correct selection of hyperparameters is shown. In
particular, this paper considered the batch size, optimizer, number of learning epochs and the percentage of data from the set taken to
train the classifier. In the process of experimentation, the optimal configuration of hyperparameters was selected, according to which
86.46% accuracy of classification on the Russian-language data set and 91.13% on the English-language data, respectively, can be

achieved in ten seconds of training (training time can be significantly affected by technical means used).
KEYWORDS: few shot learning, low-data learning, pre-trained models, USE, neural networks, data mining, data set, text data

classifier.

ABBREVIATIONS
USE is a Universal Sentence Encoder;
SGD is a Stochastic gradient descent;
RMSProp is a Root Mean Squared Propagation;
Adam is a Adaptive Moment Optimization.

NOMENCLATURE
O~ is a set of optimizer’s type;
o7 is an element of an set of optimizer’s type;
P is a parameters set;
p; is an element of a parameters set;
Npar 18 @ parameters number;
P'is a specific parameters set for each training subset;
M is a toxic messages dataset;
m; is a toxic message;
M¥is a training subset of the toxic messages;
L is a language of dataset;
S is a size of dataset (in MB);
Ngis a number of records in dataset;
N 1s a classification categories number in the data-
set;

Nsm 18 @ proportion of the original samples in training
subsample (in %);

N, is a number of executed epochs of neural network
training;

Ac is a classification accuracy;

F() is a function depends on M, M¥, P' which describes
Ac;

max is a function F() maximum.

INTRODUCTION

Deep learning systems using large amounts of data
have repeatedly shown their effectiveness in a wide range
of classification problems [1]. However there are often
situations in which it seems impossible to prepare a suffi-
cient number of marked examples for classifier training or
requires the involvement of resources that do not justify
the expected end result. To solve this problem, a rela-
tively new approach to few-shot learning has recently
been used — learning with a relatively small number of
examples. Since text data is still the dominant way of
transmitting information [2], the study of the possibilities
of constructing a classifier of text data when learning
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from a small number of examples (~ 0.002 — 0.05% of the
data set) is an urgent task.

Another important bonus for improving the efficiency
of development time will be the ability to classify text
simultaneously in several of the most popular languages
using a single model. In particular, this paper investigates
the results of the model’s work on texts created in Russian
and English.

The object of study is the process of toxic message
classification.

The subject of study is the investigation of the pre-
trained USE-model on the classification accuracy.

The purpose of the work is the development and in-
vestigation of the multilanguage classificator on the base
of pre-trained USE-model.

1 PROBLEM STATEMENT

The challenge facing the authors of the paper is as
follows. For each specific set of toxic messages M={m;},
where i=1,..., N, it is necessary to select the training sub-
set M“eM and choose the best optimizer type 0reOr (with
the parameter set P={p;}, where j=1, ..., N,,) so that spe-
cific parameters values P'eP| YM*eM made it possible to
achieve the maximum classification accuracy, i.e.
Ac=F(M, M*eM, P\ —max for each classifier type
07€01. An additional condition imposed on the data
subset is that its amount does not exceed 0.05% of the
complete dataset, such as Ng,;;<0.00005 Ng.

2 REVIEW OF THE LITERATURE

In our previous paper, an overview of typical ap-
proaches used in the development of text data classifiers,
in particular on the example of the classification of de-
structive messages [3] was made. Special attention was
paid to the problem of the data preprocessing methods
affect for learning process.

This paper deals with the study of the influence of the
pre-trained USE model on the accuracy of the classifica-
tion of text messages with learning process, which uses
only several examples per class.

The paper [4] discusses the problem of data augmenta-
tion in a small data subset. Initially, the classifier uses
several original examples per class, and then several arti-
ficially created examples, which aim, if possible, to com-
prehensively reflect the features of a particular class.
Thus, it is expected that several universal artificial exam-
ples will help to replace the lack of a large number of
instances, each of which reflects a certain aspect of the
class in its own way.

Research [5] helps us to better understand how few
shot models work in general, how different approaches to
their construction differ, what are the advantages and dis-
advantages of this class of models developed over the last
few years. Also in the work special attention is paid to the
use of transformers, which is relevant for our model.

The article [6] deals with the affect of pre-trained models
when they are used as components of the model. The results
obtained by the authors for the problem of text generation by

involving a previously trained model in the developed gen-
erator encourage us to investigate the effect that such a solu-
tion may have for the classification problem.

The problem of classes optimization in the classifica-
tion process requires special attention, especially with
regard to their quantity, potential merger or replacement.
This can also greatly affect both the speed of classifier
development and the data preparation. Details of the clas-
ses composition and their potential modification are dem-
onstrated in [7].

The article [8] demonstrates the examples of the pre-
trained model from Google — Universal Sentence Encoder
(USE) using [9]. In particular, a wide range of tasks for
which the model can be used is shown, where the task of
classifying text data is only one of the possibilities.

Investigation in the paper [10] demonstrate the inclu-
sion of the optimal hyperparameters choice in classifier
training, including studies of the effectiveness of various
optimizers of the data, such as Adam and its modifications.

As mentioned earlier the main purpose of this paper is
to study the influence of the pre-trained multilingual
model and the optimal parameters for learning the text
data classifier on the classification result. To solve the
problem, a classifier based on an artificial neural network
was used. One of the network layers will be the pre-
trained USE model [9]. Different configurations of hyper-
parameters were tested during the training. The classifica-
tion results were verified on the two data sets described
below.

3 MATERIALS AND METHODS
The experiments were performed using two datasets.
The first — “Fake or real news dataset” [11] has the fol-
lowing characteristics, presented in Table 1.

Table 1 — Characteristics of the data set “Fake or real news data-

set”
Characteristic Value
Language, L English
Dataset size, S ~29 MB
Number of samples, Ns ~ 6335
Number of classification cathegories, Ncat | 1 (fake)

The second dataset, “Russian Language Toxic Com-
ments. Small dataset with labeled comments from 2ch.hk
and pikabu.ru” [12], has the following characteristics pre-
sented in Table 2.

Note that although both datasets are intended for the
classification problem, these tasks are somewhat different.
In the first case, we find “fake” or real news, and in the
second — toxic or not a certain message.

Data for training process on both datasets were dis-
tributed as shown in Table 3.
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Table 2 — Characteristics of the dataset “Russian Language
Toxic Comments. Small dataset with labeled comments from

2ch.hk and pikabu.ru”
Characteristic Value
Language, L Russian
Dataset size, S 4.45 MB
Number of samples, Ns ~11.500
Number of classification cathe- 1 (toxic)

gories, Ncat

Table 3 — Data distribution for training process

Training stage Data distribution

Training process 0.002 - 0.05%

Validation/testing process 99.998 — 99.95%

The investigations were performed using a neural
network, the architecture of which is schematically shown
in Fig. 1.
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Figure 1 — Scheme of neural network architecture based on USE
model

As can be seen from the figure, our classifier contains
three layers. The main one is KerasLayer, which includes
a massive pre-trained USE model [9]. The Dropout-Dense
layer combination block helps to avoid re-learning the
classifier and helps to reduce the dimension of the net-
work and, as a result, speed up learning.

Consider the architecture in more detail. A list of Eng-
lish and Russian sentences (depending on the data set) of
different lengths is transmitted to the input in the pre-
sented classifier based on the neural network. It is known
that to learn the network, we can not use as input elements

of the word in their usual form, we perform the following
manipulations on the data set:

1. Tokenization. For example: we transform every ob-
ject that looks like “Hello, gentlemen!” to an array of
unique words [“hello”, “gentlemen’] without punctuation.

2. Indexing. We create a dictionary from the resulting
array of all unique words in the dataset, which looks like
this: {1: “hello”, 2: “gentlemen”, ...}.

3. Indexes representation. For each of the objects in
the dataset, we form an array in which the words involved
in the object are represented as indexes from our diction-
ary. For example: [1, 2, 1].

Also, one of the typical problems we have to face
when preparing data for training is the problem of differ-
ent sizes of objects among our data. We need to bring the
learning elements to the same dimension. This is solved
using the padding technique: choose the maximum value
of words, such as 200, and fill the remaining spaces in
each object with zeros. If the object contains more words
than the selected maximum value — each subsequent word
after the maximum is cut off. Although in the data sets we
have chosen, the size of most sentences does not exceed
the value of 100 words, nevertheless, the dimension with
a value of 200 is chosen to capture atypical cases, if any.

The basis of the presented classifier is KerasLayer,
which is connected to the pre-trained USE model [13]
based on the “transformer” architecture presented by re-
searchers from Google in 2019. This model exists in sev-
eral variations, but in these experiments a multilingual
version was chosen (16 languages, including English and
Russian). Also noteworthy is the fact that the purpose of
the model is not only to classify but also to cluster texts,
find their semantic similarities, as well as some multilin-
gual operations. In the experiments conducted, the devel-
oped nature of the model related to multilingual classifi-
cation was useful.

Having received from USE the resulting tensor, we
transfer it to the Dropout layer. Its purpose, in this case, is
to weed out a certain percentage of nodes, which we will
establish, replacing them with a value of zero. This is
necessary so that nodes at the next level are forced to
process missing data representations. In this way we
achieve an effect in which the result of the whole network
has the best level of generalization — we avoid the effect
of retraining, in which the network can show good results
on a familiar data set and far from the desired results on
an unfamiliar set. In the presented experiments the value
of random exclusion of nodes in 10% was used. Of
course, this percentage can be selected empirically.

After passing the Dropout layer we transfer the data to
the Dense layer and the RELU activation function is ap-
plied to them. Then the result passes through the sigmoi-
dal activation function, where the classification for each
of the labels takes place, and we get a value between 0
and 1.

Of course, the presented architecture can be opti-
mized, but this is more of a challenge for the future. Now
our task is to determine the influence of the pre-trained
USE-model on the results of the classifier.
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4 EXPERIMENTS

Note first of all that in the experiments, a combination
of different sets of optimizers, loss functions and other
hyperparameters was tested. Unless otherwise noted, the
default optimizer was Adam, a loss function: binary
crossentropy.

Initially, the classifier was trained in the “basic mode”
on 0.002% of examples from the dataset (few-shot learn-
ing). The batch parameter is equal 4. It is optimal taking
into account the hardware used for training. Number of
epochs — 2. With such settings, we obtained the accuracy
of the classification in the range of 73.85-74.17%. In this
case, and further we mean the range obtained by repeated
experiments with the same parameters in the samples de-
scribed in Table 1 and Table 2.

Next, we conducted an iterative experiment consisting
of the following steps:

1. We change one of the key parameters that may af-
fect the resulting classification accuracy (batch; number
of epochs in training; dataset percentage included in the
sample for training (train); used optimizer). Note that we
consider this list not exhaustive of possible options. Nev-
ertheless, the influence of these parameters is investigated
in the experiments presented in this paper.

2. We teach the classifier on the selected dataset with-
out changing other parameters.

3. Measure the classification accuracy.

The experiment’s results are presented in the next
chapter (see Table 4).

5 RESULTS
Note that the configuration with the Adamax opti-
mizer proved to be the best in the considered experiments
(Ne7 in Table 4). We obtained the maximum classification
accuracy of 0.9113 on the English-language dataset [11]
by repeating the experiment with the same parameters.

Table 4 — The results of the classifier when using different
hyperparameters on datasets [11, 12]

No | Or | Ng Naam Ac

1 Adam 2 0.002% 0.7385-0.7417
2 Adam 7 0.002% 0.7826-0.6771
3 Adam 2 0.005% 0.7074-0.7460
4 Adam 10 0.005% 0.6651-0.7657
5 SGD 2 0.005% 0.5552 - 0.6649
6 NAdam 2 0.005% 0.8027 - 0.8104
7 Adamax 2 0.005% 0.8475 - 0.8646
8 RMSProp 2 0.005% 0.7773 - 0.7839

6 DISCUSSIONS

Analyzing the results described in Table 4, we imme-
diately note the key advantage of the few-shot learning

approach. Using only 0.002% of samples Ng,,, and two
learning epochs N,, we obtained a quite acceptable result
of classification accuracy AcC in the range 0.7385 —
0.7417%. This amount of data used and the number of
epochs can significantly reduce network learning time.
Depending on the used hardware, the speed of the learn-
ing process can vary, however, we can safely say about
ten seconds to complete the experiment. This can be ex-
tremely relevant when prototyping a certain idea on se-
lected data, when you need to get a quick result and al-
ready starting from it to build a further, more detailed
experiment. Also, such a scenario may be quite applicable
in an area where it is impossible or impractical to collect a
relatively large data amount for classifier training, and the
value of a quick result on a relatively small amount of
“live” data is significant.

Continuing to experiment, we noted that if the number
of epochs increases to 7 while maintaining the previous
values in the above configuration, we can observe an ex-
pansion of the range of classification accuracy (#2 in Ta-
ble 4). In particular, the lower accuracy limit fell by
6.14%, and the upper accuracy limit increased by only
4.09%. At the same time, after graduating from the 7th
epoch, the classifier steadily came to a state of reduced
accuracy. Examining this question, we came to the con-
clusion that it is necessary to continue the selection of the
optimal configuration of hyperparameters. In experiments
#3 and #4, we tried to increase the number of examples
for training to 0.005% of the data samples. As we can see
in Table 4, the result is slightly different, but the general
trend repeats the result of experiments #1 and #2.

The next hyperparameter for selection was the opti-
mizer type N We first used the SGD optimizer (ex-
periment #5 in Table 4) for two epochs and 0.005% of the
sample data. However, the best result in the range
(0.6649) was 4.25% behind the worst result obtained with
the Adam optimizer for the same other experimental pa-
rameters. In our opinion, this is most likely due to the fact
that this optimizer performs better when working with
other types of data, in contrast to text data in our experi-
ments.

In Experiment #8 we usied the RMSProp optimizer
and improved the result obtained with Adam while main-
taining other parameters at the same level. Based on the
lower bar of the accuracy range, we can reached an im-
provement of 6.99%. However, the best results in our
experiments were achieved using modifications of the
Adam optimizer. In particular, using NAdam, we re-
corded improvements in the lower bar of the accuracy
range by 9.53%, and with Adamax by as much as
14.01%! The results are shown in Table 4 in experiments
#6 and #7, respectively. Based on the obtained results, we
consider this configuration with the described
hypeparameters to be optimal when training the classifier
on text data.

© Orlovskiy O. V., Khalili Sohrab, Ostapov S. E., Hazdyuk K. P., Shumylyak L. M., 2022

DOI 10.15588/1607-3274-2022-3-10

105



e-ISSN 1607-3274 PagioenexTpoHika, iHpopmaTuka, ynpasiinss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

CONCLUSIONS

The few-shot learning approach is extremely relevant
in a large number of domains, where collecting and pre-
paring a large set of data for learning seems impractical.

The universal knowledge base taken out of the cogni-
tion of our datasets is the pre-trained multilingual USE
model, which allows simultaneous work with data in 16
languages, of which 2 are used in this work.

In our experiments, the optimal configuration of hy-
perparameters was selected, according to which 86.46%
accuracy of classification on the Russian-language data
set and 91.13% on the English-language data, respec-
tively, can be achieved in ten seconds of training (training
time can be significantly affected by technical means
used).

The scientific novelty. It is shown that even with a
small number of examples for learning (36 per class) due
to the use of USE and optimal configuration in learning
can achieve high accuracy of classification on English and
Russian data, which is extremely important when it is
impossible to collect your own large dataset.

The practical significance. The obtained results al-
low to build classifiers of text data with a sufficiently high
rate of accuracy in the presence of a small amount of data
for learning.

Prospects for further research. In the following
studies, you can take into account more hyperparameters
to analyze their impact on the final result of the classifier.
It is also quite relevant to compare the influence of differ-
ent pre-trained analog models according to USE, which
we relied on in conducting all the experiments described
in this paper.

The urgent problem of mathematical support devel-
opment is solved to automate the sampling at diagnostic
and recognizing model building by precedents.

The scientific novelty of obtained results is that the
method of training sample selection is firstly proposed. It
determines the weights characterizing the term and fea-
ture usefulness for a given initial sample of precedents
and given feature space partition. It characterizes the in-
dividual absolute and relative informativity of instances
relative to the centers and the boundaries of feature inter-
vals based on the weight values. This allows to automate
the sample analysis and its division into subsamples, and,
as a consequence, to reduce the training data dimensional-
ity. This in turn reduces the time and provides an accept-
able accuracy of neural model training.

The practical significance of obtained results is that
the software realizing the proposed indicators is devel-
oped, as well as experiments to study their properties are
conducted. The experimental results allow to recommend
the proposed indicators for use in practice, as well as to
determine effective conditions for the application of the
proposed indicators.

Prospects for further research are to study the pro-
posed set of indicators for a broad class of practical prob-
lems.
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AHOTANIA

AxTyanbHicTs. OHIaHH-TIIATGOPMH IPOIOBXKYIOTH CHOTOIHI F'eHepyBaTH yce Ounbmm obcsry iHpopMarii. ABTOMaTH3aIis Mo-
JepyBaHHs KOHTCHTY y TakuX IUIaT(opmax, y 3B’3Ky 3 UM, 3aJIHIIAETHCS aKTyaJbHOIO 3anadeto. OcobauBoi yBarn norpedyrorh
BUINAJKH, KON 3 PI3HUX IPUYHUH, JOCTYITHO JIMIIE HEBENUKI OOCSITH NaHUX Ul HaBYaHHS KiacudikaTopiB. Y Takux BHIIaaKax
HEOOXIHO 3aJIy4aTy NONEePEAHbO HaBUYEHI MOJENI, sIKi BAKOPUCTOBYBAIIH JUIsl HABYAHHS BEJIHMKI 00 €MH JaHUX IIMPOKOTO [iarna3oHy.
V 1iii poGOTi KOCHIIKEHO MUTAHHS 3aCTOCYBAaHHs MMOINEpeIHbO HaBuUeHOl MyapTUMOBHOI Mozeni Universal Sentence Encoder (USE)
SIK KOMIIOHEHTY pO3pO0JICHOTO HaMu KiacH(ikaTopa, a TaKOXK BIUIMBY Pi3HUX IapaMeTpiB HA TOYHICTH Kiacu@ikallii npu HaBYaHHI
Ha ManoMmy 00’emi ganux (~ 0,05% oGcary moBHOTO HabopY).

Metona. {715t BUpIICHHS ITOCTAaBIEHOTO 3aBIAaHHS BUKOPHCTOBYETHCS BiJHOCHO HOBHH MiJXiA 1O HaBYAHHS, — 33 JOIIOMOTOIO He-
BeJNMKOro Habopy moBimomieHb. OCKUIBKM TEKCTOBI INOBIIOMIIEHHS yce Ie JOMIHYIOTh K CIoco0 meperaBaHHS iH(popManii,
3aCTOCOBY€EThCS po3pobiieHnii kinacudikaTop, HapdeHHH Ha HeBeaukoMy (~ 0,002 — 0,05% moBHOro HaboOpy) 00Cs31 JaHUX.

Pe3yabTaTn. [Tokasano, 1110 HaBITh IPH HEBEIHMKIN KUIBKOCTI MPUKIAAIB 1yl HaBUaHHS (36 Ha Ki1ac) 3a paXyHOK BUKOPHUCTaHHS
ECE ta ontumanbHOl KOH}Irypaiii B HaB4aHHI MOXKHA JOCSTTH BHCOKOI TOUHOCTI Kiacuikalii 3a aHIIIHCBKUMHU Ta POCIICBKUMU
JaHUMH, L0 HAI3BUYAHO BaXJIMBO, KOJIM HEMOXJIUBO 310paTH CBil BiacHMil Benukuii Habip nanux. OLiHEHO BIUIMB MiJXOMy 3 BH-
kxopuctanasM USE ta Habopy pisHHX KOH(Irypawiil rinepnapaMeTpiB Ha pe3ynbTaT Kiacu(ikaTopa TEKCTOBHUX AaHUX HA MPHUKIAi
Ha0OpiB IaHNX aHTIIICHKOIO Ta POCIHICHKOI0 MOBaMHU.

BucHoBKH. Y X011 eKCIIEpUMEHTIB TT0Ka3aHa 3HauHa CTYIIHb aKTyaJbHOCTI MPaBIIIEHOTO MO0y rinepnapamMerpis. 30kpeMa, y
1iif poOOTi pO3IIIsIIaIKCs pO3MIp MaKeTy, ONTUMI3aTOp, KUIBKICTh €M0X HAaBYAHHS Ta BIJICOTOK JAHUX 13 HAOOPY, B3ATHX IS HABUaH-
Hs Kinacu(ikaTopa. Y mporeci ekcrepuMeHTy Oyia oOpaHa onTHManbHa KOH(Irypamis rirmeprmapamerpis, 3rigHO 3 sikoio 86,46%
TOYHOCTI Kinacuikauii 3a pociichkoMoBHUM HabopoM panux i 91,13% 3a aHTIIOMOBHHMM BiZITOBIJJHO MOXKHA JJOCSITTH 3@ JECSTh Ce-
KyH/]] HaB4aHHs ( Ha 4ac HaBYaHHS MOXKYTh ICTOTHO BIUIMHYTH BUKOPHUCTOBYBaHI TEXHIYHI 3ac0O0H).

KJUIFOYOBI CJIOBA: few shot learning, HapuaHHs pu MaJjiii KiTbKOCTI 1aHuX, npearpenosani moaeni, USE, HeliponHi
Mepexi, IHTeNeKTyanbHIN aHasli3 JaHuX, Habip JaHuX, Kinacu(pikaTop TEKCTOBHX JaHHX.
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AHHOTALUA

AxTyanbHocTb. OHIaWH-TUIaTHOPMBI [IPOJOIDKAIOT CErOIHs TeHEpUpPOBaTh Bee Oojiee Bo3pacTaroiiue o0beMbl HH(OPMAIUH.
3agadn aBTOMATH3AIY MOJCPHPOBAHHS KOHTEHTA IOJI30BAaTENEeH B CBSI3M C ATUM OCTACTCs aKTyalbHOH 3amadeif. Ocoboro BHHMa-
HUSI 3aCITy>KHBAIOT CIydad, KOT/A, IO pa3HbIM IIPUYMHAM, JOCTYIHBI OY€Hb HEOObIINe 00BEMBI JAHHBIX IS 00ydeHus Kinaccudu-
kartopa. I JOCTIDKEHUsI IPHEMIICMBIX Pe3yJIbTaToB HEOOXOJUMMO IPHMEHSATH IPEeIBAPUTEIHHO O0yUCHHBIC MOJIEIH, KOTOPBIE UC-
MOJTE30BAIN OOJIbIINE OOBEMBI aHHBIX MIMPOKOTO JUana3oHa Ui IpeaBapUTeIbHOro oOydeHus. B manHo# pabore mccimemyercs
BOIIPOC IIPUMEHEHHUS NIPEIBAPUTENBEHO 00yueHHOI MynbTHs3bIKOBOI Moaenn Universal Sentence Encoder (USE) B kauecTBe koMIo-
HEHTa pa3paboTaHHOTO HAMHM KiIacCU(HKaTOpa, a TAK)Ke BIUSIHUS PAa3IMYHBIX IAPAMETPOB HA TOYHOCTH KIAacCH(HKAMU IIpH 00yye-
HHUM Ha MaJIoM oO0beMa JaHHbIX (~ 0,05% Habopa HaHHBIX).

Metoa. [{ns perneHust mocTaBIeHHON 3aauyl UCHONb3YEeTCsS OTHOCHTENBHO HOBBIM MOAXOJ K OOYYEHHIO — 110 HEOOJIBIION BbI-
6opke coobmieHuil. [I0CKONBKY TEKCTOBBIE COOOIIEHHUS BCE eIle JOMHHUPYIOT KaK Croco0 nepenadynd WHPOPMAIHH, UCIOIb30BaHNe
KIIaccu(UKaTOpa TEKCTOBHIX JAHHBIX IMpH 00ydeHnu Ha HeOonbimoi Beibopke (~ 0,002—0,05% Habopa qaHHBIX) COOOIIEHHUH.
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Pe3yasTatsl. [TokazaHo, uro oOy4yeHue naxxe Ha HeOoibmIoH BeIOOpKe (36 Ha Kiace) ¢ ucnonszoBanueM USE n ontumanbsHON
KOH(MUrypanuu npu 00y4eHUH MOXHO TOCTHYb BBICOKOW BEPHOCTH KJIaCCU(HMKALMU aHIJIO- U PYCCKOSI3BIYHBIX TEKCTOBBIX COOOIIe-
HUH. BhINosHeHa OlleHKa BIMSIHUS Pa3HBIX HAOOPOB THITEpIIapaMeTPOB Ha Pe3yJIbTaThl KJIaCCH(UKALIH.

BeiBozbl. B X071€ 3KCMEpUMEHTOB MOKa3aHa aKTyalbHOCTh MPaBUIBHOTO MOAOOpPA THIIEPIapaMeTpOB: pa3Mep IMakeTa, THUIl OIl-
THMHU3aTOpa, KOJIMYECTBO 3I10X, pasMep oOydaromieil BeIOOpKH. IIpy onTuManbHBIX 3HAUSHUSX THIEpNapaMeTpoB JOCTHTHYTa BEPO-
SITHOCTh PACIIO3HABAHHS aHIJIOA3BIYHBIX JECTPYKTUBHBIX coobmenuii B 91,13%, npu 3ToM 00ydeHne MpoBOAMIOCH BCETO HA MPOTSI-
skeHud 10 cexyHn (4To, Oe3yCIIOBHO, 3aBUCHUT OT MApaMETPOB HCIOIb30BaHHBIX TEXHUUECKIX CPENICTB).

KJIIOUEBBIE CJIOBA: few shot learning, o0yuenue Ha Masoif BRIOOpKE JaHHBIX, IpeABAapUTENLHO 00ydeHubie Moxenu, USE,
HEWPOHHBIC CETH, MHTEIUICKTYaIbHbIH aHaIN3 JaHHBIX, HA00p TaHHBIX, KIACCH(HKATOP TEKCTOBBIX JaHHBIX.
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