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ABSTRACT

Context. In modern terms problem of constructing of the multiprocessor systems the special value acquires the base of standard
popular technologies and components. It is caused by that such systems became popular and cheap vehicle platforms for high-
performance calculations. In addition, practice pulls out problems complete decision of which in most cases possibly only due to
application of high-performance calculations. Consequently, a theme of constructing of the cluster multiprocessor systems for today
is actual, interesting and is on the stage of the active development. At the same time, the new high-quality stage of development of
the multiprocessor cluster systems lies in area of the use of new modern network technologies. Presently the problem of choice and
analysis of network technologies for the module multiprocessor cluster systems did not get due development, as well as problem of
reorganization of structure ofnetwork interfaceby aggregating of channels of network interface.

Objective. An aim is in-process put improvement of structure and increase of the productivity of the multiprocessor computer
system by the multidimensional aggregating of channels of network interface, adapted to the decision of tasks of the investigated
class.

Method. The task of increase of efficiency of the module multiprocessor computer system is decided due to multidimensional
aggregating of channels of network interface. Offered approach allowed not only to promote efficiency of parallelization but also
substantially to decrease time of calculations. Such results succeeded to be attained due to diminishing to time of border exchange of
data between the calculable knots of the cluster system.

Results. A feature offered approach is that he allowed to realize a direct exchange data between main memory of knots of the
multiprocessor system, that promotes the fast-acting of calculations and provides high-speed access to memory of her slave -nodes.
Thus during an exchange by data between the knots of the system the system CPU gets unloaded and loading of channel which
passes between the knots of the computer system goes down, that assists diminishing of time of border exchange of data between the
calculable knots of the system.

Conclusions. The results of the conducted experiments showed that the worked out multiprocessor system was used for creation
of new technological processes. So, she is used in a fluidizer intensification of the chepounmsupyemero annealing of long-length
steelwork. Directly the technological process of heat treatment of metal acquires such advantages, as a high yield, substantial
mionectic energy consumption and allows to carry out control of technological parameters in the modes of unisothermal treatment of
metal.

KEYWORDS: multiprocessor systems, network interface, aggregating, fast-acting, memory, knots, latentness.

ABBREVIATION
VLAN — Virtual Local Area Network;
IB — InfiniBand;
Eth — Ethernet;
PM — master node;
PN — slave node;
VPI — Virtual Protocol Interconnect;
QoS — quality of service;
DDR — Double Data Rate;
RDMA — remote direct memory access;
DHCP — Dynamic Host Configuration Protocol;
HDR — High Dynamic Range;
NVMe — Non-Volatile Memory Express;
SLI — Scalable Link Interface;
MPI — Message Passing Interface.

NOMENCLATURE
ATX — Advanced Technology Extended;
TCA — Target Channel Adapters;
RAID — Redundant Array of Independent Disks;
CPU - Central Processing Unit;
GPU — Graphics Processing Unit;
SSD — Solid state drive;

CUDA — Compute Unified Device Architecture;

HCA — Host Channel Adapters;

Ty, — temperature of heating of surface of standard;

Ty — controlled by facilities of the multiprocessor sys-
tem, temperature of phase transformation of metal.

INTRODUCTION

Today there is a swift height of number of the multi-
processor computer systems and their total productivity in
the world. It is caused by that such systems became popu-
lar and cheap vehicle platforms for high-performance
calculations. In addition, practice pulls out before applied
scientists of different problems complete decision of
which in most cases possibly only due to application of
the multiprocessor computer systems. For today there are
many different variants of construction of the module
multiprocessor computer systems. One of perspective is a
process of constructing of such systems on the basis of
“blade”-technologies. One of basic features of their con-
structing is constrained with the use of network technol-
ogy the choice of which depends foremost, from the class
of the tasks decided by users. Consequently, there is a
problem of design of architecture of the multiprocessor
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module computer systems, sent to the decision of wide
circle of the applied tasks.

Consequently, a theme of constructing of the cluster
multiprocessor systems for today is actual, interesting and
is on the stage of the active development. Clear and other,
by means of the high-performance module systems the
effective method of implementation of actual tasks of
class was found.

At the same time, the new high-quality stage of devel-
opment of the multiprocessor cluster systems lies in area
of the use of new modern network technologies. Thus
efficiency of necessary on this stage parallelization of
calculations is predefined by many factors among which
decision are a choice and organization of network inter-
face.

A research object are informative computational
processes in the multiprocessor computer systems.

The article of research is conception of construction
of the new module multiprocessor computer systems on
the basis of reorganization of structure of network inter-
face, decision-oriented certain class of tasks.

An aim to perfect a structure and promote the produc-
tivity of the multiprocessor system of calculations by ag-
gregating of channels of network interface, adapted to the
decision of tasks of the investigated class is in-process
put.

1 PROBLEM STATEMENT

Today, production practice raises various problems,
the complete solution of which in most cases is possible
only through the use of multiprocessor computing com-
plexes. Solving applied problems with the help of well-
known standard approaches is a complex problem that can
only be overcome by using modern multiprocessor com-
puter technologies. At the same time, one of the main
features of the application of such technologies is to in-
crease the speed and productivity of computers. High
computer performance allows you to solve multidimen-
sional tasks, as well as tasks that require a large amount of
processor time. Speed makes it possible to effectively
manage technological processes or, in general, to create
prerequisites for the development of new promising tech-
nological processes.

When designing new multiprocessor systems, the fol-
lowing must be taken into account. Modern HDR expan-
sion technology allows data exchange between computing
nodes at a speed of up to 200 Gbit/s. On the other hand,
according to the manufacturer’s data, HDR4 technology
has a delay of 0.4-0.5ps. In this case, it is necessary to
increase the efficiency and speed of the multiprocessor
system by means of multidimensional aggregation of
network interface channels. At the same time, data ex-
change between computing nodes must be transferred to a
separate network that works at the channel (second) level
using channel bonding technology. Such an approach will
be aimed at increasing the speed of data exchange be-
tween cluster nodes and reducing the load on the channel
that connects the cluster nodes. At the same time, due to
the use of HDR4x2 technology, the speed of data ex-
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change will increase from 200 Gbit/s. up to 400 Gbit/s.
On the other hand, due to the separation of aggregated
channels for the symmetrical use of controllers with ag-
gregated components, the latency will decrease to 0.1ps.

An Intel Core I5 processor was used to design the
multiprocessor system (using DDR4 memory type with
RDMA support, which allows the combination of RAM
ports up to 4 channels), which allows direct access to
memory with support for InfiniBand technology. Such an
approach will reduce the congestion of the channel that
passes between the nodes of the computing system. In
addition, the use of RDMA technology in the system will
make it possible to eliminate the delay in sending data
directly to the InfiniBand adapter.

2 REVIEW OF THE LITERATURE

In the modern terms of the special weight acquires
creation of the multiprocessor computer systems on the
base of standard popular technologies and components
[1-3]. Due to high demand and supply on bladed configu-
ration in scientific practice a “blade”-cluster calculable
complex is offered exactly for the decision of tasks with
the up-diffused area of calculations [4, 5]. Becomes clear
that through high-performance clusters the effective
method of decision of wide class of actual tasks is found.

In the process of planning of the module multiproces-
sor system his construction [has a large value 6]. Exactly
on the stage of constructing of the multiprocessor system
it is necessary to foresee possibilities of her expansion or
modification in the future [7]. We will mark that the most
successful decision, placing of the multiprocessor system
is considered in a bar [8]. Such arrangement appeared
appropriate even for the small computer system. Into a bar
there are knots, apparatus for effective connection of
components, management facilities by the intranet of the
system and under. Every blade works under the manage-
ment of the copy of the standard operating system. Com-
position and power of knots of the multiprocessor system
can be pasubM. In hired the homogeneous system is ex-
amined. The interaction between the nodes of the comput-
ing system is established with the help of specialized li-
braries at the level of the OS kernel and switching hard-
ware.

However at planning and effective use of the multi-
processor system basic attention is spared to the intercon-
nect network of the system and her topology [9, 10]. To-
pology of cluster and his fast-acting at the decision of
calculable tasks, undoubtedly, problems are constrained.

To our opinion, the new high-quality stage of devel-
opment of the multiprocessor cluster systems lies in area
of the use of new modern network technologies [11].
Thus efficiency of parallelization of calculations depends
on many factors, however one of qualificatory are a
choice and organization of network interface. It is ex-
plained as follows. The network of the cluster computer
system fundamentally differs from the network of the
work stations, although for the construction of cluster
ordinary network maps and switchboards which are used
during organization of network of the work stations are
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needed. However in case of the cluster computer system
there is one fundamental feature. The network of cluster,
first of all, is intended not for connection of computers,
and for connection of calculable processes. In this con-
nection, than higher there will be a carrying capacity of
computer network of cluster, the user parallel tasks, ex-
ecutable on a cluster, will be considered quicker. Thus,
technical descriptions of computer network acquire a pri-
mary value for the multiprocessor cluster systems.

Presently the problem of choice and analysis of net-
work technologies for the module multiprocessor cluster
systems did not get due development, as well as problem
of reorganization of structure ofnetwork interfaceby ag-
gregating of channels of network interface. In addition,
works, sanctified to research of influence of network
technologies on efficiency of parallelization in the module
multiprocessor cluster systems, are practically absent. In
this connection, the researches examined in hired are ac-
tual and, primary.

3 MATERIALS AND METHODS

The module of the high-efficiency multiprocessor sys-
tem consists of master-node (PMO001) and slave-nodes
(PNO0O1, PN002, PNOO03, ..., PNOON), calculable opera-
tions oriented to implementation; two  guided
switchboards (Switch IB1, Switch IB2) in the networks of
exchange by data between calculable knots; hybrid sluice
(SkyWay IB3), oriented to the management by the sys-
tem, her loading and diagnostics; virtual local networks,
intermediate buffers of memory of the guided
switchboards; networks of exchange by data in the system
of slave-nodes; mechanism of backuping of basic compo-
nents of the system. Loading of knots of the system is
produced through corresponding switched local networks.
On a Fig. 1 her flow-chart is presented.

The structural feature of the system consists of the fol-
lowing. In the interconnect network of exchange by data
between slave — by the knots of the multiprocessor system
for application of technology of InfiniBand [12] copper
cables are used. Function of network adapters to execute
network maps which support work of the module of the
multiprocessor system in the standard of InfiniBand.

For constructing of the multiprocessor system the
processor of Intel Core I5 (this processor 10 generations,
using type of memory of DDR4 with support of RDMA,
allowing the association of ports of main memory to 4
channels with frequency to 4 GHz and by volume of by
128 Gigabyte of RAM) was used.

The computer system foresees vertical, parallel in re-
lation to each other, arrangement of system boards. Just
the same approach and answers the idea of constructing of
“blade”-servers. After loading of OC access to the multi-
processor system takes place by the use of standard net-
work protocols (telnet, ssh, rsh). At that rate for organiza-
tion of parallel calculations with participation of working
computer and multiprocessor system it is necessary to set
network connection between them. Such connection gets
organized by means of topology “point-point”.
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After the serve of signal of START from a control of
master-node (PMOO1) panel his electric feed is produced
by means of the corresponding power (Fig. 1) module.

The process of start and initialising of master-node
(PMO0O01) of the module multiprocessor system begins
further. The system foresees two modes of loading OS,
namely: from a hard disk or from certain external media.
According to setting unique dynamic [P-adresses and cor-
responding local networks by default loading of blades of
the system is answered by the special configuration script.
He is started right after loading of the operating system.
In addition, this script will realize tuning of DHCP server
on the whole. Exactly on this stage of work of the system
the amount of slave-nodes of the computer system
(PNOO1, PN002, PNO0O03, .., PNOON) is appointed, and if
necessary tuning of access is executed to the external
networks or to the environment of the Internet.

The certain parameters of the system and her tuning
are thus determined. The start of slave-nodes of the com-
puter system (PNOO1, PN002, PN0OO3, .., PNOON) and
loading OS is produced by a serve to them corresponding
feed from blocks (fig. 1). After implementation of the
transferred operations a configuration script completes
work, and the computer system will be ready to realiza-
tion of the functions.

The multiprocessor system includes six virtual local
networks of VLAN: Netl — Net6. Thus a virtual local
network of Netl is a network of the interchannel aggre-
gating of network interface of the multiprocessor system,
she is oriented to realization of the interchannel aggregat-
ing of network interface through ports of IB3.Agrl and
IB3.Agr2 of hybrid sluice of SkyWay IB3. A virtual local
network of Net2 is a network of external and cloudy inter-
faces, she is oriented to loading of management data by
the system, to her configuration, and also cloudy convert-
ing of heterogeneous data with the purpose of their further
treatment. A virtual local network of Net3 is a system
network which will realize the rapid and energyeffective
method of storage and exchange information. A system
network is oriented to the rapid loading of the multiproc-
essor system, her configuration. Through this network the
process of tuning of files of configuration of OS will be
realized, storage of kernel OS, elements of safety of fire-
wall and other the Virtual local networks of Netl — Net3
is formed on the base of new hybrid sluice of NVIDIA
InfiniBand. Family of module switchboards of NVIDIA
InfiniBand is provided the very tall productivity and
closeness of port with a deblocking high carrying capacity
in a demihull. Such switchboards are perspective in tasks
high-performance, cloudy calculations and artificial intel-
ligence at less expenses and complication. They differ in
the scaleable hierarchical aggregating, possibility of self-
healing of networks, assured quality of service. The hy-
brid sluice of NVIDIA Skyway InfiniBand to Ethernet
Gateway is used in this development. Basic descriptions
of such sluice are presented in a Table 1.
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Figure 1 — Flow-chart of the module of the multiprocessor computer system with the multidimensional aggregating of channels of
network interface

Table 1 — General descriptions of hybrid sluice NVIDIA
Skyway InfiniBand to Ethernet Gateway

General
carrying capacity 1.6 Tb/s
Common amount of ports 16
Amount of ports of IB 8x InfiniBand,
8x HDR HDR 200Gb/s
Amount of ports of Eth 8 ports of Ethernet,
8x 200/100Gb/s
Editing in a bar 2U

A virtual local network of Net4 is an interchannel net-
work which will realize connection of the aggregated
modules. In this connection she executes the functions of
aggregating of channels. A virtual local network of Net5
is a network of technology of virtualization of data, she
provides the increase of reliability of storage of data, and
also serves for the rev-up of reading/notation of informa-
tion. A virtual local network of Net6 is a network of the
layer aggregating of data of network and interface.

The flow diagram of topology of network interface of
the multiprocessor system is presented on a Fig. 2

Maximal efficiency of the module of the multiproces-
sor system is arrived at by reconfiguration of local net-
work structure in accordance with the specific of the de-
cided tasks (Fig. 2). Reconfiguration foresees the use of

six modes of operations of network. Topology of local
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network of type a “star” answers the first mode, second, is
a “line”, third is a “complete count”, fourth — “ring”, fifth
is a “grate” and finally sixth is the “reserved grate”. Thus
switching of the modes of topology of local network
comes true by tuning of routers at hardwarily-
programmatic level. To that end the modes of operations
of ports of network maps change from full-duplex in half-
duplex, and also in pairs to the symmetric aggregating of
network ports of switchboards on a reception and/or
communication of data. The concrete features of each of
such modes of operations of reconfigurable network of
the system in detail are reflected in literature [13, 14],
where and the features of exchange open up by data be-
tween slave -nodes.

We will consider some fundamental advantages of
process of calculations in the offered system. At first, in
slave-nodes the process of acceptance/of communication
of data is executed by facilities of the guided switch board
IB without application of the mode of spooling. Secondly,
intermediate and final calculations enter master-knot
through switchboard Infiniband. Directly process of man-
agement and communication of the noted data from calcu-
lable slave-nodes will be realized by means of network
adapters of HCA.
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Figure 2 — Flow diagram of topology of network interface of the multiprocessor system

Finally, it is necessary to mark the fundamental fea-
ture of the use of technology of InfiniBand, in obedience
to which all results of capture of data from input units,
their treatment and transmission of the managing affect-
ing out devices realized through the processor module
with the interface of TCA (Fig. 2). In addition, storage of
the indicated data with a management on a local network
comes true on the hard disk of SSD with the interface of
NVMe. Such approach allows substantially to promote
efficiency of calculations.

For configuration of the considered network interaces
the basic operations of tuning of the mode of Link Aggre-
gation are executed. Directly procedure of “fastening of
channels” or technology of fastening of channels, allow-
ing to unite a few network adapters in an onespeed chan-
nel in full lighted up in-process [15]. It is here shown that
exchange by data between the calculable knots of cluster
comes true in a separate network, working on the basis of
the mentioned technology of fastening of channels. Of-
fered approach provides the rev-up of exchange data be-
tween the secondary sites of the multiprocessor system
and to reduce loading on a channel, connecting the knots
of the multiprocessor system.

For planning of the multiprocessor computer system
the vehicle providing of corporation NVIDIA was used.
In this connection possibility of the use of software and
hardware architecture of parallel calculations appears on
the basis of platform of CUDA. Such platform allows to
use the resources of video cards for ungraphic calcula-
tions. And to date this technology becomes more actual.

The platform of CUDA is supported in all video cards
of corporation NVIDIA, since the simplest user and to
specialized powerful. An acceleration through the plat-
form of CUDA is used by many user applications, for
example, MatLab, TensorFlow, Keras of and other In this
connection programming, with the use of resources of
video card is actual and perspective. Thus get the large
productivity for a moderate price.

Basic advantages of platform of CUDA are her free of
chargeness (software for all basic platforms is freely got
from the resource of developer.nvidia.com), simplicity
and flexibility. Technology of NVIDIA CUDA is an envi-
ronment which allows developers to create software for
the decision of intricate calculable problems for less time,
due to multinuclear calculable power of graphic proces-
SOrS.

Procedure of programming, applied in CUDA differs
from traditional that fully hides a graphic conveyer from a
programmer, allowing him to write the programs those in
more usual for him “terms”. In addition, CUDA gives to
the programmer more comfortable model of work with
memory. Here is not a necessity to keep data in 128-bit
textures, as CUDA allows to read data straight from
memory of video card.

For constructing of the multiprocessor computer sys-
tem the video card of corporation NVIDIA GeForce GTX
1080 was used. Basic descriptions of such video card are
presented in a Table 2.

Table 2 — General descriptions of video card NVIDIA GeForce GTX 1080

Amount of kernels 2560
Base frequency 1607 Mhz
Videomemory 8 Gbit
Carrying capacity of channel
of memory 10 Gbps
Bit of interface 256-bit
Productivity 277.3 Gflops
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On the basis of the use of technology CUDA were re-
alized algorithms of calculation of process of heat transfer
[16]. The analysis of time of implementation of parallel
algorithms showed that application of technology of
CUDA in times is abbreviated by time of processing of
these experimental data. The practical testing showed,
effectiveness of such calculations exceeded on an order
statistics on similar calculations on central processing
unit, even with the use of technology of OpenMP. In time
is obvious also, that does not make sense to use technol-
ogy of CUDA for work with the small volumes of data.
For the small volumes of datains an acceleration practi-
cally is not observed.

On the other hand, it should be noted that the NVIDIA
GeForce GTX 1080 video card was selected taking into
account the compatibility of the scalable SLI communica-
tion interface. When creating the latest technological
processes [16], this approach is extremely relevant. The
proprietary SLI technology allows you to distribute the
calculation between two video cards. Quad SLI extends
this technology by allowing two dual-GPU graphics cards
to use four GPUs simultaneously. In the above develop-
ment of a multiprocessor system, two NVIDIA GeForce
GTX 1080 video cards were “linked”. This approach is
aimed not only at a significant increase in computing per-
formance, but also at a significant decrease in latency and
a significant unloading of the system bus.

Installation of Quad SLI systems differs in sufficient
simplicity. Inserting the indicated two video cards in
sockets and connecting SLI-moct, after the start of the
system new video cards are installed as an ordinary video
adapter. Further after setting of drivers and finding out
Quad SLI, penpepunr Quad SLI will be included by de-
fault. The new, additional tuning is not foreseen thus. We
will notice that the variant of disconnecting of technology
of Quad SLI is foreseen in a control of the multiprocessor
system panel, that will allow two video cards of NVIDIA
GeForce GTX 1080 to work independent of each other.
This procedure is extraordinarily important for realization
of new installation procedures with the video cards of the
indicated type.

We will mark that for “fastening” of two video cards
the bridge of SLI is used. Thus, a corporation Nvidia uses
a physical socket for connection of video cards together,
that allows to co-operate them with each other, not using
the stripe of key-in in slots. Thus, one of two bridges of
SLI may need: either standard bridge (for less powerful
maps) or bridge with a high carrying capacity (for more
powerful maps). Applied more powerful map (NVIDIA
GeForce GTX 1080), a standard bridge can use, but it will
not allow to provide the complete productivity of video
cards. Descriptions of bridges of SLI are driven to the
Table 3.

At installations SLI of the system the additional cool-
ing of corps of multiprocessor system is provided. For
such system a corps is used with a 120 mm by a ventila-
tor, located opposite the sockets of video cards. Placing a
120 mm of ventilator opposite these two video cards al-
lows considerably to reduce the temperature of video
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cards of GPU. Video cards are assembled so that they
BbIyBatoT hot air through opening on the backplane of
corps of the system. In this connection there is not a ne-
cessity to apply additional special cooling, it is necessary
only to provide normal ventilation.

Table 3 — Descriptions of SLI of bridges

Bridge Clock rate Maximal carrying
capacity
Standard bridge 400 Mhz 1 Gbps
Bridge with a high carrying 650 Mhz 2 Gbps
capacity

In respect of energy consumption, then in the similar
systems it is necessary to use the high-quality power
modules. In the construction of the multiprocessor system
the power of type of Corsair HX 1200 module was used
watt which without problems provides the feed of Quad
SLI systems. The offered multiprocessor system did not
force the power module to work to capacity. The applied
video cards work also quietly enough, thus even in Quad
SLI configurations with noise for them problems are not
present.

In addition, it is necessary to underline that graphic
processor, possessing powerful calculable capabilities,
however would not be able fully to replace activity of
central processing unit absolute advantage of which is
universality, but in his forces substantially to unload
CPU, undertaking loading, presented by the most labour
intensive and difficult tasks.

4 EXPERIMENTS

The worked out multiprocessor system is used in a
fluidizer intensification of the spheroidizing annealing of
long-length steelwork [16]. Setting of have for an object
substantially to shorten duration of technological process
of the spheroidizing annealing of metal due to the use of
unisothermal self-control, that allows to improve techno-
logical properties of rolled metal with providing of high
dispersion and homogeneity of structure of standard on all
plane of his section. Directly the technological process of
heat treatment of metal acquires such advantages, as a
high yield, substantial mionectic energy consumption and
allows to carry out control of technological parameters in
the modes of unisothermal treatment of metal.

The task is achieved due to the fact that the installa-
tion for intensifying spheroidizing annealing of a long
steel product is equipped with a multiprocessor computer
system with specially oriented software installed on it. At
the same time, the multiprocessor computing system is
connected via an information bidirectional communica-
tion interface with a process control unit. The multiproc-
essor computing system is made as a separate module and
allows using special software to set and control the neces-
sary temperature conditions on the entire sectional plane
of the sample during heating and holding the metal, as
well as control the mode of non-isothermal annealing of
steel, while the multiprocessor computing system aims to
control the thermal regime processing is constant in the
annealing temperature range.
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The use of a multiprocessor computer system with its
software makes it possible, on the basis of a mathematical
model of the process of heating a sample, already under
production conditions to control the heating of the sample
to the transition to the austenitic region and the tempera-
ture of phase recrystallization on the entire plane of the
cut of a long steel product, and then, having solved the
inverse problem of heat conductivity, to control the nec-
essary non-isothermal exposure mode in the annealing
temperature range over the entire sample cut plane. The
use of the installation for the implementation of the inten-
sive mode of spheroidizing annealing predetermines the
uniform distribution of cementite globules in the ferrite
matrix, which provides the necessary mechanical proper-
ties of the metal required for further cold deformation.

5 RESULTS

On results experiments the crooked distributions of
temperature of standard are got on the plane of his cut
where determined: Tp — is a temperature of heating of
surface of standard, Ty — controlled by facilities of the
multiprocessor system temperature of phase transforma-
tion of metal. The design of such temperature fields
comes true taking into account the change of thermo-
physical properties of material during his heating. The
microstructure of standards after heat treatment purchased
values 150—169 HB.

The performed spheroidization of the carbide phase of
the metal under the conditions of the corresponding
modes of heat treatment of the workpieces provides the
material with the structure of granular perlite. Moreover,
high-speed spheroidization predetermines a more uniform
distribution of cementite globules in a ferrite matrix. After
heat treatment, steel samples of almost the same hardness
acquired a finely dispersed structure, which ensures a
high level of metal ductility. Due to the rapid heating of
the sample and incomplete austenitization of steel, certain
changes occur in the morphology of the carbide phase
from lamellar to finely dispersed globular.

The use of the proposed multiprocessor system can
significantly improve the operational and technical char-
acteristics of the technological process as a whole. This is
due to the introduction of the following factors. Thus, in
comparison with the well-known approach [17], due to
the use of a processor module with a new generation TCA
interface and an SSD hard disk with an NVMe interface, it
was possible to reduce the operating system boot time on
the main node by 180%, on the slave nodes by 320%;
network interface software reorganization time decreased
by 530%; the time for processing, sending and storing
intermediate and final calculation results has decreased by
250%; 240% reduction in processing time for system sta-
tistics.

Through the use of VLANs and multidimensional
network interface link aggregation, it was possible to in-
crease the throughput of the network interface port from
200 Mb / s to 800 Mb / s, which increases the speed of
data exchange between the nodes of a multiprocessor sys-
tem four times.
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DOI 10.15588/1607-3274-2022-3-13

Compared to the well-known approach [17], due to
the use of the software and hardware architecture of paral-
lel computing by NVIDIA Corporation based on the
CUDA platform, it was possible to increase the amount of
video memory by 16 GB on each computing node of the
multiprocessor system, as well as increase the overall
performance of the system node by 350 Gfl.

6 DISCUSSION

It was found out on the basis of analysis of methods of
decision of the modern applied tasks, that application of
the parallel computer systems — one of strategic directions
of development of informative technique. It is possible
explained by the permanent height of amount of the ap-
plied tasks, for the decision of which possibilities of pre-
sent computing facilities failing. Obviously, that by
means of the high-efficiency module systems the success-
ful method of decision of actual tasks of wide class was
found. For this reason in hired the problem of construct-
ing of the high-efficiency multiprocessor system was
lighted up.

This paper considers a complex formalized approach
to designing a modular multiprocessor system with multi-
dimensional network interface aggregation. At the same
time, an analysis of approaches to the design of multi-
processor systems showed that recently computer equip-
ment manufacturers have been offering devices based on
blade technologies (blade technologies). Under such cir-
cumstances, by constructing a multiprocessor system
based on blade servers, a turnkey solution is obtained,
equipped with the necessary management tools and a
network interface. We note some of the main advantages
of such design solutions compared to others: blade sys-
tems are more compact and easy to maintain, their design
features make it convenient to form the required configu-
ration.

The analysis of constructing of the multiprocessor sys-
tems showed that the new high-quality stage of develop-
ment of the multiprocessor computer systems was in the
field of the use of new modern network technologies. It
can be explained by substantial differences between the
network of the cluster computer system and network of
the work stations. Yes, the network of the computer sys-
tem is intended not for connection of computers, and for
connection of calculable processes. Then, than higher
there will be a carrying capacity of computer network of
the system, the set an user parallel tasks will be executed
quicker. Consequently, technical descriptions of computer
network acquire a primary value, when speech goes about
the multiprocessor computer systems. Having regard to
marked, it was made decision to apply technology of net-
work interface of InfiniBand. Consequently, exchange
between the knots of the multiprocessor system organized
data by means of standard of InfiniBand. It is shown that
by comparison to other multiprocessor systems, the
worked out system has such fundamental differences:
network loading of processors, maintenances of the mode
of VLAN, mechanism of backuping of key constituents of
the module, specially worked out mode of exchange by
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data between the knots of the system in the network of
switchboards of InfiniBand.

When designing a multiprocessor system, special at-
tention was paid to traffic between neighboring nodes of a
multiprocessor system, which is the slowest part of the
algorithm of performed calculations and can significantly
reduce the effect of increasing the number of processors
involved. Exactly this circumstance and allows to talk
that one of basic ways of increase of efficiency of the
multiprocessor systems consists in aggregating of chan-
nels of network interface in the network of exchange by
data between slave-nodes of the system. Thus, it is set that
a theme of increase of efficiency of the multiprocessor
systems due to reorganization of structure of network
interface for today is actual, interesting, and her research
is on the stage of active development.

A comparative analysis showed that presently the
problem of aggregating of channels in the module multi-
processor cluster systems is not decided properly. Be-
sides, critically small works in which influence of archi-
tecture of network of the cluster system would be investi-
gated on efficiency of parallelization of calculations.

At the same time, multidimensional aggregation of
channels of the network interface of a multiprocessor sys-
tem is implemented on the basis of six VLANs. The inter-
channel aggregation network of the network interface of a
multiprocessor system, external and cloud interfaces, as
well as the control and diagnostics network are formed on
the basis of the new NVIDIA InfiniBand hybrid gateway.
On the other hand, the use of modular NVIDIA Infini-
Band switches supports a standard set of network tech-
nologies, in particular virtual networks, traffic prioritiza-
tion, aggregated links, and multicast traffic filtering. The
family of such switches is promising in high-performance,
cloud computing and artificial intelligence tasks at lower
cost and complexity. In addition, they are distinguished
by scalable hierarchical aggregation, self-healing net-
works, and guaranteed quality of service.

The technology of fastening of channels of network
interface of the multiprocessor cluster system worked out
in hired allows to unite the knots of cluster in a network
so, if each of them was connected to the switchboard
more than by one channel. The described technology is
similar to the mode of tracking at connection of
switchboards, due to which it is succeeded to rev up
communication of data between two or by a few
switchboards. Application of procedure of fastening of
channels allows to attain the even partition of load (accep-
tance/of communication of data) between them in the
multiprocessor system and to promote speed of exchange
data between her knots.

Once again it is important to pay attention to main ad-
vantage of the mode aggregating of channels, due to
which substantially speed of exchange rises by data, and
also reliability of functioning of the cluster system in-
dexes grow. So, in case of refuse adapter a traffic is sent
to the next in good condition adapter without breaking of
service. When an adapter again begins to work, then send-
ing of data recommences through him.
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To implement multidimensional link aggregation of
the network interface, the advantage was given to the
adapter from Mellanox. At the same time, network adapt-
ers of the MHQH29C — XTR type were chosen, which,
supporting switching according to the virtual protocol
VPI, provide flexibility in connections in computing sys-
tems. Under such conditions, a multiprocessor system
provides high-quality computing, high-speed access to
data storage resources, guaranteed high throughput, and
low data transfer latency.

When designing a multiprocessor system, special at-
tention was paid to its practical aspects of functioning.
Thus, due to the use of the hybrid NVIDIA Skyway In-
finiBand to Ethernet Gateway, a processor module with a
new generation TCA interface, as well as the use of the
CUDA platform, it was possible to significantly increase
the computing power of a multiprocessor system without
wasting time on reorganizing the network interface oper-
ating modes to solve the required class of applied tasks.

Computational experiments were carried out under the
control of cluster operating systems using VLAN tech-
nology and a set of MPI libraries in the object-oriented
programming environment of the C# language.

CONCLUSIONS

In the article the ways of increase of efficiency of the
multiprocessor cluster system are shown due to reorgani-
zation of architecture of her network interface. Offered
approach allowed not only to promote efficiency of
pacmapamrenuBaHus but also substantially to decrease
time of calculations. Such results succeeded to be attained
due to diminishing to time of border exchange of data
between the calculable knots of the cluster system.

The transferred signs of the worked out system al-
lowed her to perfect with acquisition of certain differ-
ences from present to the system, namely:

— at first, due to realization of technology of Infini-
Band were it is attained such advantages: subzero latent-
ness and high fast-acting;

—secondly, possibility to change — interface configu-
ration of local networks of the system through a control or
WEB stand, adapting their structures to the decision of
tasks of that or other type;

— thirdly, on the basis of principle of RDMA of tech-
nology of InfiniBand a direct exchange comes true by
data between main memory of knots of the multiprocessor
system, which promotes the fast-acting of calculations
and provides high-speed access to memory of her slave -
nodes systems, and also exchange by data between them,
off-loading the system CPU during an exchange by data
and reducing loading of channel which passes between
the knots of the computer system;

— fourthly, application of multichannel hybrid sluice
of NVIDIA Skyway InfiniBand in a copula with the proc-
essor module of TCA with the interface of NVMe and
hard disk of SSD creates fundamentally new possibilities
of “connectivity” of such system with other calculable
environments; dirigibility of the system allows substan-
tially to promote; in particular, to unload central process-
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ing unit (due to maintenance of traffic of InfiniBand); to
reduce time on switching of the modes of operations of
virtual networks, collection, transmission and storage of
results of calculations and, as a result, promote efficiency
of all multiprocessor system on the whole;

— fifthly, due to module principle of construction to
simplify the processes of planning, increase or replace-
ment of those calculable knots which broke ranks, and
also on the whole exploitation of all constructed system.

The scientific novelty. For the first time, a procedure
for multidimensional aggregation of network interface
channels of a multiprocessor computing system was pro-
posed, which made it possible to increase its performance
and speed.

The practical significance. The results of the experi-
ments carried out make it possible to recommend the de-
veloped multiprocessor system for creating new techno-
logical processes.

Prospects for further research. The developed mul-
tiprocessor system can be used to solve a wide range of
applied problems as a highly efficient platform for high
performance computing.
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MOJAYJBbHA BUCOKOE®EKTUBHA BAI'TATOIIPOHECOPHA CUCTEMA 3 BATATOBUMIPHOIO
ATPETAIIEIO KAHAJIIB MEPEJKEBOT' O THTEPOENCY
Mopo3 JI. M. — acuctenT kadenpu nporpamHoro 3abesnedeHHst komm oteprux cucrteM, HTY «/lHinpoBchKka MoOJiTEXHIKay,

Muinpo, Ykpaina.

AHOTAIIIA
AKTyaJbHiCThb. Y Cy4YacHHX YMOBax mIpoOiieMa KOHCTPYIOBaHHs 0araTONMpPOIIECOPHUX CHCTEM 0a3i CTaHIapTHUX 3aralibHOMO-
CTYITHHX TEXHOJIOTIH 1 KOMIIOHEHTIB Ha0yBae ocoOnuBe 3Ha4eHHS. 1]e BUKIMKAaHO THM, 1[0 TaKi CHCTEMH CTaJIM 3arajbHOJIOCTYITHH-
MH 1 ICIICBUMH aapaTHUMH IaTGopMaMu sl BACOKONPOIYKTUBHHUX 004YuCIeHb. KpiM TOro, mpakTuka BHCyBa€e MpoOJIeMH, TOBHE
BUPIIICHHS SKUX y OLIBIIOCTI BUMAAKIB MOXJIMBO JIAIIC 32 PAXyHOK 3aCTOCYBaHHS BUCOKOMPOAYKTHBHUX 0o0umciicHb. OTKe, TeMa
KOHCTPYIOBAaHHS KJIaCTEPHHUX 0araToMpOLECOPHUX CHCTEM Ha ChOTOAHI € aKTyaJbHOIO, IKABOIO 1 3HAXOIUTHCS Ha €Tarli CBOTO aKTH-
BHOTO PO3BHUTKY. B TOii e 4ac, HOBUIl KiCHUII €Tan PO3BUTKY 0AaraTONPOLIECOPHUX KIACTEPHUX CUCTEM JISKHUTDH B 00J1aCTi BUKOPHC-
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TaHHs HOBHMX CYy4YaCHHX MEpE}eBHX TexHoJjorii. Huni npobiema BHOOpY Ta aHaNi3y MEpekEBHUX TEXHOJIOTIH Ul MOIYJIbHUX Oara-
TONPOIIECOPHUX KIIACTEPHHX CHCTEM HE OTPHMaa HaJCKHOIO PO3BUTKY, sIK i MpobiieMa peopraHisallii CTpyKTypH MEpexeBoro iH-
Tepdelicy IUIIXoM arperarnii KaHaxiB MepekeBOro iHTepgeicy.

Merta. ¥ po6oTi nocraBiieHa MeTa yJOCKOHAJIECHHS CTPYKTYPH Ta MiJBHIICHHS IPOJYKTUBHOCTI GaraTonpouecopHoi 004ucio-
BaJbHOI CHCTEMH IUIIXOM OaraTOBHMIpHOI arperarii KaHasiB MepexeBoro iHrepgeicy, aaanToBaHOro 10 po3B’si3Ky 3ajad A0CIi-
JDKYBaHOTO KJIacy.

Merton. Po3p’s3aHa 3a1a4a miABUIIEHHS €()EKTHBHOCTI MOIYJIBHOI 0araTomponecopHoi 00UHCIIIOBATBHOI CHCTEMH 38 PaxyHOK
OaraToBHMIpHOI arperamnii kaHaliB MepexxeBoro iHTepdeiicy. 3anponoHOBaHMHM IiXiA JO3BOINB HE JINIIE MiTBUIIUTH ¢()EeKTHBHICTD
po3mapanentoBaHHs, aje i iCTOTHO 3MEHIIUTH Yac 004uciIeHb. Takux pe3ysbTaTiB BAANOCs JOCIITH 3a PaXyHOK 3MCHILICHHS 4Yacy
IPaHUYHOT0 OOMiHY JaHUMH MK OOUHCITIOBAIbHUMU BY3JIaMH KIIACTEPHOI CHCTEMH.

PesyabTaTn. Oco0NMBICTIO 3aIPOITOHOBAHOTO MiJXOY € T€, IO BiH MO3BOJIUB peasi3yBaTH MPsIMUN OOMIH TaHHUMHU MiX orepa-
THUBHOIO I1aM’SITTIO BY3JIiB 0araTornpouecopHol CHCTEMH, II0 MiJBHILY€E HIBUAKOIII0 OOYHMCIICHD i 3a0e3neuy€e BHCOKOIIBHIKICHUIA
jgoctyn 1o nam’sti ii slave-By3miB. Ilpu npoMy mijg yac oOMiHy JaHUMH MiX By3JaMH CHCTEMH po3BaHTaxyerbcs cuctema CPU i
3HIKY€THCS 3aBaHTKCHHS KaHAy, SIKHil IPOXOANUTH MIX By3JIaMH OOYHCIIFOBAIBHOI CHCTEMH, 110 CHPHSE 3MEHILICHHIO Yacy TPaHH-
YHOTO 0OMiHY JaHHMHU MiXK OOYHCITIOBaIbHUMH BY3JIaMH CHCTEMH.

BucHoBku. Pe3ynbrati MPOBEJCHUX SKCIIEPUMEHTIB MMOKa3ay, [0 Po3pobiieHa 6araTonporecopHa CHCTEMa BUKOPHCTOBY €ThCS
JUISL CTBOPEHHST HOBHX TEXHOJIOTIYHMX IporeciB. Tak, BOHA 3aCTOCOBYETHCS B yCTaHOBII JuIsl iHTeHCHpiKaIii chepoinu3yiodoro Bia-
nayry JOBFOMIPHOTO CTaleBOro BUpoOy. besnocepenHbO TEXHONOTIUHUI MTpoIiec TePMiuHOT 00pOOKH MeTay nmpuabdaBae Taki nepesa-
I'Hl, IK BUCOKA MPOYKTHBHICTb, ICTOTHE 3HIKEHHSI €HEPrOCIIOKUBAHHS 1 03BOJISIE 3IHCHIOBATH KOHTPOJIb TEXHOJOTIYHUX Mapamer-
PiB B pexuMax Hei30TepMidHOI 0OPOOKH MeTaiy.

KJIFOYOBI CJIOBA: OG6ararompolecopHi CHCTEMH, MepexeBHi iHTepdeiic, arperaifis, UIBUAKOIIS, I1aM’siTh, BY3IH,
JIATCHTHICTb.

YK 004.75
MOJAYJbHAS BBICOKO3®®EKTUBHASI MHOI'OIIPOLIECCOPHASL CACTEMA C MHOIOMEPHOM
ATPETAIIMEN KAHAJIOB CETEBOT'O HHTEP®EMCA
Mopo3 J. M. — accucteHT Kadeapsl mporpaMMHOro obecriedeHnst KoMIbioTepHbIx cucteM, HTY «/lHenpoBckas mOIUTEXHUKaY,
[uenp, Ykpauna.

AHHOTALIMUSA

AKTYaJIbHOCTB. B cOBpeMeHHBIX YCIOBHAX MpobieMa KOHCTPYHPOBAHUS MHOTONPOLIECCOPHBIX CHCTEM 0a3e CTaHAapTHBIX 00-
MIEOCTYHBIX TEXHOJIOTHI U KOMIIOHEHTOB MproOpeTaeT 0codoe 3HaUeHHE. DTO BBI3BAHO TEM, YTO TAKHUE CUCTEMBI CTAIH O0IIea0C-
TYIHBIMHU U JICIICBBIMU aIlIApaTHBIMU TUIATGOPMaMH JUTS BBICOKOTIPOU3BOIUTEIBHBIX BEIYHCICHUH. KpoMe Toro, mpakTika BeIIBH-
raet npoOJIEMbl, TOJTHOE PEIICHHE KOTOPHIX B OOJBITMHCTBE CIyYacB BO3MOXKHO JIMIIb 33 CUET MPHUMEHEHUS BBICOKOIIPOU3BOIUTEITb-
HbIX BbluUCIIeHUH. CienoBaTenbHO, TeMa KOHCTPYHUPOBAHUS KIIACTEPHBIX MHOTOMPOIIECCOPHBIX CUCTEM Ha CETrOJHS SIBJISIETCS aKTy-
AIbHOM, HHTEPECHOM M HAXOJUTCS HA Tale CBOCr0 aKTUBHOTO pa3BUTHs. BMmecTe ¢ TeM, HOBBIM KaueCTBEHHBIN ATall pa3BUTUSI MHO-
TOIPOLIECCOPHBIX KIACTEPHBIX CUCTEM JISKHUT B O0OJIACTH MCIOIb30BAaHUS HOBBIX COBPEMEHHBIX CETEBBIX TEXHOJIOTHH. B Hacrosmiee
BpeMs npobieMa BEIOOpa M aHaIN3a CETEBBIX TEXHOJIOTHH Ui MOIYIbHBIX MHOTONPOLIECCOPHBIX KJIACTEPHBIX CUCTEM HE MOIy4YriIa
JOJDKHOTO Pa3BUTHSA, KaK M MpoOJeMa peopraHu3aliyl CTPYKTYpPhl CETEBOTro WHTepdelica MyTeM arperaiuy KaHajoB CETEBOTO WH-
Tepeiica.

Hens. B pabote mocrasiieHa 1eib YCOBEPUICHCTBOBAHUE CTPYKTYPBI H MOBBIIICHHE MPOU3BOIUTEIEHOCTH MHOTOIIPOIICCCOPHOM
BBIYUCIUTEIBHON CHCTEMBI ITyTEM MHOTOMEPHOW arperainud KaHajoB CeTeBOro MHTepdeiica, alanTHpOBaHHOTO K PEHICHHUIO 3a1ad
HCCIIelyeMOro Kiacca.

Merton. Pemiena 3a1a4a noeiieHUs 3¢ (HEeKTHBHOCTH MOTYJIbHOM MHOTOIPOIIECCOPHON BBIYUCIUTEIBHON CHCTEMBI 32 CYET MHO-
rOMEpHOH arperaiueil kaHajioB cereBoro uHrepdeiica. [IpeyioKeHHBIH MOAXOA MO3BOJIMI HE TOJBKO MOBBICHTH 3()(EKTHBHOCTH
pacnapayienMBaHus, HO U CyIIECTBEHHO YMEHBIINTh BpeMs BBIYUCICHUN. Takux pe3ynbTaToB yaaqoch JOCTHYb 32 CYET yMEHbIIe-
HUS BpEMEHH IPaHMYHOTO 0OMEHa JaHHBIX MEXy BBEIYHCIUTEIFHBIMH Y3JIaMH KIaCTEPHOH CHCTEMBI.

PesyabTaThl. OCOOCHHOCTBIO MPEATIOKEHHOTO MOAX0/IA SBISETCS TO, YTO OH MO3BOJIMI PEANTN30BATh MPSIMO OOMEH NTaHHBIMU
MEX]y ONEPATHBHOU MAMSTHIO Y3JIOB MHOTOIIPOIIECCOPHOM CHCTEMBI, YTO MOBHIIMIAET OBICTPOICHCTBUE BEIYMCICHUI U 00CCIICUNBACT
BBICOKOCKOPOCTHOI JJOCTYH K mamsTH ee slave -y3moB. [Ipu 3ToM Bo Bpemst 0OMEHa TaHHBIMU MEXITy y3JIaMH CHCTEMBI pasrpyKaeTcs
cucrema CPU u cHibkaeTcst 3arpy3ka KaHasia, KOTOPBIH MPOXOIUT MEXKAY Y3JaMH BBIYHCIHTEIBHONW CHCTEMBI, YTO CIOCOOCTBYET
YMEHBIIICHHUIO BPEMEHH TPAHUYHOTO OOMEHA JAHHBIX MEK/Y BHIYUCIUTCIBHBIMU Y3JIaMU CUCTEMBI.

BrbiBoabl. Pe3ynbTaThl MPOBEACHHBIX 3KCIIEPUMEHTOB MOKA3aJIM, YTO pa3paboTaHHas MHOTOIPOLIECCOPHAs CUCTEMa HCIIOIb3YeT-
Cs1 IS CO3JJaHUSI HOBBIX TEXHOJIOTHYECKUX MPOIeccoB. Tak, OHa MPUMEHSETCs] B YCTAaHOBKE /Ul HHTCHCH(HUKALMU CHeponan3upye-
LIETO OTXKUra JITHHHOMEPHOTO CTATBHOTO M3aenus. HemocpencTBeHHO TEXHOIOTHMIECKUI MpoLece TEPMUIECKOH 00pabOTKH MeTa-
J1a IPHOOpETaeT TaKhe MPEUMYIIECTBa, KaK BBICOKAs MPOM3BOAUTEIBHOCTD, CYIIECTBEHHOE CHIDKEHHOE YHEPTONOTPEOIeHE U TI0-
3BOJISIET OCYIIECTBISTH KOHTPOIb TEXHOJIOTHYECKHUX MAPAMETPOB B PEKIMaX HEU30TEPMUIECKONW 00paboTKH MeTalia.
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