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ABSTRACT

Context. The problem of estimating the duration of software development in Java for personal computers (PC) is important be-
cause, first, failed duration estimating is often the main contributor to failed software projects, second, Java is a popular language,
and, third, a personal computer is a widespread multi-purpose computer. The object of the study is the process of estimating the dura-
tion of software development in Java for PC. The subject of the study is the nonlinear regression models to estimate the duration of
software development in Java for PC.

Objective. The goal of the work is to build nonlinear regression models for estimating the duration of software development in
Java for PC based on the normalizing transformations and deleting outliers in data to increase the confidence of the estimation in
comparison to the ISBSG model for the PC platform.

Method. The models, confidence, and prediction intervals of nonlinear regressions to estimate the duration of software develop-
ment in Java for PC are constructed based on the normalizing transformations for non-Gaussian data with the help of appropriate
techniques. The techniques to build the models, confidence, and prediction intervals of nonlinear regressions are based on normaliz-
ing transformations. Also, we apply outlier removal for model construction. In general, the above leads to a reduction of the mean
magnitude of relative error, the widths of the confidence, and prediction intervals in comparison to nonlinear models constructed
without outlier removal application in the model construction process.

Results. A comparison of the model based on the decimal logarithm transformation with the nonlinear regression models based
on the Johnson (for the Sg family) and Box-Cox transformations as both univariate and bivariate ones has been performed.

Conclusions. The nonlinear regression model to estimate the duration of software development in Java for PC is constructed
based on the decimal logarithm transformation. This model, in comparison with other nonlinear regression models, has smaller
widths of the confidence and prediction intervals for effort values that are bigger than 900 person-hours. The prospects for further
research may include the application of bivariate normalizing transformations and data sets to construct the nonlinear regression
models for estimating the duration of software development in other languages for PC and other platforms, for example, mainframe.

KEYWORDS: duration, software development, Java, personal computer, nonlinear regression model, normalizing transforma-
tion, non-Gaussian data, ISBSG.

ABBREVIATIONS

COCOMO is a constructive cost model;

ISBSG is the International Software Benchmarking
Standards Group;

KLOC is kilo lines of code (one thousand lines of
code);

MMRE is a mean magnitude of relative error;

MRE is a magnitude of relative error;

PC is a personal computer;

PRED is a percentage of prediction;

SMD is a squared Mahalanobis distance.

NOMENCLATURE
60 is an estimator of the parameter defined by the in-
tercept of the true regression line for normalized data;
61 is an estimator of the parameter defined by the

slope of the true regression line for normalized data;
N is a number of data points;

N(O, cg) is a Gaussian distribution with zero mathe-

matical expectation and variance c§ ;

P is a non-Gaussian random vector;
R is a multiple coefficient of determination;
T is a Gaussian random vector;

t W 2LN=-2 is a quantile of student’s t-distribution with

N —2 degrees of freedom and o/2 significance level;

X| is an effort of software development;
Y is the duration of software development;
Z; is a Gaussian variable that is obtained by trans-

forming variable X;;
Zy is a Gaussian variable that is obtained by trans-

forming variable Y;

Zy is a sample mean of the Zy values;

2Y is a prediction result by linear regression equation
for normalized data;
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o is a significance level;
By is a multivariate skewness;

B, is a multivariate kurtosis;

¢ is a Gaussian random variable that defines residu-
als;

o, is a standard deviation of ¢ ;
y is a vector of bivariate normalizing transformation.

INTRODUCTION

Estimation of duration, effort, and the cost is a very
important and integral part of the software development
life cycle [1-3]. It is important to do an accurate estima-
tion as much as possible because failed estimation (in-
cluding duration estimation) is often the main contributor
to failed software projects.

Today estimation of duration in software development
is mostly based on heuristic approaches like expert judg-
ment and planning poker. In absence of the experts for
estimating, it is very difficult to estimate software devel-
opment duration. That is why there is a need for algo-
rithmic methods and mathematical models that can do
accurate estimates.

For many years the most famous models are regres-
sion equations such as COCOMO and ISBSG. These
models are similar in structure (both are effort dependent
and constructed based on decimal logarithm). Wherein
there only is one ISBSG model for estimating the duration
of software development for the PC platform. However,
there are no models which additionally take into account
the programming language. In this paper, we demon-
strated the need to take into account the programming
language for the ISBSG model. We practiced the calibra-
tion of the ISBSG model using the ISBSG data set (D&E
Corporate Release May 2021 R1) collected from the
software development projects in Java for PC. We used
the ISBSG data set because for many years the ISBSG
repository is applied as a foundation of the software pro-
ject estimation process [4]. Also, we constructed other
models based on the normalizing transformations such as
the Box-Cox and Johnson using the above data set.

The object of study is the process of estimating the
duration of software development in Java for PC.

The subject of study is the regression models to es-
timate the duration of software development in Java for
PC.

The purpose of the work is to increase the confi-
dence in estimating the duration of software development
in Java for PC.

1 PROBLEM STATEMENT
Suppose given the original sample as the bivariate
non-Gaussian data set: actual duration (in months) Y and
effort (in person-hours) X, of software development in
Java for PC. Suppose that there is a mutually inverse
normalizing transformation of non-Gaussian random vec-

tor P={Y, XI}T to Gaussian random vector T = {Z,Z, }T
is given by

T=y(P) 0!

and the inverse transformation for (1)
P=y(T). @

It is required to build the nonlinear regression model
in the form Y =Y(X},&) based on transformations (1) and

).

2 REVIEW OF THE LITERATURE

Although the first models for estimating the duration
of software development were built in the 1970-1980
years [1, 5], research in this area is still ongoing [4, 6—10].

Most often these models enable estimating the dura-
tion of software development depending on the develop-
ment effort. Building such models requires the presence
of corresponding datasets. Firstly it was government or-
ganization datasets (NASA etc.). For at least 25 years
many such researchers are used data from the different
ISBSG repository releases [6—10].

The COCOMO models were built using project size as
the data clustering criteria [1]. Software development
projects were split by their size into 3 types: organic (2—
50 KLOC), semi-detached (50-300 KLOC), and embed-
ded (larger than 300 KLOC). Then each of these types
was built in separate models.

The ISBSG models are similar in structure to
COCOMO models the only difference is that they were
built for such platforms as mainframe, mid-range, and
personal computers based on the 1996 ISBSG repository
data.

In all models from [1, 2, 6] the decimal logarithm
transformation was used to normalize empirical data. But
as it was clear from [6], the above transformation is not
always acceptable for empirical data normalization. In [6]
a linear regression was performed on the LoglO-
transformed values of duration and effort for the 39 PC

software development projects R?=0.140. It is very low
and means that there is no correlation between dependent
and independent variables.

In the nonlinear regression model for estimating the
duration of software development for PC [7], the Johnson
univariate transformation was used to normalize empirical
data values of duration and effort. This transformation
enables to build of valid models in some cases but as will
be shown in this research this transformation gives aver-
age model quality with the 2021 ISBSG repository data
for software developed in Java for PC. Therefore, it is
also required to apply bivariate transformation and re-
move outliers from the empirical data to build a high-
quality model according to [11].
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A normalizing transformation is often a good way to
construct nonlinear regression models [11-17]. According
to [14], transformations are made for essentially four pur-
poses, two of which are: firstly, to obtain approximate
normality for the distribution of the error term (residuals),
secondly, to transform the response and/or the predictor in
such a way that the strength of the linear relationship be-
tween new variables (normalized variables) is better than
the linear relationship between initial dependent and in-
dependent variables.

According to [11], there may be data sets on which the
results of building nonlinear regression models depend,
firstly, which normalizing transformation is used, univari-
ate, or multivariate, and, secondly, are there any outliers
in the data set. That is why in [11] the technique was con-
sidered to build nonlinear regression models based on the
multivariate normalizing transformations and prediction
intervals. In this technique, in addition to the technique
for detecting outliers in multivariate non-Gaussian data
[18], the prediction intervals of nonlinear regressions are
used to detect the outliers in the process of constructing
the nonlinear regression models. We apply the above
technique [11] for building the nonlinear regression mod-
els with one predictor (effort) to estimate the duration of
software development in Java for PC.

3 MATERIALS AND METHODS

According to [11], the technique to build nonlinear re-
gression models based on the normalizing transformations
and prediction intervals consists of four steps. In the first
step, multivariate non-Gaussian data are normalized using
a multivariate normalizing transformation (1).

In the second step, the nonlinear regression model is
constructed based on the multivariate normalizing trans-
formation (1). Before that, we first determine whether one
data point of a multivariate non-Gaussian data set is a
multidimensional outlier. To do this, we apply the statisti-
cal technique based on the normalizing transformations
and the Mahalanobis squared distance (MSD) as in [18,
19]. If there is a two-dimensional outlier in a bivariate
non-Gaussian data set, then we discard the one, and return
to step 1, else build the linear regression model for nor-
malized data based on the transformation (1) in the form

ZY :2Y +8=60+6121+8, (3)

¢ is a Gaussian random variable that defines residuals,
e~N (0, oﬁ )
After that, the nonlinear regression model is built

based on the linear regression model (3) and the transfor-
mations (1) and (2) as

Y=y (By +e) . )

In the third step, the prediction interval of nonlinear
regression is defined [11]

\V?I 2Y +1 SZ 1+L+M , (5)
i 0/2,N-2 N SZIZI

where t W/ 2,N=2 is a student’s t-distribution quantile with

a/2 significance level and N—2 degrees of freedom;

;N - ; a1
t= 3z 7). Sup -2, -7):
N-2:3 i=1
Z) 1%2
1=75 I -
N i

In the fourth step, we check if there are data that are
out of the bounds of the prediction interval. And if we
detect the outliers, we discard them and repeat all the
steps starting with the first for new data without discarded
outliers, else nonlinear regression model construction is
completed.

To normalize the data according to (1), we applied the
decimal logarithm transformation with components Z;

Zi=1gX4 (6)
and Zy
Zy =lgY . %

Also, to normalize the data, we used the univariate and
bivariate Box-Cox transformations [16] with components
Z)

(XM 1)y, i a0
zy=x()=1"" ®)
In(X,), it A;=0

and Zy , which is defined analogously to (8) with the only
difference that instead of Z;, Xj, and A; should be put
respectively Zy , Y, and Ay . Here Z;, and Z, are Gaus-
sian variables, A; and Ay parameters of the bivariate

Box-Cox transformation.

Furthermore, to normalize the data, we used the uni-
variate and bivariate Jonson transformations for the Sg
family [11] with component Z;

Xi— ¢

Zy=y +nln
O +A =X

)

and Zy , which is defined analogously to (9) with the only
difference that instead of Z;, X, y;, My, @1, and A
should be put respectively Zy, Y, vy, Ny, ¢y, and Ay .
Here Z; and Z, are Gaussian variables with zero

mathematical expectation and unit variance; vy, my,
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Qy, Ay, Y1, N> ¢, and A, are parameters of the John-

son transformation for the Sy family.

The nonlinear regression model based on the linear
regression model (3) for the normalized data and the
decimal logarithm transformation for (6) and (7) has the
form

Y =105 x (10)

The nonlinear regression model based on the bivariate
Box-Cox transformation has the form [20]
)]

Y= [fw (2Y +g)+1]1/XY :

According to [20], the nonlinear regression model
based on the Johnson bivariate transformation for the Sg
family has the form

Y =y +7A\Y/{1+exp[—(2v +€—§’Y)/ﬁ¥]}~ (12)

In (10)—(12) as and in (3), ¢ is a Gaussian random

variable which defines residuals, € ~ N (0, cﬁ )

The confidence interval of nonlinear regression is de-
fined analogously to (5) with the only difference that in
the sum under the square root, there will not be leading 1.

4 EXPERIMENTS

Before building a nonlinear regression model based on
the multivariate normalizing transformation, we con-
structed a nonlinear regression equation to estimate the
duration Y (in months) of software development for the
PC platform depending on the effort X; (in person-hours)
based on the decimal logarithm transformation of 243
software projects data with Data Quality Rating A from
the 2021 ISBSG database (see Fig. 1).

] 20000

40000 60000 80000 100000 i

Figure 1 — Nonlinear regression (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which was constructed by the decimal logarithm using 243
software projects data (dots) with Quality Rating A (highest)
from the ISBSG database (D&E Corporate Release May 2021
R1)

Fig. 1 contains nonlinear regression (solid line) for
which the equation is:

Y =0.4902X 3437 (13)
Also, Fig. 1 contains prediction intervals bounds (dash
lines) of nonlinear regression of the duration depending
on the effort, which was constructed using the decimal
logarithm (Log10) by (5) for a significance level of 0.05.

The values of R* , MMRE, and PRED(0.25) equal re-
spectively 0.2971, 0.4840, and 0.3457 for equation (13).
These values are less than acceptable ones and indicate
the unsatisfactory accuracy of duration prediction by
equation (1). That is why we apply the appropriate tech-
nique [11] to build a nonlinear regression model for esti-
mating the duration of software development in Java for
PC.

To construct a nonlinear regression model for estimat-
ing the duration of software development in Java for PC
we use the above technique for the 39 software projects
data with Data Quality Rating A from the ISBSG data-
base (D&E Corporate Release May 2021 R1). The above
data are shown in Fig. 2 as dots.
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Figure 2 — Scatter plot of effort X; vs. duration Y for 39 software
projects in Java for PC

We checked the bivariate data from Fig. 2 for multi-
variate outliers. But before that, we tested the normality
of multivariate data from Fig. 2 because well-known sta-
tistical methods (for example, multivariate outlier detec-
tion based on the squared Mahalanobis distance (SMD))
are used to detect outliers in multivariate data under the
assumption that the data is described by a multivariate
Gaussian distribution [16, 18, 19]. We applied a multi-
variate normality test proposed by Mardia and based on
measures of the multivariate skewness B, and kurtosis
B, [21, 22]. According to this test, the distribution of
bivariate data from Fig. 2 is not Gaussian since the test
statistic for multivariate skewness NB;/6 of this data,
which equals 119.61, is greater than the quantile of the
Chi-Square distribution, which is 14.86 for 4 degrees of
freedom and 0.005 significance level. Similarly, the test
statistic for multivariate kurtosis 3, which equals 24.60,
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is greater than the value of the Gaussian distribution
quantile, which is 11.30 for 8 mean, 1.641 variance, and
0.005 significance level.

Therefore, we used the statistical technique [18] to de-
tect multivariate outliers in the bivariate non-Gaussian
data from Fig. 2 based on the multivariate normalizing
transformations and the SMD for normalized data. To
normalize the data from Fig. 2, we applied three univari-
ate and two bivariate transformations (see Table 1).

The parameter estimates of the univariate and bivari-
ate Box-Cox transformations for the data from Fig. 2 are
calculated by the maximum likelihood method according
to [16]. The parameter estimates of the univariate Box-

Cox  transformation  are 71Y =-0.295079  and

A

A1 =—0.244234. The parameter estimates of the bivariate

Box-Cox transformation are Ay =-0.207256 and
A =-0.212036.
Table 1 — SMD values for normalized data

. Univariate Bivariate
No Project ID Logl0 | Box-Cox| Johnson | Box-Cox| Johnson
1 10248 1.37 1.55 1.04 1.60 1.27
2 10868 8.74 14.69 14.02 12.95 10.56
3 11641 11.81 8.18 8.20 9.10 10.23
4 11802 1.12 1.26 1.12 1.23 1.19
5 12636 5.60 3.98 4.78 4.42 5.30
6 12857 0.98 0.98 0.89 0.97 0.96
7 14345 0.43 0.39 0.26 0.40 0.31
8 14487 2.33 1.90 1.93 1.98 2.20
9 14883 0.50 0.49 0.31 0.49 0.38
10 14937 6.61 4.09 5.57 4.39 5.73
11 14953 0.52 0.61 0.51 0.59 0.53
12 16032 1.24 1.61 1.23 1.57 1.30
13 18271 0.15 0.13 0.12 0.15 0.16
14 19256 0.73 0.85 0.49 0.83 0.59
15| 21372 0.42 0.35 0.21 0.34 0.27
16 | 21719 0.29 0.21 0.16 0.22 0.20
17 | 22359 1.86 1.92 1.36 2.01 1.68
18 | 22404 3.43 2.63 2.52 2.77 291
19 | 23094 1.11 1.28 1.05 1.26 1.11
20 | 23265 0.28 0.20 0.16 0.21 0.20
21 24483 2.23 2.01 1.76 2.07 1.98
22 | 25081 0.16 0.09 0.10 0.11 0.13
23 | 25342 1.54 1.86 1.13 1.93 1.47
24 | 25480 0.16 0.09 0.10 0.11 0.13
25 | 25663 1.49 2.26 1.66 2.17 1.76
26 | 25931 0.41 0.63 0.37 0.65 0.50
27 | 26422 0.25 0.17 0.14 0.18 0.17
28 | 26695 2.17 2.77 2.46 2.62 2.34
29 | 28504 0.28 0.42 0.26 0.43 0.34
30 | 28519 2.73 5.90 9.75 5.45 6.30
31 29310 7.92 4.10 6.06 4.45 6.44
32 | 29311 1.37 1.37 1.27 1.38 1.35
33 | 29398 1.83 3.18 2.49 3.00 2.52
34 | 29471 0.14 0.12 0.11 0.13 0.14
35 | 29537 0.23 0.43 0.27 0.41 0.27
36 | 30243 0.40 0.61 0.36 0.63 0.48
37 | 30658 0.18 0.24 0.17 0.25 0.22
38 | 31895 3.86 3.17 2.57 3.31 3.26
39 1 31999 1.11 1.28 1.05 1.26 1.11

The parameter estimates of the univariate and bivari-
ate Jonson transformation for the Sg family for the data

from Fig. 2 are calculated by the maximum likelihood
method according to [20]. The parameter estimates of the
univariate Jonson transformation for the Sp family are
Ty =3.8025, y; =3.02479, ny =1.4727, 1, =0.59352,

§y =0.65925,  (;=97.897, iy =76.853, and

il =207294.1. The parameter estimates of the bivariate
Jonson transformation for the Sg family are jy =10.939,
11 =4.42142, Ny =1.19033, M =0.54626 ,

By =0.23642,  (;=81.576, Ay =5937.939,

A =1484909.7 .

Table 1 contains the SMD for normalized data. The
SMD values from Table 1 indicate there is one multivari-
ate outlier in bivariate non-Gaussian data for four trans-
formations (all univariate transformations and the bivari-
ate Box-Cox transformation) since the SMD values for
row 3 for decimal logarithm and row 2 for two univariate
transformations (Box-Cox and Jonson) and the bivariate
Box-Cox transformation are greater than the quantile of
the Chi-Square distribution, which equals to 10.60 for the
0.005 significance level and 2 degrees of freedom. In Ta-
ble 1, the SMD values, which are greater than the above
quantile, are highlighted in bold.

For example, a scatter plot of normalized effort Z; vs.
normalized duration Zy (using the bivariate Box-Cox
transformation) for the data from Fig. 2 is shown in
Fig. 3. Here the above outlier (Project 10868) is marked
as an “outlier”.

and

Zy
2 . e
.
.
R . . [T
1.5 ]
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.
.
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.
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L ]
0 3 3.3 4 zZ

Figure 3 — Scatter plot of normalized effort Z; vs. normalized
duration Zy (using the bivariate Box-Cox transformation) for the
data from Fig. 2

Only the SMD values from Table 1 for bivariate Jon-
son transformations for the Sy family indicate there are no
multivariate outliers in bivariate non-Gaussian data from
Fig. 2 since all SMD values, in this case, are less than the
above quantile value.

The reason for such different results in outlier detec-
tion is that only the data normalized using the bivariate
Jonson transformation for the S family passes a multi-
variate normality test proposed by Mardia [21]. As a note,
the above, Mardia’s test is based on measures of the mul-
tivariate skewness P, and kurtosis B, [21].

© Prykhodko S. B., Pukhalevych A. V., Prykhodko K. S., Makarova L. M., 2022

DOI 10.15588/1607-3274-2022-3-14

148



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

According to Mardia’s test, the bivariate distribution
of data (from Fig. 2) normalized using the bivariate Jon-
son transformation for the S family is approximately
Gaussian since the test statistic for multivariate skewness
NB,/6 of this data, which equals 2.08, is less than the

quantile of the Chi-Square distribution, which is 14.86 for
4 degrees of freedom and 0.005 significance level. Also,
the test statistic for multivariate kurtosis 3, , which equals

10.71, is less than the value of the Gaussian distribution
quantile, which is 11.30 for 8 mean, 1.641 variance, and
0.005 significance level.

Therefore, we decide, that there are no multivariate
outliers in bivariate non-Gaussian data from Fig. 2 (39
data points). And we go to step 2 of the first iteration.

We constructed the nonlinear regression model (10),

for which the estimate 6, is 0.1552, parameters estimates

are By =—0.500291 and by =0.357533.

Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

first iteration, =2.026; Sz =0.15726 ;

ta/Z,N—Z
Z,=3.025; Sz,z, =15.968 for the data normalized by

the Log10 transformation of 39 data points from Fig. 2.

There are two outliers (data for software projects
10868 and 11641) since their Y values are out of the pre-
diction interval computed by (5) for a significance level
of 0.05. We discarded data of software projects 10868 and
11641. The first iteration is completed. The above 37 data
points are shown in Fig. 4.

In the second iteration, there are no multivariate out-
liers in bivariate non-Gaussian data from Fig. 4 (37 data
points). And we go to step 2 of the second iteration.

0 10000 40000 X

20000

30000

Figure 4 — Nonlinear regression Y (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which is constructed by the decimal logarithm transformation of
37 data points

We constructed the nonlinear regression model (10),
for which the estimate &, is 0.1104, parameters estimates

are by =—0.468116 and by =0.346194 .

Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

second iteration, =2.030; Sz =0.1120 ;

t(x/Z,N—Z
Z,=3.035; Sz,z, =15.816 for the data normalized by

the Log10 transformation of 37 data points from Fig. 4.

There are two outliers (data for software projects
12636 and 31895) since their Y values are out of the pre-
diction interval computed by (5) for a significance level
of 0.05. We discarded data from software projects 12636
and 31895. The second iteration is completed.

In the third iteration, we used data from the remaining
35 projects (see Fig. 5). There are no multivariate outliers
in bivariate non-Gaussian data from Fig. 5 (35 data
points). And we go to step 2 of the third iteration.

Next, we used 35 data points from Fig. 5 to construct
the model in form (10) with the following parameters

estimates: by =—0.439718 , by =0.330913, &, =0.0828 .

I

40000 A

0 10000

20000 30000

Figure 5 — Nonlinear regression Y (solid line) and its prediction
intervals (dash lines) of the duration depending on the effort,
which is constructed by the decimal logarithm transformation of
35 data points

After constructing a model (10), we have to find the
nonlinear regression prediction interval by (5) for a sig-
nificance level of 0.05 (see Fig. 5). In the third iteration,

tyo N =2035; Sz =0.0840 ; Z,=3.016;

Sz,z, =15.158 for the data normalized by the Logl0

transformation of 35 data points from Fig. 5.

There is one outlier (data for software project 14487)
since its Y value is out of the prediction interval computed
by (5) for a significance level of 0.05. We discarded data
from software project 14487. The third iteration is com-
pleted.

In the fourth iteration, we used data from the remain-
ing 34 projects (see Fig. 6). There are no multivariate
outliers in bivariate non-Gaussian data from Fig. 6 (34
data points). And we go to step 2 of the fourth iteration.

We used 34 data points from Fig. 6 to construct the
model in form (10) with the following parameters esti-

mates: 60 =-0.423179, 61 =0.323072, 6, =0.07253.
Next, we calculated the nonlinear regression predic-
tion interval by (5) for a significance level of 0.05. In the

fourth  iteration, =2.037; S7; =0.07366 ;

LN
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Z;=3.002; Sz =14.923 for the data normalized by

the Log10 transformation of 34 data points from Fig. 6.
There are no outliers since all Y values are not out of
the bounds of the prediction interval computed by (5) for
a significance level of 0.05. The model construction is
completed.
5

0 10000

20000

30000 40000 X

Figure 6 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by the decimal
logarithm transformation of 34 data points

Also, we calculated the confidence intervals of

nonlinear regression Y constructed by the decimal loga-
rithm transformation of 34 data points (see Fig. 6).

The computer program implementing the constructed
models (10), (11), and (12) was developed to conduct
experiments. The program was written in the sci-language
for the Scilab system. Scilab (https://www.scilab.org/) is
free and open-source software, the alternative to commer-
cial packages for system modeling and simulation pack-
ages such as MATLAB and MATRIXx [23].

5 RESULTS

The prediction results Y (solid line) of nonlinear re-
gression models (11) and (12), its confidence (dot lines)
and prediction (dash lines) intervals of the duration (in
months) depending on the effort (in person-hours) are
defined for both univariate and multivariate transforma-
tions (see figures 7-10) to compare with prediction results
for model (10).

¥

40000 A

0 10000

20000 30000

Figure 7 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by univariate Box-
Cox’ transformation of 34 data points

To evaluate the prediction accuracy of the nonlinear
regression models we applied the metrics R, MMRE, and
PRED(0.25). MMRE and PRED(0.25) are accepted as
standard evaluations of prediction results by regression
models.

0 10000 20000 30000 40000 A

Figure 8 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which is constructed by bivariate Box-
Cox’ transformation of 34 data points

0 10000 20000 30000 40000 Rl

Figure 9 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration

depending on the effort, which is constructed by univariate
Johnson’ transformation of 34 data points

40000 &

0 10000

20000 30000

Figure 10 — Nonlinear regression Y (solid line), its confidence
(dot lines) and prediction (dash lines) intervals of the duration
depending on the effort, which constructed by bivariate John-

son’ transformation of 34 data points
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These metrics are applied in software engineering too
[24, 25]. The acceptable values of MMRE and
PRED(0.25) are not more than 0.25 and not less than 0.75

respectively. The values of R?, MMRE and PRED(0.25)
are shown in Table 2 for models (10)—(12) for both uni-
variate and multivariate transformations. The values of
these metrics are acceptable and approximately the same
for all models. These values indicate good prediction ac-
curacy of the models (10)—(12) for estimating the duration
of software development in Java for PC.

Table 2 — The prediction accuracy metrics of the nonlinear
regression models

Metrics Univariate Bivariate
Logl0 | Box-Cox | Johnson | Box-Cox | Johnson
R’ 0.8817| 0.8704] 0.8763| 0.8709| 0.8807
MMR in 0.0010[  0.0008[ 0.0006] 0.0086] 0.0001
MMR jax 0.3147| 0.3001] 0.2953] 0.3539] 0.3108
MMRE 0.1352| 0.1333] 0.1346] 0.1356] 0.1353
PRED(0.25) 0.8529] 0.8529| 0.8529| 0.8235] 0.8529

Also, Table 2 contains minimum and maximum values
of MRE denoted MMR;;, and MMR .., respectively.

The model (12) based on the Johnson bivariate trans-
formation for the Sg family has smaller MRE values for
bigger numbers of data points in comparison to other
models. Such, the MRE values for the model (12) based
on the Johnson bivariate transformation are smaller than
for the model (11) with parameters estimates for both the
univariate and bivariate Box-Cox transformations for 21
from 34 data points. The MRE values for the model (12)
based on the Johnson bivariate transformation are smaller
than for the model (10) for 18 from 34 data points. The
MRE values for the model (12) based on the Johnson
bivariate transformation are smaller than for the model
(12) with parameter estimates for the Johnson univariate
transformation for 19 from 34 data points. Also, the last
result indicates the advantage of using the bivariate trans-
formation in comparison to the univariate one.

6 DISCUSSION

We apply bivariate normalizing transformations to
build the nonlinear regression model for estimating the
duration of software development in Java for PC by ap-
propriate techniques [11] since the error distribution of
the linear regression model is not Gaussian what the chi-
squared test result indicates. Also, there are no outliers in
the data. Moreover, the bivariate distribution of the data is
not Gaussian which the Mardia multivariate normality test
based on measures of the multivariate skewness and kur-
tosis indicates. Because we use the statistical technique
[18] to detect multivariate outliers in the bivariate non-
Gaussian data based on the bivariate normalizing trans-
formations and the SMD for normalized data. Note, that
we have other bivariate outliers for the data from Table 1
without applying normalization compared to outlier detec-
tion results using the above technique [18].

Also note that in our case, the poor normalization of
bivariate non-Gaussian data using the Box-Cox and John-
son univariate transformations lead to an increase in the

widths of the confidence and prediction intervals of
nonlinear regression for a larger number of data rows
compared to the Box-Cox and Johnson bivariate trans-
formations. The above indicates the advantage of using
the bivariate transformation in comparison to the univari-
ate one.

The nonlinear regression model (10), in comparison
with other nonlinear regression models (11) and (12), has
smaller widths of the confidence and prediction intervals
for effort values that are bigger than 900 person-hours.
These results and the values of the prediction accuracy
metrics from Table 2 indicate the preference for using a
more simple model (10) for estimating the duration of
software development in Java for PC.

CONCLUSIONS

The important problem of increase of confidence in
estimating the duration of software development in Java
for PC is solved.

The scientific novelty of obtained results is that
nonlinear regression models to estimate the duration of
software development in Java for PC are firstly con-
structed based on the Box-Cox and Johnson bivariate
transformations. These models, in comparison with other
nonlinear regression models, have smaller widths of the
confidence and prediction intervals for effort values that
are smaller than 900 person-hours.

The practical significance of obtained results is that
the software realizing the constructed model is developed
in the sci-language for Scilab. The experimental results
allow for the recommendation of the constructed model
for use in practice.

Prospects for further research may include the ap-
plication of bivariate normalizing transformations and
data sets to construct the nonlinear regression models for
estimating the duration of software development in other
languages for PC and other platforms, for example, main-
frame.
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AHOTAIIA

AKTyaJIbHICTB TIPOOJIEMH OLIHIOBAaHHS TPHUBAJIOCTI po3poOku mporpamuoro 3abesmedenHs (I13) Ha Java s mepcoHanbHHX
komn 'totepiB (IIK) oOymoBiieHa HaCTyTHUM YHHHUKaMHM: IIO-NIEPIe, HEBJAJC OLIHIOBAHHS TPHBAIOCTI YaCTO € OCHOBHOIO MPUYH-
HOIO HeBIayoi peanizallii MporpaMHHUX MPOEKTIiB; MO-Apyre, Java € momyJsipHOI0 MOBOIO; i, mo-tpere, 1K € mmpoko nomupeHum
OaratouiaboBUM KoMIT F0TepoM. OO’ €KTOM JOCTIIKECHHS € MPOIIeC OLiHIOBaHHS TpUBasocTi po3pooku I13 Ha Java mns I[1K. TIpenme-
TOM JOCII/KEHHS € MOJAENI HeNiHIiHOT perpecii 1 omiHoBaHHS TpuBasocTi po3pooku [13 Ha Java s TIK.

MeTta. Metoro po6oTH € oOyoBa HENHIMHUX perpeciiiHux Moerne I OLiHIOBAaHHS TpHUBasocTi po3podku I13 B Java s TTK
Ha OCHOBI HOPMaJIi3yl04Oro HMEPEeTBOPEHHS Y BUIIIAAL JECATKOBOTO JIOTApU(My Ta BHIAICHHS BUKHIIB y JAHUX UL ITiIBUINCHHS
JOCTOBIPHOCTI OLIIHIOBaHHS MOPiBHSIHO 3 Mozesutto ISBSG. st miatrdopmu TIK.

Mertopa. 3a 10MOMOTOIO BiAOBITHUX METOJIB Ha OCHOBI HOPMaJIi3yIOUX IEePETBOPEHB JJIsl HErayCoBHUX JAQHUX MOOYIOBAaHO MO-
JeJi, JOBip4i iHTepBaly Ta IHTePBaJIX HPOrHO3YBaHHS HENMIHIHHUX perpeciit s ouiHKK TpuBanocTi po3pobku I13 na Java ms TIK.
Meroau nobyoBH MOAEINei, TOBIpUMX IHTEPBAIIiB Ta IHTEPBAJIIB IPOrHO3YyBaHHS HENIIHIHHUX perpeciii 6a3yl0ThCsi HA HOPMAai3yIo-
YHX NepeTBOpeHHAX. TakoK MM 3aCTOCOBYEMO BHIAICHHS BUKHIIB UL ITOOY/IOBH MOZENeH. 3araioM, BHIle3a3HaAYCHE NPU3BOAUTD
JI0 3MEHIICHHS CePEIHbOI BEMTMYMNHN BiTHOCHOT HOXHUOKH, ITMPHHHU JOBIPYMX iHTEPBAJIB Ta IHTEPBAIIB MPOTHO3YBAHHS MOPIBHIHO 3
HENHIHHAMH MOJEIISIMH, OOy IOBaHUMH 0€3 3aCTOCYBaHHS BUJAJICHHS BUKHIIB Y IPOIIECi o0y X0BU Moemeit.

Pe3yasTaTn. [IpoBeieHo NOpiBHSIHHS MOOYX0BAHOI HAa OCHOBI I€CATKOBOTO JIOTapU(pMy MOZEINI 3 MOJEIISIMU HEJIIHIHHOI perpecii
Ha OCHOBI mepeTBopeHb [IxoHcoHa (171 ciMeiicTBa Sg) Ta bokca-Kokca sik 0THOBUMIPHHX, TaK 1 IBOBUMIPHHX.

BucnoBkn. Mozens HemiHiiHOT perpecii [uist oliHIOBaHHS TpHuBasiocTi po3pooku 13 Ha Java juis 1K nmoGymoBaHa Ha OCHOBI T1e-
peTBOpeHHs JecsaTKoBoro sorapudma. Lis Moenb, MOPIBHSIHO 3 IHIIMMHU MOJCIISIMU HeJliHIHHOT perpecii, Mae MeHIIIi 3HAUYSHHS IIHU-
PHHHU JOBIpYMX iHTEpBaIiB Ta iHTEpBAJiB MPOrHO3YBAaHHs AJIs TPYIOBHUTpAT, siKi nepeBuinyoTh 900 mroauHo-roauH. [lepcnektuu
MOJANBIINX JOCTIIKEHb MOXKYTh MepeadadaT 3acTOCYBaHHS ABOBHMIPHUX HOPMAITi3yIOUMX MEPETBOPEHB 1 HAOOPiB JaHUX IS I0-
OyZOBH HETIHIHHUX PerpeciiHuX MOJeNeH Ui OWiHIOBAaHHSA TpHUBAIOCTiI po3poOkw 13 iHmmmu moBamu mnsd IIK Ta iHmmx miat-
(dopmM, HarpuKiIaza, MeiHppeMiB.

KJIIOYOBI CJIOBA: TpuBamicTs, po3podka IporpaMHOro 3ade3neueHHs, Java, mepcoHanbHUI KOMIT' I0Tep, HeNliHiiHa perpe-
ciliHa MozeNb, HOpMalli3yloue IepeTBOPEeHH s, Heranycosi nani, ISBSG.
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HEJHAHEWHBIE PETPECCUOHHBIE MOJIEJIH 111 OHEHUBAHUS MPOJOJIKEHHOCTH PA3PABOTKHA
NMPOI'PAMMHOI'O OBECIIEYEHUSA HA JAVA JUISA IIK IO JAHHBIM ISBSG 2021 roga

Mpuxonpko C. B. — 1-p TexH. HayK, npodeccop, 3aBeAyIOMUi Kadeapoii MPOrpaMMHOT0 0OECIICUeHHUsI aBTOMAaTH3NPOBAHHBIX
cucteM HannoHansHOTO yHUBEpCUTETY KopabiecTpoeHus IMeHH anMupana Makaposa, Hukonaes, YkpanHa.

ITyxaneBu4 A. B. — kaHx. TexH. HayK, NpenojaBartelb Kageapsl MPOrpaMMHOTO OOECIIeUeHUs] aBTOMAaTU3HPOBAHHBIX CHCTEM
HanmoHnanbsHOTro yHUBEpCUTETY KopabliecTpoeH sl MIMeHH aaMupana Makaposa, Hukomnaes, Ykpanna.

Ipuxoapko E. C. — xaHa. TexH. HAyK, AOLEHT Kadeapbl MHPOPMALMOHHBIX CUCTEM U TexHosoruii HaunoHaabHOTO yHUBEPCH-
TETy KOopabliecTpoeHUsI IMEHH aaMupana MakapoBa, Hukomnaes, Ykpauna.

Maxkaposa JI. H. — kaHa. TexH. HayK, JOLUEHT Kadeapsl MPOrpaMMHOTO OOECIEeYeHHs] aBTOMAaTH3UPOBAHHEIX cucTeM Harmmo-
HAJIFHOTO YHHUBEPCHUTETY KOpadliecTpoeHUsI HMEHH aaMupana Makaposa, Hukonaes, Ykpauna.

AHHOTALUA

AKTYaJILHOCTB MPOOJIEMbI OLICHUBAHHS MPOJODKHTEILHOCTH pa3paboTku nmporpammuoro obecrneyenus (I10) Ha Java ams nep-
coHapHBIX KoMmbioTepoB (1K) oOycioBnena cnenyromumMu GpakTopamMu: BO-IIEPBBIX, HEYIa4HOE OLICHUBAHHE TPOIODKUTEILHOCTH
YacTO SBJISIETCSI OCHOBHOM NMPHYMHON HEyJauHOH peann3aluy MPOrpaMMHBIX IIPOEKTOB; BO-BTOPBIX, Java SIBISIETCS MOIYJISPHBIM
A3BIKOM; U, B-TpeTbuX, [IK sSBIseTCS MUPOKO pacipoCTpaHEHHBIM MHOTOIIETIEBBIM KOMITBIOTEpPOM. OOBEKTOM HCCIIEJOBAHUS SABIACT-
Cs1 TIPOIIECC OLIEHKH MPOJIODKUTEIBHOCTH pa3paboTku mporpaMMHoro obecredenus B Java ans [1K. [Ipeamerom nccnenoBanus siB-
JISIFOTCSL MOJIEIH HETIMHEHHOM perpeccuy T OLECHKH MPOIOJDKUTETbHOCTH pa3padbotku [10 Ha Java s TTK.

Hean. Llenasio paboTsl SABISETCS MOCTPOCHHE HENMHEHHBIX PETPECCHOHHBIX MOJENeH IS OLEHKU NPOJODKUTENIFHOCTH pa3pa-
6otkn 110 na Java ms [1K ¢ mcronb3oBaHreM HOPMAaIM3YIOIIETO MpeoOpa3oBaHMs B BHJE NECATHYHOTO JIOrapu(Ma ¥ yIaleHUs
BBIOPOCOB B IAHHBIX JJIs TIOBBIILICHHUS IOCTOBEPHOCTH OLICHWBAHUsI 110 cpaBHEeHMIO ¢ Mozenbio ISBSG s miardopmer ITK.

Metoa. C MOMOIIIBIO COOTBETCTBYIOIIMX METOJIOB HA OCHOBE HOPMAIH3YIOIINX MPeoOpa3oBaHUil IJIsl HErayCCOBBIX AaHHBIX I10-
CTPOEHA MOJIENb, JOBEPUTEIbHBIE HHTEPBANIbl X HHTEPBAJIBI IPOTHO3MPOBAHUS HENMHEHHON PErpeccuu s OLEHKU IMPOAOIKUTEINb-
HocTH pa3pabotku [10 Ha Java mnsg [IK. Metons! mocTpoeHust Mozienei, TOBEpUTEIbHBIX HHTEPBAJIOB U MHTEPBAJIOB IIPOrHO3UPOBA-
HUS HEJIMHEWHBIX perpeccuil 6a3mpyroTcs Ha HOPMAIM3HPYIOMMX HMpeoOpa3oBaHMsAX. Tarxke MbI HCHONB3yeM yAalleHHE BBIOPOCOB
JUISL TIOCTPOCHNUSI MOJETH. B 11e710M BEIIIEyTOMSIHYTO€ IPUBOJANUT K YMEHBIICHHIO CPeHEI BENNYHNHBI OTHOCUTENBHOH MOTPENIHOCTH,
IIMPUHBI JOBEPUTEIBHBIX HHTEPBAJIOB U HHTEPBAIOB IIPOTHO3HPOBAHUS 110 CPABHEHHIO C HEJIMHEHHBIMH MOJIEISIMH, OCTPOCHHBIMU
0e3 IpUMEeHEeHNUS yIaJIeHUsI BRIOPOCOB B TIPOIIECCE ITOCTPOSHUS MOJIEIIH.

Pe3yabTartsl. [Ipon3BeneHo cpaBHEHHE NOCTPOCHHOW HAa OCHOBI AECSTUYHOTO Jiorapu(pmMa MOJIEIH C MOACISIMH HEIUHEHHOU
perpeccuu Ha OCHOBE TpeoOpazoBanwii JoHcoHa (Ut cemeiicTBa Sg) n bokca-Kokca kak 0THOMEpHBIX, TaK U JJBYMEPHBIX.

BriBoabl. Moziesib HeNMHEHHON perpeccuu Ui OLEHUBAHMSA NMPOROJDKUTENFHOCTH pa3paboTku 110 Ha Java nns [IK moctpoena
Ha OCHOBE IPeoOpa3oBaHUs JECATUYHOro jorapudma. OTa MOAEINb, 0 CPAaBHEHUIO C JPYTHMMHU MOJAEISMH HEJUHEIHON perpeccuu,
HMMEeT MEHBIINE 3HAaYCHHs MUPUHBI JOBEPUTEIBHBIX HHTEPBATOB U HHTEPBAIOB MPOTHO3UPOBAHUS AT TPYA03aTPaT, MPEBHINIAL0-
mux 900 genoBeko-4acoB. [lepcriekTHBB! DaNbHEHIINX MCCIEIOBAaHUI MOTYT IpeayCMaTpUBaTh IPUMEHEHHE JBYMEPHBIX HOPMAaITH-
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3UPYIONIUX NPpeoOpa3oBaHui U HAOOPOB JAHHBIX JUIS MOCTPOCHUS HEJIMHEHHBIX PErPECCHOHHBIX MOJENICH IS OLEHUBAHUS IIPOJIOJI-
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