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ABSTRACT

Context. The behavior of the system is included in the basic concepts that characterize its functioning. In an event-driven system,
behavior is modeled using a state machine. Known classifications of behavior take into account the genus and type of automaton. At
the same time, in modern systems, control automata are integrated into hierarchies and have a number of new properties that are not
reflected in their classifications.

Objective. The purpose of the work is to systematize the forms of specifying the behavior of integrated systems and methods for
changing the behavior in the process of their use. The novelty of the proposed classification lies in taking into account the behavior
of new types of non-binary, semantic, controlled and changeable individual automata and the structures of these automata.

Method. The essence of behavior is presented as the ambiguity of reactions to the input signals of the control automaton, which
manifests itself in a certain pattern of changing its states and outputs. When classifying behaviors, the expediency of exploratory
behavior is determined. Such ways of achieving the goal as adaptation, change or absorption of the environment, change in the goals
of behavior are noted. According to the level of complexity of behavior, systems with predetermined, regulated, organizing, predict-
able and autonomous behavior are distinguished. Along with the automaton model of behavior, the importance of modeling behavior
in the form of a combination of statements is noted. The importance of describing the possible and emergency behavior of the system
is noted. A classification of the system’s behavior in terms of constancy and variability is proposed. The structure and principles of
the implementation of changeable behavior within the framework of the processes of external control of the automaton and its self-
government are described. Based on the concept of arity of behavior, the functional and technological behavior of a finite automaton
are singled out. As part of the classification of behavior by the level of formation, the switching, combinational and automatic behav-
ior of states, as well as the behavior of the automaton in the contours of activity and the typical behavior of the automaton in the hier-

archy, are described.

Experiments. With the use of the proposed classification features, the behavior of control devices of monitoring systems for
power transformer parameters, object temperature control and integrated hierarchical systems is analyzed.

Results. The proposed classification describes the directions for specifying behavior in complex integrated systems according to
13 main and 84 detailing features, which facilitates the process of designing behavior and highlights new system capabilities.

Conclusions. The actual problem of systematization of the behavior of control devices of systems has been solved. Classification
features give directions for the use of standard solutions for describing the behavior of the system, which simplifies the process and

reduces the complexity of designing its functional structure.

KEYWORDS: system behavior, control automaton, hierarchy of automata, integrated system, behavior classification.

ABBREVIATIONS
A is actuators;
CA is control automata;
CO is the control object;
CU is control unit;
IOA is input operational automata;
MOA is the intermediate operational automata;
OA is operational automata;
OOA is output operating automata;
S is sensors.

NOMENCLATURE

Ciiom i — 1s control inputs from the i-th level;

Ciiom (i+1) — 18 control inputs from (i+1)-th level;

C,, (i1 1s control outputs to the (i—1)-th level;

Hj; is the probability characterizing the change of state
with the number i to the state with the number j;

Q;; is the probabilities characterizing the appearance of
the output with the number j, if the current state of the
automaton has the number i;

S is the set of automaton states;

o 1s the initial state of the automaton;

X is the set of automaton inputs;

X, is IOA inputs (sensor outputs);

Y is the set of automaton outputs;
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Y, is OOA outputs (actuator inputs);

A is an array of automaton outputs;

A[7] is the i-th output in the array A;

A is the transition function;

p is the function of the automaton outputs;

Y is an array of automaton transitions;

Y [i, j] is the transition from i to j in the array P

INTRODUCTION

The tasks of cognition of a person and an artificial, for
example, a technical system qualitatively coincides: based
on the information received, understand and predict their
actions, actions and behavior. At the same time, human
behavior is studied as a means to satisfy his needs, achieve
a goal, adapt to the external environment, as a system of
actions or a manifestation of a two-link “stimulus-
response” scheme [1]. The same motives for studying be-
havior are applicable to the processes of studying the be-
havior of technical systems. The concept of the behavior of
a technical system is interpreted by researchers in different
ways and develops along with the development of ideas
about systems and the use of new types of behavior.

Behavior (British English: behaviour) is a set of actions
and manners performed by individuals, organisms, systems
or artificial objects in some environment. This is the calcu-
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lated response of a system or organism to various stimuli or
influences, internal or external [2]. From the point of view
of behavioral informatics, behavior consists of an actor, an
operation, interactions and their properties [3].

As noted in [4], behavior is one of the levels of de-
scription of technical systems during their design. Ac-
cording to [5], behavior is included in the basic concepts
that characterize the functioning and development of the
system. It is associated with the ability of the system to
move from one state to another. These transitions are
connected by cause-and-effect relationships, and in the
process of functioning, one of the possible options for
transitions is selected. The logic of choice characterizes
the behavior of the system. More details about the behav-
ior of the system can be judged after determining the
process model in which the behavior is used: continuous,
event-driven or hybrid [6, 7].

The object of study is the process of designing the
behavior of event-driven systems.

The subject of study is the classification of the be-
havior of such systems. Classifications of the behavior of
control automata of control systems are known according
to the type and type of automaton [8, 9]. At the same
time, complex technical systems, as a rule, are integrated,
hierarchical, with various forms of implementation and
relationships between the behavior of their control auto-
mata, with a description of the system behavior not only
with the help of automata, but also in the form of knowl-
edge [10-15]. The paper [16] noted the need to determine
the combination and integration of system behaviors. In
[17], the behavior of a system is defined as a way of in-
teraction in a hierarchy of environments and agents im-
mersed in these environments. At the same time, it is
noted that the model of interaction between the control
and operational automata should be considered as the
ideological prototype of insertion models of such interac-
tion [18, 19].

In the known literature, there is no classification of the
forms for specifying the behavior of systems for technical
purposes, as well as ensuring that this behavior changes
during the operation of the system. As a consequence, this
leads to an incomplete use of the possibilities of adapting
the behavior of the system and a decrease in the effective-
ness of its application.

The purpose of the work is to systematize the forms
of specifying the behavior of integrated and cognitive
systems and methods for changing behavior in the process
of using a technical system.

1 PROBLEM STATEMENT

The generalized model of the technical control system
[8] is shown in fig. 1. It includes a control object, which is
connected to the control device with the help of sensors
and actuators. In turn, CU is subdivided into operational
and control automata, and OA — into input, intermediate
and output operational automata. The system with the
structure of Fig. 1 can have continuous, event-driven, and
hybrid behavior. Continuous behavior is carried out in the
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circuit: CO — S — [OA — MOA — OOA — A — CO. In this
circuit, operating automata perform the functions of a
process controller in the control object. The regulation
law determines the continuous behavior of the system.
Event-driven behavior is performed in the circuit: CO — S
—IOA — CA — OOA — A — CO. The IOA automata in this
circuit perform the functions of converters of signals from
sensors into the inputs of the control automaton, and the
OOA automata act as converters of the SA outputs into
actuator control signals.

Control Unit

Medium
Input OA OA

h 4
h 4

Output OA

Control
7 Y Automata

v

A 4

Control
Object

Sensors i Actuators

=
-

Figure 1 — Structure of the control system

With hybrid behavior, several continuous and event-
based control loops can operate in the system, which af-
fect each other [11]. In the classical version of the hybrid
system, in each state of the control automaton in the
event-driven circuit, the corresponding circuit of continu-
ous behavior is activated.

The classical CA model is a finite automaton [8],
which is described by a tuple:

<X9Y’S9S03l"ta7\‘>' (1)

At the same time, the behavior of the technical system
is given by the functions of outputs p and transitions A
and characterizes the possible ambiguity of the depend-
ence of the state of outputs ¥ CA on its inputs X.

To illustrate this situation, in [9], an example of the
behavior of a control automaton with the input “Your feet
are stepped on in transport” and different values of the
output “Your actions” at the first and fifth such event are
given.

The described structure of the CA of the “classical”
control system can be implemented in hardware (in the
form of a logical node with memory elements) [20] or in
software (in the form of a program that runs in the operat-
ing environment of the system’s computing device) [21].
Changing the behavior of such a system occurs by replac-
ing this circuit/program with new ones that represent new
functions p and A. In this case, it may be necessary to
change the sets X, ¥, S and the nodes that form them (op-
erating machines, sensors and actuators).

The task of the study is to analyze the known meth-
ods for constructing control systems, to identify and clas-
sify ways to specify behavior in the system.
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2 REVIEW OF THE LITERATURE

In [22, 23], a variety of approaches to the study of be-
havior is noted, but it is noted that they are united by the
representation of behavior as a process within which the
system interacts with the environment. That is, this behav-
ior is a response formed by the system to signals from the
environment.

In [22], system behaviors are divided into normative
(ritual, imitative, and role-playing) and situational (ana-
lytical, play, and entertaining) types. But such a classifi-
cation does not reflect the form of implementation of be-
havior using finite automata.

In the dictionary [24] there is an article “Automaton
with a variable structure”, which emphasizes the impor-
tance of this area of research on control automata. At the
same time, she gives a link to the article “Stochastic
automaton”, that is, an automaton in which, instead of
transition and output functions, in the general case, prob-
ability distributions of a discrete type are specified. For
transitions, the probabilities /7; are given, and for the out-
put, the probabilities Q;. Depending on the success or
failure of the actions of the stochastic automaton, H;; and
Oy are recalculated, which leads to a change in the struc-
ture and behavior of the control automaton.

In [23, 25, 26], the collective behavior of control
automata and multi-agent systems are considered, in
which the behavior is formed by changing their impact on
the external environment as a result of the reaction of the
environment or other automata/agents to this impact. This
topic requires a separate consideration, therefore, in this
paper, the behavior of only one automaton is considered.

In [27], the issues of behavior reconfiguration in dis-
crete-event systems are considered, the concept of a con-
trolled discrete-event system is introduced, in which input
events can be disabled by an external controller-
supervisor. Such a shutdown makes it possible to change,
within certain limits, the behavior of the control machine.
At the same time, we note that switching off the automa-
ton inputs does not exhaust all the possibilities of supervi-
sory control.

It can be seen from the literature review that control
automata are being studied from various angles, but there
is no study and classification of automaton behavior of
hierarchical integrated and cognitive systems.

3 MATERIALS AND METHODS

Automaton behavior in the system is proposed to be
classified according to the following features:

— goal;

— a way to achieve the goals of behavior;

— the level of difficulty;

— type of model;

— type of behavior in relation to the mode of operation
of the system;

— stability;

— arity;

— the level of formation of behavior;

— type of management in the hierarchy;

— function;
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— the nature of the processes.

These signs, in turn, are subdivided into signs of the
second rank, and so on. Each feature is assigned an alpha-
numeric code that reflects its place in the classification.
An example of an alphanumeric feature code is shown in
Fig. 2.

F212

__

Stability

Changeable

By type of source

Self-control

Figure 2 — An example of an alphanumeric feature code

The structure of the signs of behavior is shown in
Fig. 3.

We will distinguish between the basic and research
goals of behavior. The basic goal (A1) of behavior is ef-
fective management based on existing knowledge. But,
with the development of knowledge-based systems, the
goal of research (A2) of the object and / or control device,
the environment was added to it to improve the efficiency
of control behavior in the future [28-30].

Behavioral goals can be achieved through parametric
(B11) or structural (B12) adaptation [31], transition to a
more favorable environment (B2), inclusion of a part of
the environment into the system (B3) or change in behav-
ioral goals (B4).

By the level of complexity, we will distinguish (in as-
cending order of complexity) systems with predetermined
(C1), regulated (C2), organizing (C3), predictive (C4) and
autonomous behavior (C5).

Predefined behavior is the simplest behavior with
fixed functions of operating and control automata of the
system control device. Regulated behavior provides for
the possibility of changing the parameters of operational
automata leading to a change in the conditions for the
formation of an event at their output.

Organizing behavior changes the functions of outputs
and/or transitions of the control automaton. That is, with
this behavior, it is allowed to change all elements of the
control automaton tuple.

Predictive behavior assumes the presence in the con-
trol device of a system of operating automata in which the
model of the object and the environment is executed. As a
result of the flow of predicted parameters arriving at the
inputs of these automata, the object model enters a certain
state, which is taken into account when planning future
behaviors.
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elements
B35, changing behavior goals

—C, level of complexity
-C1, predefined

—C2, adjustable

—C3, organizing

—C4, predictive

—C35, autonomous

D), behavior pattern
D1, one FSM

D2, FSM hierarchies
-D3, inference from knowledge
-E, system mode

- E1, standard

—F2, possible

—E3, emergency

-F, stability
F1, stable

-F2, changeable
-F21, by source
F211, external
F212, self-control

—F22, according to the method
F221, design option

F222. new fimctions within
F5M sets

F223, all elements of the FSM

tuple can be changed

—(5222 technological

—H, formation level
- H1. machine as a whole
—H?2 ,state

H21, switching

H22, combination

H23, automatic
—H3, circuit
-1, control type
11, hierarchical
—I11, capabilities
—I12, pathlength
—I13, inputs

12, mutual

-J, by confrol operations
-J1, inputs
—J11, blocking

—J12. resolution

J2 . outputs
—J21, blocking

—J22. resolution

—=J3, states
J31, go to begin
J32, goto end

J33, gotorandom

Fehavim
A the goal G, anity —I. control operations
A1 basic —G1, binary T4, functions
A2 research —-G2, non-binary -J41,loading
B, way to achieve the goal -G21 type of non-binary —J42, parameter change
-B1, adaptation —G211, ternary J5, sync
—B2, environment change —G21n, n-ary -J51, asynchronous
—B3,§bsorpﬁonofpan of the (522, purpose —JI52, synchronous
environment
B4, deletion of ineffective —G221, functional —J521, single machine

—J5211, enable/disable
—J5212, parameter setting
1752121, clock duration
—J52122, phases
152123, time bindings

152124, time adjustments

—J522, two or more machines
—J5221, parallel operation
-J5222, a priority

- K, level of behavior

K1, target

—Kl11, selection
K111, single target
—K112, target complex

K12, search

K2, scenarlo

K3, automatic

K4, operational

T, reality
11, real
L1.2, simulated

M, nature of processes

M1, deterministic

L M2, stochastic

Figure 3 — The structure of classification features

© Poliakov M. O., 2022
DOI 10.15588/1607-3274-2022-3-17

186



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

Autonomous behavior implies, at a minimum, the par-
ticipation of the system in the choice of a set of goals for
its functioning. In an extended version of autonomous
behavior, the system itself performs a search and formu-
lates the goals of its functioning and builds its behavior
under them.

By the type of behavior model, we will distinguish be-
tween setting behavior using the functions of one (D1) or
some hierarchy (D2) control automata and behavior based
on logical inference (D3) from knowledge stored in the
system base [14]. The advantage of a behavior model
based on logical inference is the ability to share knowl-
edge that describes the normal (normal) behavior of the
system and knowledge that does not fit into this behavior.

The characteristic of behavior regarding the mode of
operation (E) of the system includes the following grada-
tions: regular (E1), possible (E2) and emergency (E3).
Regular behavior corresponds to the goals of the current
level of development of the system and knowledge about
it. Deviations from regular behavior can be caused by a
change in the properties of the system object or control
device (its development or degradation), knowledge about
them and their influence on the process of achieving the
goal of the system functioning. At least some of these
deviations are recognized as possible, rechecked and be-
come part of regular behavior. Emergency behavior is a
response to unacceptable system states. In complex sys-
tems, emergency behavior takes on many gradations and
is not reduced to a trivial “turn everything off” action.

The classification of behavior in the categories of sta-
bility (constancy) (behavior F1) — variability (behavior
F2) allows, on the one hand, to characterize the predicted
results of the system’s functioning under conditions of
constant external influences, and on the other hand, the
degree of flexibility of the system’s behavior when these
conditions change.

Changeable behavior (F2) is classified according to
the source (initiator) of changes (F21) and the way they
are carried out (F22). The control device in a system with
variable control contains elements of the implementation
of one or another variant of the type of control and control
inputs, with the help of which the current control variant
is selected. Changes in the behavior of the system or its
subsystem may be initiated by an external control device
(F211) and/or be the result of self-management actions
(F212).

Changing behavior can be done in the following ways:

1. Activation of a behavioral variant from a certain set
of transition functions, outputs of the automaton and the
initial state sy of the automaton, laid down in the design of
the system (F221).

2. Synthesis of new behavior within the existing sets
of inputs, outputs, states (F222) or by changing these sets
(F223).

The next classification feature G is the arity of behav-
ior. The behavior of a finite automaton can be classified
based on the arity of the elements of its sets. Arity deter-
mines the number of values that an element of each of the
sets of the automaton can take — inputs, outputs, states
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[12]. We will distinguish between binary (G1) and non-
binary (G2) automata. And by the type of nonbinarity —
ternary (G211) and, in the general case, n-ary (G21n).
Classical finite automata have binary elements of sets. So
the binary element of the state set has two meanings “ac-
tive” and “passive”.

In the presence of non-binary sets of the automaton,
we will distinguish between the behavior of G221 for the
implementation of the target function of the system and
the technological behavior of G222 of the control automa-
ton [32]. In the first case, the outputs of the control
automaton depend on the purpose of operation and the
properties of the system object. In the second, it depends
on the features of the implementation of this behavior,
such as the controllability of the structure, the mecha-
nisms for transferring activities from one state to another,
the possibility of generating outputs depending on the
value of the state, and others.

The behavior of the automaton can be classified ac-
cording to the level of formation (behavior H):

— The behavior of the H1 automaton as a whole. Such
behavior, as already noted, is specified by the output and
transition functions.

— The behavior of H2 at the state level. The behavior
of the automaton is specified through the set of behaviors
in its states [34]. The behavior of an active state describes
the logical (causal) relationships of state inputs to its out-
puts and actions. In [35], a variation of the behavior of H2
is described, which is specified on a certain subset of
states of the automaton. In this case, different behaviors
are implemented in other subsets. Such an automaton is
called multi-behavioral.

— The behavior at the level of logical connections of
the state with the control objects (behavior H3). In [34],
activity contours are proposed that describe the function
of the control object, that is, the processes resulting from
the impact on the object from the control device and the
reactions of the object, which are fixed by the control
device.

The type of control behavior in the hierarchy of con-
trol automata is also a classification feature of behavior I.
Subtypes of this behavior are hierarchical (I1) and mutual
(I2) behavior. There is an extensive class of hierarchical
systems in which their subsystems form an integrated
system [10]. The interoperability of subsystems located at
neighboring levels is ensured by the behavior of typical
interconnection elements that consist of a controlled and
controlling automaton or are covered by a mutual control
loop [13].

We classify the operations of controlling the behavior
of J according to the elements of the controlled automaton
that they affect: control of inputs X (behavior of J1); con-
trol of outputs Y (behavior of J2); state control S (behavior
J3); control of functions p, A (J4 behavior) and synchroni-
zation control (J4 behavior). Details of these behaviors
are provided in the next section.

In an integrated multilevel system, different levels im-
plement different behavior [10, 13, 15, 34]. Therefore,
belonging to the functional level of the system is a classi-
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fication feature K, according to which we will distinguish
between the behavior of the target (K1), scenario (K2),
automatic (K3) and operational (K4) levels.

The result of the target behavior is the choice of the
current goal of functioning and the activation of the sce-
nario behavior automaton, which selects the current sce-
nario for achieving the goal. This script selects and acti-
vates a variant of automatic behavior, and so on.

A feature of cognitive systems is the use of operations
for predicting the results of decisions made on the choice
of goals, scenarios, and so on. In the course of forecast-
ing, the behavior of the object and the control device is
modeled in a certain flow of events. Thus, the behavior in
the system can be not only real (L1), but also simulated
(L2).

According to the nature of the processes occurring in
the system, deterministic (M1) and stochastic (M2) be-
havior is distinguished [36, 37]. With the behavior of M1,
the results of repeated repetition of any admissible se-
quence of values at the inputs of the automaton must be
the same. At the same time, with the behavior of M2 and
the same conditions at the inputs, the results may differ in
the trajectory of the change of states and the outputs in
them.

Thus, in the behavior of the control automata of the
systems, classification features are distinguished for
choosing the types of behavior in the system during the
design process.

EXPERIMENTS

The task of the experimental part of the work is to
identify behavioral properties in known technical systems
that could be classified according to the proposed fea-
tures. If a certain type of behavior is missing in a known
system, then the principles of its implementation and the
advantages of using it are described. The author has not
been able to find a technical system in which it is advis-
able to use all the described behaviors, because the sys-
tems in the examples given have some subsets of the pro-
posed behaviors. Examples of systems for experiments
with the classification of behaviors are control systems for
traffic lights, elevators, conveyors, machine tools, robots,
power transformers, vehicles, and technological proc-
esses. The variety of types of behavior increases signifi-
cantly for “smart” varieties of such systems.

Such systems are characterized by the presence of a
cognition subsystem with knowledge form converters,
whose work expands the knowledge base for manage-
ment, and an activity subsystem in the form of a hierarchy
of control automata that use this knowledge to improve
management efficiency.

Behavior Al is basic and is implemented with differ-
ent efficiency in all event-driven systems. An example of
the behavior of A2 is given in [28]. Its essence lies in the
activation of the cooling modes of the power transformer,
which are not used in the current operating conditions.
The information obtained as a result of such behavior on
the technical condition of the elements of these systems
makes it possible to increase the cooling efficiency.
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The reason for launching adaptive mechanisms (be-
havior B1) may be a change in the object of the system,
environmental parameters, or the technical state of system
elements [31, 34]. Thus, a reaction to a change in the
mass of an object of the system can be an increase in the
waiting time for its heating. Forced cooling is used to
thermally stabilize an object under conditions of an in-
crease in ambient temperature. If individual elements fail,
the load is redistributed to serviceable elements or redun-
dant ones are connected.

An example of the actions of a transport robot aimed
at achieving the goal of functioning in the optimal tem-
perature regime can be the search for a location with pro-
tection from solar radiation or with a large wind blowing,
that is, a change in the environment (behavior B2).

An example of achieving goals by including part of
the environment in the system (behavior B3) is the power
transformer control system. If the increase in the tempera-
ture of the transformer elements due to the increase in
load could not be compensated by cooling, then the load
can be limited. For this purpose, the object load control
circuit is included in the control system.

A transformer control system can also serve as an ex-
ample of a system with dynamically changing behavior
goals (behavior B4). So the original goal of “maximizing
service life” under certain conditions can be changed to
the goal of “provide a sustainable energy supply, ignoring
the accelerated wear of equipment”.

An example of C1 behavior predetermined at the de-
sign stage is the operation of a control unit based on a
classical finite state machine [8, 9]. For example, the
event “Object overheating” occurs at the same tempera-
ture of the object. The processing of this event in the con-
trol machine always leads to the transition of the machine
to the “Emergency” state and the action “Turn off the
heater”. If the outputs of the control machine control the
parameters of the operating machines (for example, “Su-
perheat temperature”) of the control unit, then the behav-
ior of C2 takes place. The behavior of C3 implies a
change in the structure of the operating and/or control
automata of the control unit. Predictive Behavior C4 uses
simulation results to improve management efficiency. For
example, predicting system load and ambient temperature
can optimize the performance of a facility’s cool-
ing/heating system.

Autonomous behavior of C5 is characteristic of bio-
logical systems, starting with the simplest bacteria [38].
The principles of implementing the autonomy of these
systems are used, for example, in the construction of arti-
ficial agents for the search control of robots [29].

The behavior model D1 given at the set-theoretic level
by a tuple (1) has two varieties: Mealy and Moore auto-
mata [8, 9]. These automata differ in the way they bind
outputs. For Moore automata, the current output value
depends only on the current state. And for Mealy auto-
mata, the value of the output depends on the input that
caused the transition to this state. An example of D1 be-
havior is the behavior of digital nodes with memory, traf-
fic light control systems, and others. A variation of the
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behavior of DI is the behavior of recognizing the input
sequence [8].

The D1 model is included in more complex behavioral
formalisms, such as the state diagram of the UML lan-
guage [39], the Harel formalism implemented in the
Stateflow software of the MathLab system [40], the pro-
gramming language SFC (Sequential Function Chart) [41]
and others.

The behavior of D2 involves the selection of sub
automata and the modeling of the processes of their inter-
action. Possible variants of interaction include embedding
a sub automaton in the state of a super automaton and
integrating sub automata. The nesting of the automaton in
the state by goals is similar to the use of subroutines in
programming — it allows you to increase visibility, reduce
the dimension of the model. The integration of automata
is used in the construction of hierarchies, in which the
control element at the i-th level is the control object at the
(i + 1)-th level of the hierarchy, which ensures the inter-
operability of control processes [13]. For example, it is
the processes of choosing the goal of the functioning of
the system and the strategy for achieving it.

The behavior specified by the state machine functions
can be described in the form of a combination of state-
ments (D3 behavior) and processed by means of logical
inference. For example, the statement “If the current state
is S; and the signal X; has arrived, then go to the state S;”
corresponds to an arc in the automaton graph between
these vertices.

We will consider the behaviors of E using the example
of a simple heating control system. The behavior of E1 is
to turn on the heater if the temperature of the object is less
than 0, and turn it off if this temperature is greater than 0,.
The behavior of E2 takes into account the possibility of a
delay in heating due to changes in the characteristics of
the object. Such a delay is not considered as a sign of an
accident and is investigated further. An example of the
behavior of E3 in such a system is the introduction of
additional states for processing events recognized as
emergency. For example, it is the state of “Emergency” in
which the emergency shutdown of the furnace is per-
formed if the temperature of the object exceeded 6;.

Variable behavior of automata F2 is the main and
promising type of behavior of systems in the category F.

The structure of external control F211 and self-control
F212 at the i-th level of the system is shown in Fig. 4
[34].

The CA machine has four groups of outputs:

— Y group is connected to OOA inputs;

— group Cj,y ; is connected with the control inputs of
the OA, through which the parametric adaptation is per-
formed;

— group C,, (i_1y controls the structural adaptation of SA
at the (i—1)-th level,

— group X is connected to additional information in-
puts of the CA, the impact on which can bring the CA to
additional states, thereby changing the structure of the CA
by self-control (behavior F212).
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Figure 4 — Structure of external control and self-control at
the i-th level of the system

The behavior of F221 for the automaton of the i-th
level (Fig. 4) is set by the code at the inputs Cyom i + 1,
which activates one of the variants of the automaton
specified during the design. The same kind of behavior is
possible to change the IOA and OOA functions using
Ciom i InpULS,

If in the process of the system functioning, the func-
tions of the control automaton are performed by a univer-
sal program, and the specifics of a particular automaton
are described by data arrays in matrix form, then a change
in the structure of the control automaton (behavior F222 —
F224) is reduced to changes in its arrays of transitions ¥;
and outputs A.

The main operations of changing the structure of such
a control automaton are:

— adding / removing (i, j)-th transition (ADDIN /
DELIN ¥ [, j]) in the array of transitions ‘¥;

— adding / deleting the i-th output (ADDOUT / DELOUT
A [i]) in the array of outputs A;

— adding / removing state (ADDS [n + 1]/ DELS [n —
1]) in the arrays ¥ and A, which boils down to increasing
/ decreasing the size of these arrays;

— assignment of a new initial state s, of the control
automaton.

In [32], the behavior with features G211 (ternary) and
G221 (technological) was used to reduce the dimension of
the control automaton graph. At the same time, the es-
sence of technological behavior is that the activity of the
outputs is manifested in a certain neighborhood of the
active state.

In the classical automaton with tuple (1), the behavior
HI takes place, which is specified by the functions of the
automaton. The work [12] describes an automaton in
which the behavior is specified by a set of behaviors in its
states. We will consider such behavior as a variant of H1
behavior with the possibility of implementing various
variants of H2 behavior in different states.

The classical behavior of H22 is combinational and
lies in the fact that the action (output) in the state does not
depend on which input caused the state to be activated.
The output will be the same for any variant of entering the
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state. The work [33] describes commutation, combina-
tional, and automaton behaviors. The switching behavior
of H21 defines a hard coupling when the state is acti-
vated: each state input corresponds to one of its outputs.
With the combinational behavior of H22, the state of the
output is determined by a logic function from the inputs
that are associated with this output. For the classic state
behavior mentioned above, it is the binary logical OR
function. In other cases, it is possible to use other func-
tions and implement the behavior corresponding to them.
With the automaton behavior of H23, the state of the i-th
level of the system is described as a state machine of an-
other, usually lower (i—1)-th level, which is initialized at
the moment when the state of the i-th level becomes ac-
tive.

In [14], the behavior of H3 is implemented as a chain
of logical statements that form the contour of activity.
This behavior was used to diagnose the technical condi-
tion of the elements of the heating control system of an
object, such as actuators, sensors and operating machines,
which made it possible to expand the possibilities of
adapting the system.

When studying the behavior of I1 using a simulator
[42], the following typical control algorithms were identi-
fied: control with a sequential increase/decrease in func-
tionality (behavior I11), increase/decrease in the length of
the path in the control cycle (behavior 112), de-
crease/increase in the number of automaton inputs used
(behavior of 113). The combination of these options de-
termines the typical behavior of the control at that level of
the hierarchy.

We classify the behavior control operations J accord-
ing to the elements of the controlled automaton that they
affect:

The behavior J1 of control of inputs X is blocking J11
/ allowing J12 all or part of the inputs from the set X. In
this case, blocking all inputs will lead to a stop, “freezing”
the automaton in a certain state, and blocking some of the
inputs will lead to a change in the functions p and A.

The behavior J2 of controlling outputs Y is blocking
J21 / allowing J22 all or part of the outputs from the set ¥,
outputs of a certain state from the set S. In the case of
blocking all outputs, it should be taken into account that
the state of the control object can change under the influ-
ence of external factors.

Behavior J3 of state control S is the reset of the
automaton to the initial state J31, the transition to the final
state so J32 or to an arbitrary given intermediate state J33.

The behavior J4 of the control of the functions p, A is
the loading of the new function J41; changing the parame-
ters of the J42 function by blocking / allowing all or part
of the transitions defined by the mapping A:SXX—S or
outputs defined by the mappings p:SxX—Y, w:SxX—Y in
some “maximum’” mapping. The behavior of J42, unlike
the behavior of J41, requires that the maximum mapping
be set beforehand. As a result of loading a new function,
it is possible to change the type of automaton, that is, the
replacement of a Mealy automaton by a Moore automaton
and vice versa.
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The JS behaviors are J51 asynchronous and J52 asyn-
chronous synchronization behaviors. For synchronous
automata, this behavior has features that depend on the
number of automata.

The timing control behavior of a single synchronous
machine includes enabling/disabling the timing input
J5211, setting the clock duration J52121 and the phases of
the timing signals J52122, how they are related to the
system time J52123, and the time correction J52124. In
this case, blocking the synchronization signals is equiva-
lent to blocking all inputs of the automaton. Synchroniza-
tion control of the execution of several automata is the
task of the higher control automaton, which is reduced to
the implementation of the behavior of allowing / disabling
parallel operation of controlled automata at the current
time J5221, changing the priority level of the execution of
automata J5222 [34].

We will choose the system of continuous monitoring
of the technical condition of a power transformer [43] as
the object of classifying the behavior of the control device
on the basis of K. At the target level of behavior, this sys-
tem is represented by the target selection behaviors K411
and K412. The selected goal or set of goals is associated
with the active state of the goal machine. When this state
is activated, the output events of the input operational
automata and the knowledge base of the target system
level are used.

Examples of goals for the behavior of the K4 system
include extending the life of the transformer, ensuring the
required load current, regardless of the accelerated wear
of the transformer, and others. An example of the scenario
behavior of K3 for the purpose of extending the service
life is the scenario of increasing the cooling regime.

The reality of the system’s behavior, in accordance
with the classification feature L, consists in the use of
physically real input information and influences on the
system object. This behavior is basic. In cases where the
physically real information is incomplete and/or the im-
pact on the system object is destructive, the behavior of
L2 modeling of the object, the environment and the sys-
tem control device is used. Simulation results are used
both in real time and for predicting the parameters and
state of the system. For example, the simulation results of
ambient temperature and load current are used to feed-
forward control the cooling of a power transformer.

With deterministic behavior, transitions from one state
of the automaton to another on the initiative of the con-
trolling automaton itself and at random times are unac-
ceptable. Another type is non-deterministic behavior, in
which the probabilistic nature of the formation of outputs
in an automatic state takes place.

As noted in [44], in systems with M2 behavior, nonde-
terminism appears due to various reasons, such as the
level of abstraction, system simplification in modeling,
partial controllability/observability of the input/output
ports of the system.
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RESULTS

During the experiments, the behavior of the control
devices of the systems was classified according to 13
main features, which were detailed according to 40 fea-
tures of the second, 23 of the third, 13 of the fourth, four
of the fifth and four of the sixth levels.

Comparison of the classification of the behavior of the
control devices of systems with known classifications is
shown in the petal diagram in Fig. 5.

A - Goal
M - nature of procasaﬁ.---*i"'
e =53
/\ 7
yd }3--"- =
e

P -Way to achive the goal

L- Realityl_.\\/ - Level of complexity

o\ D- Behavior pattern
|

1- By control operations

1- Control typé ;
H -Formation level

167 Arity

=—4—Basic =fl=Proposed

Figure 5 — Comparison of the number of classification features
in the directions of the basic and proposed classifications

As can be seen from the diagram in Fig. 5, the number
of classification features in all areas of the proposed clas-
sification is increased by 1-5 features compared to the
base one. A number of new features have been intro-
duced, suchas H, I, J, K.

DISCUSSION

Experiments on examples have shown the practical
value of the proposed classification for describing the
variety of reactions of complex systems.

The classification makes it possible to single out new
possibilities in the behavior of systems, such as the behav-
ior of mutual control in the loops of continuous and event
control; exploratory behavior, system expansion behavior
and continuous revision of current system goals; setting a
system behavior model as a result of logical inference,
taking into account possible and emergency behaviors;
external control or self-management of the control ma-
chine of the system; application of behavior with in-
creased arity; formation of switching, combinational and
automaton behaviors at the level of a separate state of the
automaton; inclusion in the composition of the behavior
of knowledge presented in the contours of the automaton
activity and the interaction of control automata in a hier-
archical integrated system.

The use of new behaviors increases the adaptive prop-
erties of systems, reduces the dimension of their behavior
model, and increases the knowledge base that is used to
select behavior. The carried out structuring of classifica-
tion features simplifies the process of designing the struc-
ture of the behavior of the control device of the system.
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The proposed classification is not final and will be
corrected and supplemented as systems develop, includ-
ing those with cognitive behavior.

CONCLUSIONS

The actual problem of systematization of the behavior
of control automata of control systems is solved.

The scientific novelty of the results obtained lies in
the fact that the classification of the behavior of control
automata of control systems has been further developed,
which takes into account the hierarchical integrated struc-
tures of the control devices of systems, the behavior of
new types of non-binary, semantic, controlled and
changeable individual automata and the structures of
these automata.

The practical significance of the results obtained lies
in the fact that they allow us to form standard solutions
and, as a result of their use, simplify the process, reduce
the complexity of designing the functional structure of the
system.

Prospects for further research are to study combina-
tions of technical solutions for the construction of control
devices of systems proposed on the basis of their classifi-
cation for the construction of a wide class of systems.
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VK 004:007
KJIACU®IKAL[IS TOBEIHKY IMPUCTPOIB KEPYBAHHSI CHCTEM

HoasikoB M. O. — 1-p TexH. HayK, JOLEHT, Ipodecop Kadeapu eNeKTPUIHUX Ta eJIeKTPOHHMX arapaTiB HarioHansHoro yHiBep-
CHUTETy «3anopi3bKa MOJITEXHIKay, M. 3aropixoKs, YKpaiHa.

AHOTAUIIA

AkTtyanabHicTb. [loBemiHKa CHCTEMH BXOIUTH y OCHOBHI TOHSATTS, IO XapakTepH3YIOTh ii (pyHKIiOHyBaHHSA. Y MOJIi€BO-
KEepOBaHii cUCTEMi MTOBEIHKAa MOJETIOETHCS 3a JOOMOTOI0 KiHIIEBOTO aBTOoMara. BimoMi kiacudikamii moBeIiHKHA BPaXxoOBYIOTh Pif i
THII aBTOMara. Pa3oM 3 THM, y Cy4aCHHX CHCTEMaX Kepyrdi aBTOMATH iHTErpOBaHi B iepapxii Ta MarOTh HU3KY HOBUX BJIACTHBOCTEIA,
SIKI He BitoOpaskeHi y 1x kinacuikamisx.

Hiab. Metoro pobotH € cucteMarn3auisi (opM 3aBIaHHS MOBEIIHKH IHTETPOBAHUX CHCTEM Ta METOJIB 3MiHH IIOBEIIHKHU Y IPO-
neci ix Bukopucranus. HoBusHa 3anpomnonoBaHoi kiacudikaiii mossirae B 00Ky IMOBEAIHOK HOBHX THUIIIB HEOiHApHUX, CEMaHTHY-
HMX, KEPOBAHHUX Ta 3MIiHIOBAHHX OKPEMHUX aBTOMATIB Ta CTPYKTYp LIMX aBTOMATIB.

Metoa. CyTHicTh MOBE/IHKH NPEICTaBICHA K HEOJHO3HAYHICTh PEakiliii Ha BXiJHI CHTHAIN KEPYIO4YOro aBTOMaTa, sika MpOosiB-
JSE€THCS Y TIEBHIN 3aKOHOMIPHOCTI 3MiHH HOT0 cTaHiB Ta BuxoniB. [Ipu xiacuikamii moBeJiHOK BU3HAYEHO NOUUIBHICTD JOCIIIHH-
LBKOT MOBEAIHKK. Big3HaueHo Taki ClIOCOOM AOCATHEHHS METH SIK aJalTallisi, 3MiHa a00 IMOrJIMHAHHS JOBKULIS, 3MIHA IICH ITOBEIi-
HKH. 3a piBHEM CKJIAJIHOCTI MOBEIHKH BUALIEHI CHCTEMH 3 BU3HAUCHOIO, PETryIHOBAHOIO, OPraHi3yl04yoi0, IPOrHO30BAHOIO Ta aBTO-
HOMHOIO NoBeliHKOI0. [Topyd i3 aBTOMaTHOI0 MOJIEIUTIO MTOBEAIHKH BiZ[3HAUCHO BAXKIIMBICTH MOJICIIIOBAHHS MOBEIHKH K KOMOiHail
BHUCJIOBIIIOBaHb. Bil3HaYeHO Ba)XKJIMBICTh ONUCY MOXKJIMBOI Ta aBapiiHOI MOBEIIHKM CUCTEMH. 3alpoIIOHOBaHO KiacHuikalliio rmose-
JIHKH CHCTEMH B KaTEropisiX CTAJIOCTi Ta MiHIUBOCTI. ONMUCaHO CTPYKTYpy Ta NPUHIMIIK peasti3anii MiHJIMBOI ITOBEAIHKY B paMKax
HPOILIECiB 30BHIIIHBOTO YIPABIIiHHSA aBTOMATOM Ta oro camoBpsyBaHHs. Cnupalouyuch Ha IOHATTS apHOCTI MOBEMIHKH, BUIIICHO
(GyHKIIOHAIBHY Ta TEXHOJOTIYHY MOBEIIHKY KiHIIEBOrO aBToMara. Y paMmkax kiacudikarii moBemiHKu 3a piBHeM (GopMyBaHHS OINH-
caHi KOMyTalliifHa, KOMOiHaIlii{Ha Ta aBTOMaTHa MOBE/IiHKA CTaHiB, a TAKOXK MOBEIIHKAa aBTOMAaTa B KOHTYpax HisUTbHOCTI Ta TUIIOBA
MOBEIiHKa aBTOMATa B i€papxii.

ExcnepuMeHTH. [3 3aCTOCYBaHHSM 3alPONIOHOBAHKX KiacudikaliiiHIX 03HAK MPOAaHaTi30BaHO ITOBEIIHKY IIPUCTPOIB KEPYBaHHS
CHCTEM MOHITOPHHIY HapaMeTpiB CHIOBOro Tpancdopmaropa, KepyBaHHsS TEMIICPATYpOrO 00’€KTa Ta IHTErpOBAHHMX i€papXiuHHUX
CHCTEM.

Pe3yabTaTh. 3anponoHoBaHa Kiacudikallisi BU3HaYa€ HAIPSIMU 3aBJaHHs [TOBEIHKY y CKJIaHUX IHTETPOBAaHHUX CHCTeMax 3a 13
OCHOBHUMH Ta 84 03HaKaMH IO IETaNi3yIOTh, 110 IOJIETIIYE MPOLEC POSKTYBaHHS MOBEAIHKH, BUIIIs€ HOBI MOXKIIMBOCTI CHCTEM.

BucHoBku. BupirieHo akTyanbHe 3aBIaHHs CHCTeMaTH3allii MOBEIiHKKA IPUCTPOIB ynpasiinHs cucteM. Kitacudikariitni o3Haku
JAI0Th HANPSMU BUKOPHCTAHHS THIOBHX PillIeHb OIUCY MOBEIIHKH CHCTEMH, 110 CIPOIIYE MPOLEC, SMEHILYE TPYIOMICTKICTh MPOEK-
TyBaHHA ii QYHKIIOHAIBHOT CTPYKTYPH.

KJIFOYOBI CJIOBA: moBeninka cUCTEMH, KEPYIOUHM aBTOMAT, i€papxis aBTOMATiB, IHTErpoBaHa CHCTeMa, Kiacuikaris mo-
BEJIIHKH.

YK 004:007
KJIACCUPUKALINSA MOBEJEHUM YCTPOMCTB YIIPABJIEHUS CUCTEM

MonsikoB M. O. — 1-p TexH. HayK, DOLEHT, mpodeccop Kadeapsl IMEKTPHIECKUX U IEKTPOHHBIX anmaparoB HamponansHOTO
YHUBEpCHTETa «3aM0pOKCKast MOJTUTEXHUKAY, T. 3all0poKbe, YKpanHa.

AHHOTALIUA
AxTyanbHOCcTb. [ToBeieHne cHCTEMBI BXOIUT B OCHOBHBIE TIOHATHS, XapaKTepu3yomye ee GyHKIMOHUpoBanue. B coObITHiiHO-
YIPaBIIEeMOH CHCTEME IOBEJCHHE MOJEIUPYETCs C MOMOIIBI0 KOHEYHOTro aBToMarta. V3BecTHble Kiaccu(uKanny HOBEJCHUS YUH-
TBHIBAIOT POJ M THUI aBTOMara. BmecTe ¢ TeM, B COBPEMEHHBIX CHCTEMAx YIPABIAIOMINE aBTOMAThl MHTETPUPOBAHBI B UEPAPXUH U
HMEIOT PsiJi HOBBIX CBOKCTB, KOTOPBIE HE OTPayKeHbI B UX KIIACCU(UKALMAX.

© Poliakov M. O., 2022
DOI 10.15588/1607-3274-2022-3-17

193



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

Lean. Llensio paboTH ABISETCS CHCTEMATH3AIMs (OpM 3alaHus MOBESICHUSI MHTETPUPOBAHHBIX CHCTEM M METOIOB M3MEHEHHUS
MIOBE/ICHUS B MPOLIECCe UX HCIOJIb30BaHMs. HOBU3HA MpeasIoskeHHOM KilacCH(UKAIMY 3aKII09aeTCsl B yueTe MOBEICHUH HOBBIX TH-
110B HEOMHAPHBIX, CEMAHTUYECKUX, YIIPABIAEMbIX U H3MEHSCMBIX OTACIBHBIX aBTOMATOB U CTPYKTYP ITUX aBTOMATOB.

Mertoa. CymHocTs MOBEIEHUS MPEICTaBICHA KaK HEOJHO3HAYHOCTh PEaKIMil Ha BXOJIHbBIE CUTHAJIBI YIPABIISAIOIIETO aBTOMATa,
KOTOpasi POSIBIISICTCS B ONPEACICHHON 3aKOHOMEPHOCTH CMEHBI €r0 COCTOsIHU 1 BhIX00B. [Ipu kiaccudukanmu moseneHuit onpe-
JeTieHa [eNIeco00pa3HOCTh HCCIIeI0BATENBCKOTO MoBeAeHNs. OTMEUEHBI TaKHe CIIOCOOBI JOCTHKEHHMS IeNN KaK aJanTalis, H3MeHe-
HHE WU TOTJIONIEHHE OKPY>KaloIel cpebl, N3MEHEHHe 1eneil moseaeHus. 110 ypoBHIO CII0)KHOCTH HOBEJECHUS BBIAEICHBI CHCTEMBI
C NIPEROIPEEIEeHHBIM, PEryIHpPyEeMbIM, OPraHH3YIONIMM, IIPOTHO3UPYEMBIM M aBTOHOMHBEIM IOBefeHHMeM. Hapsimy ¢ aBTOMaTHOM
MOJIENBIO TIOBEJCHUSI OTMEUEHA BAXXHOCTH MOJIEIMPOBAHMS IOBEJCHUS B BHAE KOMOMHAIMU BBICKa3bIBaHMH. OTMEUeHa Ba’KHOCTh
OINMCaHMsI BO3MOXKHOTO U aBapUHHOTO NoBeseHuit cucteMsl. [Ipeioxkena kiaccuuKanys HOBEICHUS CHCTEMBI B KaTETOPHUSIX I10-
CTOSIHCTBa ¥ M3MEeHYNBOCTU. OnKcaHa CTPYKTYpa U MPUHLIUIIBI peann3aluyl H3MEHYNBOTO [TOBE/ICHNS B paMKaX IPOLIECCOB BHEIHE-
rO YIpaBJIeHHs aBTOMAaTOM U €ro caMoynpasienus. Onupasch Ha TIOHATHE apHOCTH MOBEJICHUS], BbIAEIEHbI (PyHKI[MOHAIBHOE U TEX-
HOJIOTHYECKOE MOBEICHNE KOHEYHOro aBToMaTra. B pamkax kiaccudukaluy NOBeAEHUS MO0 YPOBHIO (GOPMHUPOBAHMS ONMHUCAHBI KOM-
MyTalMOHHOE, KOMOMHAIIMOHHOE M aBTOMAaTHOE MOBEJCHUE COCTOSHMI, a Tak)Ke MOBEICHNE aBTOMAaTa B KOHTYpax AESATEIbHOCTH U
TUIIOBOE MOBEJCHUE aBTOMATa B HEPAPXUU.

JkcnepuMeHThl. C IPUMEHEHHEM IIPEJIOKEHHBIX KIIaCCH(UKAMOHHBIX IIPU3HAKOB IIPOAHAM3UPOBAHO TIOBEJCHHIE YCTPOHCTB
YIpaBIeHHsS CUCTEM MOHUTOPHHTA MapaMEeTPOB CHIIOBOTO TPaHC(OPMATOpPA, YIPABICHUS TEMIIEpaTypoil 00bEKTa U HHTETPUPOBAH-
HBIX HEPAPXUIECKHX CHCTEM.

PesyabTatsl. [Ipemioxkennas xiaccu(UKanys ONMCHIBACT HANPABICHUS 3aJaHus MOBEICHUS B CIOXHBIX MHTETPHPOBAHHBIX
cucrteMax 1o 13 OCHOBHBIM U 84 AeTaNU3UPYIOLIMM IIPU3HAKAM, YTO OOJIeryaeT MpOoLecC MPOEKTUPOBAHUS MOBEICHHUS, BBIICISICT
HOBBIE BO3MOKHOCTH CHCTEM.

BriBoabl. Pemena akryanpHast 3a1a4a cCHCTEMATH3AUK OBEICHUS YCTPOUCTB ympaBiieHus cucteM. Kiaccudukayonasle mpu-
3HAKH JAIOT HANPABICHUS UCIONB30BAHMS THIIOBBIX PEIICHUH ONMMCAHHS MTOBEACHUS CHCTEMBI, YTO YNPOIIAET IPOLECC, yMEHbIIAET
TPYJOEMKOCTb IPOEKTHPOBAHHS €€ (PyHKIUOHAIEHOH CTPYKTYPHI.

K/IIOYEBBIE CJIOBA: noseaeHHE CHUCTEMBI, YNPABIAIOIUM aBTOMAT, MEpapXus aBTOMATOB, MHTEIPUPOBAHHAs CUCTEMA,
KJaccu(UKALYs TOBEICHHUMN.

JITEPATYPA / JIUTEPATYPA cucrem ympasienuss / M. A. TlomskoB // Cucremui

1. KosepsneBa U. A. Ilcuxonorus akTUBHOCTU U IOBEJCHUS: TEXHOJIOTI] : perioHabHUil MKBY3IBCBKHI 30ipHUK HayKo-
yueb.-meroq. kommiekc / aBT.-cocT. M. A. Koep3uea. — BuX mpamp. —2012. —Ne 2 (79). — C. 75-81.

MuHck : u3n-s0 MUY, 2010. - 316 c. 11. TTonsikoB M. A. TeopeTHKo-MHOKECTBEHHbIE MOACIH (YHK-

2. Minton E. A. Belief Systems, Religion, and Behavioral Eco- LOUOHANBHBIX CTPYKTYp THOPHUAHBIX aBTOMAaTOB CHCTEM
nomics / Elizabeth A. Minton, Lynn R. — New York : Busi- ynpasienus / M. A. [onsaxos, . A. Auapusic // CucremHi
ness Expert Press LLC, 2014. — 160 p. ISBN 978-1-60649- TEXHOJIOTI] : perioHalbHUI MDKBY31BCBKHH 30ipHUK HayKoO-
704-3 Bux mpap. —2018. — Ne 3 (116). — C. 146-152.

3. Cao L. In-depth behavior understanding and use: The behav-  12. ITonsikoB M. A. KoHeuHble aBTOMAThl ¢ HCOMHAPHBIMH J1e-
ior informatics approach / L. Cao // Information Sciences. — MeHTaMu MHOXkecTB / M. A. Ilonsixos, U. A. Aunpuac //
2010. — Vol. 180, Issue 17. — P. 3067-3085. CucTeMHi TEXHONOrii : perioHanbHUHA MIDKBY3IBCHKUI
https://doi.org/10.1016/j.ins.2010.03.025 36ipHKK HaykoBHX npaib. —2019. — Ne 2 (121). — C. 85-94.

4. Gero J. The Function-Behaviour-Structure Ontology of De-  13. Poliakov M. O. Interoperability of Integrated Hierarchial
sign / J. Gero, U. Kannengiesser ; Chakrabarti A., L.T.M. Systems / M. O. Poliakov, S. O. Subbotin, O. M. Poliakov //
Blessing Eds / An Anthology of Theories and Models of CHCTeMHI TEXHOJOTii : perioHANbHUNA MIiXBY3iBCHKUI
Design. — Berlin : Springer. — 2014. — P. 1-45. 30ipHHK HaykoBHX Hpank. — 2021. — Ne 2 (133). — C. 68-78.
https://link.springer.com/chapter/10.1007/978-1-4020-5131- https://doi.org/10.34185/1562-9945-2-133-2021-08
921 14. Poliakov M. O. Control System Control Unit FSM Semantic

5. Bonkoa B. H. Teopus cucteM W CHCTEMHBIH aHamu3 : Models / M. Poliakov, S. Subbotin, I. Andrias// Cuctemsi
yueOHHK /Ul akagemudeckoro Oakamaspara / B. H. Bonko- TEXHOJIOTI1:perioHaIbHUil  MDKBY3iBChbKHH 30ipHHK HayKo-
Ba, A.A. JlenucoB. — 2-e m3n.—M. : [Opaiit, 2014. - Bux mpamb. — 2019. — Ne5 (124). — C. 43-53.
616 c. https://doi.org/10.34185/1562-9945-5-124-2019-05.

6. Shornikov Yu. Specification and instrumental analysis of  15. Poliakov M. Cognitive Control Systems: Structures and
hybrid systems/ Yu, Shornikov, A. Bessonov, D. Dostovalov Models / M. Poliakov // Electrotechnic and Computer Sys-
/I Science Bulletin of the Novosibirsk State Technical Uni- tems. — 2017. — Ne 101. — P. 387-393. https://dx.doi.org/
versity. — 2015. — No. 4(61). — P. 101-117 (in Russian). 10.15276/eltecs.25.101.2017.46.
http://dx.doi.org/10.17212/1814-1196-2015-4-101-117 16. Stetter R. Approaches for Modelling the Physical Behavior

7. Maryasin O. Computer Modelling «Smart Building» / of Technical Systems on the Example of Wind Turbines /
O. Maryasin, A. S. Kolodkina. A. A. Ogarkov // Modeling R. Stepper // Energies. — 2020. — Nel3(8). — P. 2087.
and Analysis of Information Systems. — 2016. — Vol. 23(4). https://doi.org/10.3390/en13082087
P. 427-439. https://doi.org/10.18255/1818-1015-2016-4-  17. JletnueBckuit A. An. MHCcepumoHHOE MOAeIHpOBaHHE /
427-439 A. An. JletnueBckuii // YpaBisFOIINEe CHCTEMBI W Malllv-

8. T'mymkos B. M. Cunre3 mudpoBbIX aBTOMaToB / HBI. — 2012. - Ne 6. - C. 3-14.
B. M. I'mymikoB. — M. : ®usmaruszzaar, 1962. —476 c. http://dspace.nbuv.gov.ua/handle/123456789/83102

9. Kapmos lO. I'. Teopus aBromaros / 10. I'. Kapnos. — Caukr  18. Letichevskiy A. A. V. M. Glushkov and Modern Informatics
[TerepOypr : [Tutep, 2002. — 224 c. / A. A. Letichevskiy // Bicuux HarmionansHol akagemii Hayk

10. ITonsikoB M. A. TeopeTHKO-MHOKECTBEHHbIE MOJEIH 3J1e- VYkpainu. - 2013. —Ne 08. - P.21-33.
MEHTOB H CTPYKTYpP HHTETPHUPOBAHHBIX KOHTPOJUIEPHBIX https://doi.org/10.15407/visn2013.08.021

© Poliakov M. O., 2022
DOI 10.15588/1607-3274-2022-3-17

194



e-ISSN 1607-3274 PagioenextpoHika, inpopmaTuka, ynpasainss. 2022. Ne 3
p-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2022. Ne 3

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

Glushkov V. M. Mathematics and Cybernetics
/V. M. Glushkov // Science, Technology and Global Prob-
lems /Editor(s): Academician J. G. Gvishiani. — Pergamon. —
1979. — P. 173-180. https://doi.org/10.1016/B978-0-08-
024469-3.50029-2

Pedroni Volnei A. Finite State Machines in Harware: The-
ory and Design (with VHDL and SystemVerilog) /Volnei A.
Pedroni. — The MIT Press, 2013.
https://doi.org/10.7551/mitpress/9657.001.0001

Drumea, A. Finite state machines and their applications in
software for industrial control / A. Drumea, C. Popescu
// 27th International Spring Seminar on Electronics Tech-
nology: Meeting the Challenges of Electronics Technology
Progress. - 2004. - Vol. 1. - P. 25-20.
https://doi.org/10.1109/ISSE.2004.1490370

TNaaze-Pamomopt M. I'. Ot ame0b1 10 pobOTa: MozeNH TOBe-
nernst / M. I'. Taaze-Panonopr, JI. A. ITocnenos. — M. :
Hayka. I'n. pea. ¢us.-mar. mut., 1987. — 288 c.— (IIpoGiiembl
HayKH ¥ TEXHUYECKOTO Iporpecca).

Hernun M. JI. UccnenoBanus 1o TeOpuu aBTOMAaTOB U MO-
nenupoBanuio Ouonormyeckux cuctem / M. JI. Letnun. —
M. : I'maBHas pemakuusi (puU3NKO-MaTeMaTHIECKOH JIUTEpa-
Typsl u3a-Ba «Hayxkay, 1969. — 316 c.

ApepkuH A. H. TonkoBslil cIoBapb IO HCKyCCTBEHHOMY
naremwtekry / A. H. Asepkun, M. I'. T'aaze-Pamomopr,
J1. A. TlocnienoB. — M. : Paauo u cBs3b, 1992. — 256 c.
Bapmasckuit B. . O noBeseHnn cToXxacTU4eCKUX aBTOMa-
TOB C IepeMeHHO# cTpykTypoit / B. M. BapmaBckuii / AB-
TOMaTHKa U TeaeMexanuka. — 1969. — T.24, Ne 3. — C.353—
360.

Tirmduca C. Behavioral Modeling Based on Probabilistic
Finite Automata: An Empirical Study / Cristina Tirnauca,
José L. Montafia, Santiago Ontaiion et al. — Sensors (Basel),
2016 Jul. — Ne16(7). — P. 958. Published online 2016 Jun 24.
https://doi.org/10.3390/s16070958

Wonham W. Supervisory Control of Discrete-Event Sys-
tems / W. Wonham, K. Cai / Communication and Control
Engineering. — 2019. — Springer. — 487 p.
https://doi.org/10/1007/978-3-319-77452-7

TonsxoB M. A. MneHTH]UKAUS TEIUIOBBIX MapaMETPOB
CHJIOBOT'O MACIISIHOrO TpaHc(hopMmaTopa MO JTaHHBIM MOHU-
TopuHra mapamerpoB / M. A. IlomskoB // BicHuk.
CXiTHOYKpaiHCHKOTO HaIllOHAIBHOTO yHiBepcuTeTy. — 2007.
—Ne11.-Y.1(117). - C. 167-173.

Henmomusamux B. A. Mogenn aBTOHOMHOTO ITOMCKOBOTO
nosenenust / B. A. Hemommsinux // Ot Mozeneii HoBeeHUs
K MCKYCCTBEHHOMY MHTE/UIEKTY : KoJIeKkTHBHas MOHOTrpa-
¢us mox o6ur. pen. Penpko B. I'. — M. : YPCC, 2006. —
C. 200-242.

Wittenmark B. Adaptive Dual Control Methods: An Over-
view / B. Wittenmark. — Lund University, June. — 1995. —
CiteSeerX 10.1.1.25.7446.

Pactpurun JI. A. Anantanus cnoxHsix cucrteMm / JI. A. Pac-
TpuruH. — Pura : 3unarne, 1981. — 375 c.

Poliakov, M. Performance indicators of models of non-
binary control automates / M. Poliakov, S. Subbotin, O. Po-
liakov // Experience of Designing and Application of CAD
Systems: IEEE 16th International Conference, Lviv, 22-26
Feb. 2021: proceedings. - P. 38-42.
http:doi.org/10.1109/CADSM52681.2021.9385220
Poliakov, M. The contour of causality in control automata of
systems [Electronic resource] / M. Poliakov, S. Subbotin,

© Poliakov M. O., 2022
DOI 10.15588/1607-3274-2022-3-17

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

O. Poliakov // Proceedings of the Fourth International
Workshop on Computer Modeling and Intelligent Systems
(CMIS-2021). Zaporizhzhia, April 27, 2021 / ed.: S. Sub-
botin — Aachen: CEUR-WS, 2021. — P. 368-378. — (CEUR-
WS.org, vol. 2608). — Access mode: http://ceur-ws.org/Vol-
2864/paper32.pdf https://doi.org/10.32782/cmis/2864-32
Poliakov M. Set-theoretical FSM Models Activity Subsys-
tem for Cognitive Control Systems / M. Poliakov, S. Sub-
botin, O. Poliakov /// Experience of Designing and Applica-
tion of CAD Systems: IEEE 15th International Conference,
Polyana, 26 Feb. — 2 March. 2019: proceedings. — P. 1-4.
https://doi.org/10.1109/CADSM.2019.8779283

Xuesen L. Multi-behaviors Finite State Machine / L. Xuesen
// Information, Computing and Telecommunication: [EEE
Youth Conference on 2009: proceedings. — P. 201-203.
https://doi.org/10.1109/YCICT.2009.5382390

Gramlich G. Probabilistic and Nondeterministic Unary
Automata / G. Gramlich// Lecture Notes in Computer
Science. — Springer. — 2003. — Vol. 2747. — P. 460 — 469.
http://dx.doi.org/10.1007/978-3-540-45138-9_40

Campeanu C. Non-Deterministic Finite Cover Automata /
C. Campeanu // Scientic Annals of Computer Science. —
2015. - Vol. 25 D). - P. 3-28.
http://doi.org/10.7561/SACS.2015.1.3

AmnoxuH I1. K. Wnen u ¢daxtsl B pa3paboTke Teopun (QyHK-
nuoHanbHbIX cucteM / 1. K. Anoxun // IV-1 Beepoccuiickas
Hay4HO-TeXHHYecKas KoH(pepeHuus «Helpounpopmaruka-
2002». IIpobineMbl MHTEIIEKTYaJIbHOTO YIpaBieHHS — 00-
IIECUCTEMHBIE, SBOJIOIIMOHHBIE U HEHPOCETEBBIC ACHEKTHI.
Marepuansl auckyccuu / M.: M3a-Bo MOCKOBCKOTO TOCY-
JIAPCTBEHHOT'O HHXEHEPHO-(HH3UUECKOTO HUHCTUTYTA
(MHU®N), 2003. — C. 40-57.

Drusinsky D. Modeling and Verification Using UML State-
charts. A Working Guide to Reactive System Design, Run-
time Monitoring and Execution-Based Model Checking /
D. Drusinsky. — Book Elsevier Inc. — 2006. —P. 309.
https://doi.org/10.1016/B978-0-7506-7949-7.X5000-4
Colgren R. D. Basic MATLAB, Simulink and Stateflow
[Electronic resource] / R. D. Colgren. — AIAA, 2007. — Ac-
cess mode: https://arc.aiaa.org/doi/book/10.2514/4.861628
Kontpomnepst nporpammupyemsie. Y. 3 S3biku mporpam-
mupoBarust 'OCT P MBK 61131-3-2016 (IEC 61131-
3:2013, IDT). — Mocksa : Cranmaptundopm, 2016. — 227 c.
FSM Simulator code. Available [Electronic resource]. —
Access mode: https://gitlab.com/Eonus/fsm-simulator (Ac-
cessed Feb. 24, 2022).

KOrHUTHBHOE YIPABICHHE JKM3HEHHBIM IIMKJIOM H30JISLUN
00MOTOK MacJIOHAIIOIHEHHOTO CHIIOBOTO TpaHchopmaropa /
[M. A. Ilonsixos, WM. A. Auppusac, C. II. Konorpaii,
B. B. Bacunesckwuii]| // Bicauk HarionansHOTO TEXHIYHOTO
yHiBepcutery «XIII». Cepis: «EnexTpuuHi MammHu ta eie-
KTpOMeXaHiyHe IepeTBopeHHs eHepriiy. — 2018. — Ne §
(1281). — C. 90-96.

Kymuk H. I. Meronasl cuHTe3a YCTAaHOBOYHBIX W pa3iu-
YaIOLUX SKCIIEPUMEHTOB C HEJICTCPMHUHUPOBAHHBIMU aBTO-
MaTaMu. ABTOpedepaT IuccepTandy Ha COMCKaHUE yUeHOH
CTENEHN KaHAWAaTa  (PU3MKO-MAaTEMAaTHYECKHX  HayK:
05.13.01 «CuctemHBIl aHanm3, ymnpasieHHe W oOpaboTka
nadopmarmu (no orpaciam)» / H. I'. Kymmk. — Tomck :
TTY, 2013. -20 c.

195





