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ABSTRACT

Context. In modern medical practice the automation and information technologies are increasingly being implemented for diag-
nosing diseases, monitoring the condition of patients, determining the treatment program, etc. Therefore, the development of new and
improvement of existing methods of the patient stratification in the medical monitoring systems is timely and necessary.

Objective. The goal of intelligent diagnostics of patient’s state in the medical monitoring systems — reducing the likelihood of
adverse states based on the choice of an individual treatment program:

— reducing the probability of incorrectly determining the state of the patients when monitoring patients;

— obtaining stable effective estimates of unknown values of treatment actions for patients (corresponding to the found state);

— the choice of a rational individual treatment program for the patients, identified on the basis of the forecasted state.

Method. Proposed methodology, which includes the following computational intelligence methods to patient’s stratification in
the medical monitoring systems:

1) method of cluster analysis based on the agent-based approach — the determination of the possible number of patient’s states us-
ing controlled variables of state;

2) method of robust metamodels development by means artificial neuron networks under a priori data uncertainty (only accuracy
of measurements is known) in the monitoring data: a) a multidimensional logistic regression model in the form of analytical depend-
ences of the posterior probabilities of different states of the patients on the control and controlled variables of state; b) a multidimen-
sional diagnostic model in the form of analytical dependences of the objective functions (quality criteria of the patient’s state) on the
control and controlled variables of state;

3) method of estimating informativeness controlled variables of state at a priori data uncertainty;
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4) method of robust multidimensional models development for the patient’s state control under a priori data uncertainty in the
monitoring data in the form of analytical dependencies predicted from the measured values of the control and controlled variables of
state in the monitoring process;

5) method of reducing the controlled state variables space dimension based on the analysis of the variables informativeness of the
robust multidimensional models for the patient’s state control;

6) method of patient’s states determination based on the classification problem solution with the values of the control and fore-
casted controlled variables of state with using the probabilistic neural networks;

7) method of synthesis the rational individual patient’s treatment program in the medical monitoring system, for the state identi-
fied on the basis of the forecast.

Proposed the structure of the model for choosing the rational individual patient’s treatment program based on IT Data Stream
Mining, which implements the «Big Data for Better Outcomes» concept.

Results. The developed advanced computational intelligence methods for forecast states were used in choosing the tactics of
treating patients, to forecast treatment complications and assess the patient’s curability before and during special treatment.

Conclusions. Experience in the implementation of “Big Data for Better Outcomes” concept for the solution of the problem of
computational models for new patient stratification strategies is presented. Advanced methodology, computational methods for a
patient stratification in the medical monitoring systems and applied information technology realizing them have been developed. The
developed methods for forecast states can be used in choosing the tactics of treating patients, to forecast treatment complications and
assess the patient’s curability before and during special treatment.

KEYWORDS: Information Technology Data Stream Mining, Medical Monitoring Systems, Machine Learning Methods,

Mathematical Models and Methods for Patient Stratification.

ABBREVIATIONS
ANN is an artificial neural network;
DM is a decision-makers;
CDSS is a computer decision support system;
IDS is an intellectual diagnostics of systems;
MFFN is a multilayer feedforward artificial neural
network;
MMS is a medical monitoring system;
RBF is a radial-basis function neural network.

NOMENCLATURE
X isan input vector of state parameters values;
F is a vector of state’s target functions;
P is a number of the elements in the dataset;

H, is a dimension of the input vector;
Hy.1is a dimension of the output vector;

FED g an output vector of the ANN model,;
K is a number of neuron in the hidden layer;

X; is a set of the elements from /" cluster;

X, 18 p™ vector of the element in the /™ cluster;

P; is a number of elements in the J™ cluster;

k" is a number of clusters;

d (x ipoC j) is an intra-cluster distance;
dy (x ip>C j) is Manhattan distance;
MD? is Mahalanobis distance;

Dy, is Kullback-Leibler entropy;

w;, is a membership matrix;

¢ i is a vector of cluster’s centers;

M (E j) is an average measure of the intra-cluster dis-

tance;

LF(x) is a loss function;

Z is a target set of pairs of cluster’s number and num-
ber of elements in them,;

Z is a solution of an optimize problem;
k; is the cluster’s number;
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Dy is correctness set;
p()? ips€ ]-) is Cauchy distribution;
n is a parameter of Cauchy distribution;

n is an iteration number;

N is total number of iterations;

k™ s estimated number of clusters on the n™ itera-
tion;

fi1s selection function’s values at the ANN output;

X, 1s parameter’s value at the input layer;

MYV is selection function of the MV-problem;

& is significance level;

Jrie 1s a fitness function;

f,-* is required value of the selection function;

0
Ji-p
Byis regularization parameter;

n, is number of measurements for fixed state;

c is standard deviation of the selection function;

2 . .
is chi-squared test;

X. fl N q ]

d; is metric of the state’s space;

Ly is convergence acceleration factor;

p;\f; | is membership functions;

f,-()? (O)) is fitness function value;

0
Ji

f:p is required values of the function for p™ training

o, is standard deviation of variables value f;;

set;

/* is normalized values of a variables or target func-
tions;

fis current values of a variables or target functions;

fmin 18 minimum value of a variables or target func-
tions;

fmax 18 maximum value of a variables or target func-
tions;

Iris slope factor of the activation function;
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bt is slope factor of the function #4();

c}(o) is required standard deviation of the input data;
h

x(©

h.max

x(©

h.min
Dy is training dataset;
L is dimension of the training dataset (state’s space);

is maximum value of the input data variables;

is minimum value of the input data variables;

M is search variables set;
M is variables subset from D; set;
Dr, is dispersion of the target function, in decibels;

Dg_)) is dispersion of the base (linear) model;

D(F@d *D s dispersion of the other model;

Dy, 1s subset of informativeness variables;
Xy is the covariance matrix of variables X; and X,;
oy, is the standard deviation of Xj;

r;, are the correlation coefficients between X; and X,
(I=1..L, n=1...L);

E; is a signal energy;

A 1s the informativeness coefficients;

Dy is monitoring results;

Q is dimension of monitoring data;

I1° is design and regime parameters;

U” is control variables;

@' is phase variables;

t is forecast moment;

T is lower forecast moment;

T, is upper forecast moment;

8? is relative error;

¥ is control state model;

Q is diagnostic model;

W is quality criteria of the patient’s condition;
I is dimension of time series ¢’;

X" is vector of observed symptoms of unidentified
precedent;

X 1* e X Z are principal components projections of
X

A is number of the principal components;

cy. are the classes centers (/, k=1...4);

p(Ry+) is the probability distribution density agreeing
to the Student’s t-law;

<)? m> is average projections value principal compo-

nents vector of the observed symptoms of layer samples
element;

I'() is gamma function;

K; is number of precedents in M class, [=1...4;

K is number of precedents in k" class, k=1...4;

2 poolea 15 the combined correlation matrix for the con-
sidered scenarios (for classes);

P(R)) is a prior probability of the classes realization;

X is quasisolution of MV-problem;
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tris Student’s coefficient for considered function f;
Ros is Romanovsky’s coefficient for considered func-
tion f;
M,[ ] is mathematical expectation with significance
level a;
%
x

p is required variables values x,, for prototype;

*
Sp

for prototype;

is required mean deviation values of variables x,

o, is mean square deviation of variables x, € X 0.
p

o s is the mean deviation values of decision making
1

criterion f; for prototype;
G s is mean square deviation of decision making cri-
1

terion f; € F;

v is a regularization parameter;

time is the value of the survival time for the patient af-
ter undergoing treatment.

INTRODUCTION

The actual problems of modern medicine — the prob-
lems of assessing the states, forecasting the outcome of
diseases, the effectiveness of treatment methods, assess-
ing the likelihood of complications in patients — can be
solved based on the use of advanced machine learning
methods and information technologies that implement
them. That’s why developing an applied information tech-
nology for patient stratification in medical monitoring
systems based on advanced machine learning methods is
an actual scientific and practical task.

An MMS consists of monitoring hardware for the pa-
tient’s condition, decision makers (physicians) and CDSS.
The aim of such systems — to ensure continuous observa-
tion, information collecting, data processing and analyz-
ing patient’s condition, forming recommendations for
treating [1, 2].

National Aerospace University named by N.
Zhukovsky “Kharkiv Aviation Institute” for more than 15
years has been developing applied information technology
for patient stratification in medical monitoring systems
based on machine learning methods. The university has
developed its own software to accomplish the assigned
problems and has qualified personnel who participate in
international projects in the field of applied mathematics,
statistics, and machine learning. In cooperation with the
Kharkov National Medical University, the developed
software is being tested for stratification of patients with
prostate cancer, squamous cell carcinoma of the head and
neck [3—14]. The developed methods for forecasted states
are also planned to be verified on the data obtained in
various oncological pathologies and to use them in choos-
ing the tactics of treating patients, to forecast treatment
complications and assess the patient’s curability before
and during special treatment.

The material and technical support and personnel base
of the Kharkov National Medical University allows col-
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lecting data on the course of treatment of cancer patients
receiving chemoradiation treatment, using the whole
range of non-invasive diagnostic methods, a wide range
of tumor markers. Working with patients is regulated by
the Bioethics and Deontology Committee and complies
with international GCP standards.

As part of the implementation of projects, an innova-
tive strategy is proposed for choosing a rational individual
tactics for treating patients based on forecasted states
identified using robust stratification methods, which will
improve clinical results and prevent complications.

It is also planned to collect data on patients with can-
cer who have undergone COVID-19 before starting
treatment and to assess the effect of the latter on the tim-
ing of the start of radiation and chemotherapy, depending
on the severity of post Covid’s syndrome.

This paper shows computational models for process-
ing and research about a patient’s condition and his body
functioning based on the “Big data for better outcomes”
concept for MMS.

The object of study is the processes for predicting the
states and choosing individual treatment programs for
patients based on monitoring data.

The subject of study is the computational intelligence
methods to patient’s stratification in the medical monitor-
ing systems.

The purpose of the work is to reduce the likelihood
of adverse states for patients in medical monitoring sys-
tems based on the choice of an individual treatment pro-
gram by means of computational intelligence methods.

1 PROBLEM STATEMENT

Reducing material costs and time of forecasting of the
patients’ states in the medical monitoring systems are
possible through the automation forecasting process of the
patient’s states using information technology Big Data.
We define Big Data as an information technology based
on the use of approaches series, tools and processing
methods of the structured and unstructured data of large
volumes and considerable variety to obtain the results for
DM that are effective in conditions of continuous increase
and distribution by numerous nodes of the computer net-
work data stream.

The goals of intelligent diagnostics of patient’s state in
the medical monitoring systems:

— reducing the likelihood of adverse states based on
the choice of an individual treatment program;

— reducing the probability of incorrectly determining
the state of the patients (errors of the third kind in classi-
fying the state of the systems) when monitoring patients;

— obtaining stable effective estimates of unknown val-
ues of treatment actions for patients (corresponding to the
found state);

— the choice of a rational individual treatment program
for the patients, identified on the basis of the forecasted
state.
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The aim of the investigation is to develop advanced
methodology for solving the synthesis problem of pa-
tient’s individual treatment program in the medical moni-
toring systems by means of computational intelligence
methods for the medical information analysis and applied
information technology realizing them by means of new
robust estimation methodology (M-estimation) based on
the concept of invariance of the theory of optimal control
and apply it to solving nonlinear multidisciplinary prob-
lem of under uncertainty.

Let us input data ()? (0),15 )p, p=1..P are the results

of the anamnesis (personal, visual examination, laboratory
data), these are statistical data (dataset) from the observed
patients, accumulated by medical institutions, as well as
the individual results of patient monitoring, considered as
training pairs. An input vector and output vector is of di-
mension Hy and Hy.; respectively.

The data model, such as information from the ambula-
tory card, formed by experts (physicians).

Statistical data (dataset) from the observed patients
had transferred to the database storage Big Data from
medical organizations.

Each patient must be able to contribute their own
monitoring results to the database.

Data processing and diagnostic results transmission
carried out by using Internet resources, which is available
to every user, including the use of CDSS on remote serv-
ers.

Structuring new mathematical statements and devel-
oping computational methods is necessary for solving the
synthesis problem of a patient’s individual treatment pro-
gram in the medical monitoring systems by means of
computational intelligence methods, in stochastic formu-
lation (MV-problem).

On the result of processing the input data, you need to
find the following:

— the required number of controlled state variables for
the classification of states (single or multiple diseases,
and their corresponding disease stages);

— results of the patient’s condition classification (sin-
gle or multiple cases and their corresponding disease
stages);

— estimates of survival rates and clinical effectiveness
of the treatment;

— quality of life assessments for patients during treat-
ment and in the follow-up period;

— results of informative monitored condition variables
synthesis for patients individually at the current point in
the monitoring process;

— results of predicting the time series of monitored
state variables (including medical influences);

— justification of the time intervals choice for measur-
ing values of controlled variables during monitoring de-
pending on the disease stage;

— the results of predicting patient conditions that can-
not be assessed using current clinical, laboratory and in-
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strumental methods (e.g. hormone resistant prostate can-
cer);

— selection of an individual treatment regimen (medi-
cal interventions) depending on the patient’s condition in
order to minimize the risk of serious adverse events.

Such developments compared to existing methods will
ensure a reduction in the probability of incorrectly deter-
mining the state of the systems (errors of the third kind in
classifying the state of the patients), as well as obtaining
stable effective estimations of the unknown values vari-
ables (corresponding to the found state).

2 REVIEW OF THE LITERATURE

Over the past decade, as a result of cooperation, the
authors have developed the methods for solving such
problems:

— formation of a subset of controlled variables of state,
the values of the quantities of which are check in by
measuring instruments [3, 9];

— patient’s classification of state results [4, 6, 7, 9];

— informativeness evaluations of the variables of for
different stages of patients’ diseases [4, 5, 9];

— robust metamodels: multidimensional diagnostic
model, multidimensional logistic regression [6, 8, 9, 11];

— robust multidimensional models of control the states
of the patients, evaluation of forecasted values of the con-
trolled variables of state based on medical monitoring
data for patients [11, 5];

— cluster analysis results — the number of recognizable
states [5, 9, 12];

— patient’s state classification results, using the values
of the control and forecasted controlled variables of state
[9, 11];

— the results of the synthesis of a rational individual
treatment program for the patients for the state, deter-
mined on the basis of a forecast (determination of control
variables (medical actions), that ensure the implementa-
tion of the treatment program) [9, 11, 14].

Numerical research was carried out with the help of
the computer program “Non-linear evaluation methods in
multicriteria problem of robust optimal designing and
diagnostics of systems under parametric a priori uncer-
tainty (methodology, methods, techniques and computer
systems of support and decision-making implementing
them)” (ROD&IDS) [13] developed by the authors.

The volumes of medical information about various
diseases and their course are extremely large, and ma-
chine learning methods make it possible to process the
accumulated information, take into account millions of
different factors, social, territorial, demographic, ge-
nomic, etc., and make it possible to identify the unique
features of each patient [15, 16]. It has been proven that
the automation of the collection processes and further
analysis of medical data allows to increase the accuracy
of early diagnosis, prediction of the disease’s develop-
ment and the treatment effectiveness assessment [17]. For
example, the Frost & Sullivan agency notes that artificial
intelligence technologies increase the accuracy of diagno-
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ses by 30—40%, and pathologist Andy Beck from Harvard
Medical School believes that the further use of artificial
intelligence technologies will reduce the errors rate in
diagnosis by 85% [18].

Modern technologies are also used to choose the most
effective treatment strategy. Recently, scales (systems) for
objectifying the assessment of clinical-physiological and
laboratory parameters have been used to choose treatment
tactics, the scope of anesthetic support and surgical inter-
vention, predict the frequency of probable postoperative
complications, lethality, and the treatment effectiveness
[19]. The priority of such a strategy is that after receiving
the sum of objective indicators, the doctor converts them
into a score, which is ranked into numerical and staging
corridors. This makes it possible to comprehensively as-
sess the patient’s condition at the moment, monitor his
condition and carry out appropriate treatment. The cor-
rectness and effectiveness of treatment with this method
depends on the qualifications and experience of the doctor
treating the patient [20].

The choice of mathematical methods for the descrip-
tion and research of biological and medical objects de-
pends both on the specialist’s individual knowledge and
on the specifics of the tasks to be solved [21].

The following methods are most often used to solve
the classification problem of the medical facilities state:

— binary classification (decision trees and random
forests) [22];

— artificial neural networks (ANN) [23];

— multidimensional logistic regression [24];

— naive Bayesian classifier [25];

— support vector machines [23, 26].

Obviously, the use of each of these methods sepa-
rately does not allow solving the general problem of syn-
thesizing an individual patient treatment program in a
medical monitoring system.

So, there is a need to structure the system model of
medical decision-making as a sequence of interrelated
tasks and the corresponding system model of decision
synthesis. In other words, it is necessary to create a meth-
odology for the synthesis of solution to the problem of
making medical decisions in general.

The work proposes methodology for solving the syn-
thesis problem of a patient’s individual treatment program
in the medical monitoring systems by means of computa-
tional intelligence methods for the medical information
analysis.

3 MATERIALS AND METHODS

Medical Monitoring System is a set of monitoring
states hardware, information technology Big Data tools
(which contains CDSS), patients and decision-makers
(doctors) who are in a communicate relation with each
other and united with the purpose of managing and orga-
nizing the process of systematic or continuous observa-
tion, collection, processing and information investigation
about the object state (of patient), its functioning (of vari-
ous organs) and development for a certain period of time.
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Its system is created and regulated by the monitoring enti-
ties (physicians) to ensure full, timely and accurate infor-
mation and appropriate organization of effective function-
ing and control of the object of diagnosis (patient).

The Context diagram of “Big Data for Better Out-
comes” concept implementation in the medical monitor-
ing systems is shown in Fig. 1.

Physician
Results of the
Hardyvarg status [« Patient CDSS > synthesis
monitoring tool solutions
Formation of .
the common Big Data
data model Storage

Figure 1 — Context diagram of “Big Data for Better Outcomes”
concept implementation in the medical monitoring systems

Generalized methodology for solving the problem of
synthesis problem of patient’s individual treatment pro-
gram in the medical monitoring systems by means of
computational intelligence methods as a result of its de-
composition may be given as a sequence of processing
techniques of structured and unstructured data of large
volumes and considerable diversity using developed soft-
ware. The solving result is sequence of steps to obtain

mathematical model F (K+1) ()? (O))

agnosing problems.

Patient stratification is carried out in two steps: Data
preprocessing and Monitoring the state of the patients.
Each stage is described below.

1. Data Preprocessing (Preliminary data preparation is
performed by a doctor):

1.1 Formation of a subset of controlled variables of

state ()? (O F )p, p =1...P , the values of the quantities of

in order to solve di-

which are checked in by measuring instruments.

1.2 A total dataset of alternatives is generated. Each
alternative includes subsets of control variables and con-
trolled variables of state; objective functions. The total
dataset includes subsets of alternatives corresponding to
different states of the patients, including the healthy state.

1.3 Data cleaning from anomalous values of the quan-
tities (outliers). Normalization of data.

1.4 Cluster analysis — the determination of the possi-
ble number of states (states of the patients) using control
and controlled variables of state. We are looking for an
answer to the question whether there is enough data from
medical research to be able to recognize different states
and the corresponding stages of diseases with the maxi-
mum a posteriori probability? If the number of identified
clusters coincides with the specified one and the distances
between the clusters are statistically significant, then the
subset of monitored variables of state can be considered
complete. Otherwise, the diagnostic system, which is used
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for monitoring of patient’s states, should be equipped
with new measuring instruments.

Based on the agent-based approach and in accordance
with the chosen measures of intra-cluster distance, per-
missive elite selection rules are proposed for the forma-
tion of clusters, the selection of the best of them, and also
for the selection of elements into clusters in the process of
solution synthesis.

The result of solving such a problem is the number of
clusters, as well as the number of elements in them.

The c-means clustering method was chosen as the ba-
sis.

Let the considered as

sample of data be

k*
X = {X_]-},Xj = {’?jp} and P= ZP; is the total number
Jj=1
of elements.
It is necessary to find {kj,Pj},j=l Lk
Four measures of intra-cluster distance were used as a
metric for the clustering data:

(%2 )
2(-= =
. - MD (xjp . le
d (x i sC 4):
P D2 (3,65
JP P’
- DKL ij . Cj)
Let us define the average measure of the intra-cluster
distance:

1 L
M(EJ)ZF Y dlE2,).
p=l1
Also the loss function is defined as
P
LF(X)=- 3 mle,)
j=1

Then the research problem statement will take in the

| z=(k;.{p; )

Z= argmin LF (X )
XeD

X

It is necessary to determine the number of clusters and
distribute the data among clusters so that the value of the
loss function is minimal.

To correct the centers of clusters, we use the expres-
sion
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plEp-¢5)

J
zp(fjp’aj)
p=1

with the Cauchy distribution

where w;, = is the membership matrix

v/4

1

nn[1+MD2(’?jp°Ej) 2} |
n

Data clustering algorithm based on agent-based ap-
proach:

p(’?jp’gj):

1) set k™ >k, P(")—lnt[ ](V)] and randomly
k"

generate cluster centers {E j };
2) using the selected measure with cluster distance
dl( X jpsC ) choose P}”) the nearest neighbors for each

J™ cluster;

3) for each ;™ cluster, using the {w jp} and

{p(}? J-p‘Pj )}, the cluster centers {E j} are corrected;
4) for each j"

within the cluster distance d ()?

cluster, using the selected measure

ipC j) and Pj(") the near-

est neighbors are chosen. Delete the points that are dupli-
cated: PJ(") - P;;

5) for each /™ cluster the average measure of the in-
tra-cluster distance M (E_ j) is calculated, and also LF(X) is

calculated;
6) elite selection. Find the cluster with the largest
M (E j) and delete it;

7 kt(n+1) _ kt(n) 1 Pj(n+1) — im(]jileyj ;

t

8) back to step 2, if k,('m) >1.

1.5 Development of robust metamodels at a priori data
uncertainty in the monitoring data (given that the results
of measurements of variables of states are random vari-
ables — only accuracy of measurements is known):

a) a multidimensional logistic regression in the form
of analytical dependences of the posterior probabilities of
different states of the patients on the control and con-
trolled variables of state;

b) a multidimensional diagnostic model in the form of
analytical dependences of the objective functions (quality
criteria of the patient’s state) on the control and controlled
variables of state.

To development of robust metamodels as initial in-
formation used the vector function is given by a training

sample ()? (0),F )p, p=1..P . We must approximate the
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given set. The problem can be solved with a resultant
mathematical mechanism, which may give any value of

the vector function F ISKH)(A—’ ;0)), represented by this

training set at a fixed input vector within the range, lim-
ited by the input data.

A multilayer feedforward artificial neural network
(MFFN) and radial basis function network (RBF), used
for data approximation, is a parallel distributed processor,
which is capable of saving acquired knowledge and proc-
essing information between local processor elements
(neuro-elements or neurons), bound by special links (syn-
aptic links).

To provide parameter stability (robustness) and infor-
mative capability of statistical systems and processes
models on the basis of learning ANN at the a priori input
data uncertainty and also practically sufficient data ap-
proximation, it is reasonable to use advanced deep learn-
ing methods — stable (robust) statistical assessment of
their parameters with adaptive learning rate as the ANN
learning method.

Student and V. I. Romanovsky are used as a smooth-
ing functional when choosing a rational solution, which
provides a stable (robust) estimation of the searching val-
ues with parametric uncertainty of the input data, as well
as sufficient, from a practical point of view, accuracy of
data approximation in problems of improving systems.

The function (MV-problem) was used as a scalar con-

volution  of  selection  functions,  considering
fi=FO - x O
ulfin b 2
Fh \fip Jisn N
L P / fl 1+ Gf“p
My =——Yebry :
2PI 5 P ‘ 5
Xs.p Mo
E I’p
By =
2n,

here I=H.1, &= [0.95, 0.99],

L
Fruldi)=1-expl ==d; | Ly >4, (d>0);

T R

Ji

S
‘xf -n +3‘ . 3
=y, =4,
203 \/2 (Gf)z +naa"a

For fitness functions f,-()? (O)) in the expression for

scalar convolution of selection functions MV the mean-
ings of relative values are calculated by formulas:
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20\ f -
— direct conversation f 0= M , here
f max f min
<f> _ fmax ;"fmin , fO c [_1,1];
inverse conversation
£ =i+ st 2, e

l=th(bt) for MFFN and /=1 for RBF.
The relative mean square deviations of input data are
calculated by formula

2
T
c,| =|——— |/
fi fi,max_fi,min 300 e *

Ag
A% =——%-100% , here [=th(B) for MFFN and =1 for
! i,max
RBF;
2( 20 2
( * jz 2 X,(lo) (0) "
X, YO O 300 ~ hmax | Te

By known training set D; the ANN parameters vector

M will choose according to the principle of maximum
aposteriori probability distribution density:

Mn+1 = argminMV(M|DL).
MeD;

An advanced computational method is proposed for
estimating the parameters of structural-parametric models
of systems and processes in the form of trained ANNs
based on the method of stochastic approximation and the
use of a regularizing sequential (adaptive) algorithm for
the synthesis of solutions with delayed correction (based
on the ravine method of conjugate gradient methods and
the method of simulating the movement of bee colonies),
which implements adaptive control of calculations in ac-
cordance with the principle of minimum disturbance.

Application of the proposed methods avoids the ap-
pearance of false ravines or valleys on response surfaces
in case of gross errors in the input data.

In the paired comparison of metamodels models
changing of the signal variance is evaluating, which de-
fines the robustness of a particular model:

(model)
Pr
pO® ’
F

1

DF dB—lOlg

here model = 1 for MFFN and model =2 for RBF.

1. Monitoring of the state of the patients (data proc-
essing and analysis is performed by the doctor together
with the patient):
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2.1 The values of the control and controlled variables
of state corresponding to the patient’s state at a given time
are measured.

2.2 Determination of the state for which the maximum
a posteriori probability of its realization corresponds with
the observed values of the quantities based on the solution
of the classification problem, which allows to determine
the disease stages that are not recognized by modern bio-
markers (e.g., hormone-resistant stage in prostate cancer).

2.3 Estimation informativeness controlled variables of
state at a priori data uncertainty, the synthesis of the set of
informative controlled variables of state according to the
patient’s state (discase stage) for the reduction of the vari-
ables of state space dimension, using multidimensional
diagnostic model, i.e. searching informative subset D,
of minimal dimension where D,;; < D;.

The set of input data F;(X), where X={x;}, [=1...L is
presented as a Taylor series, while retaining only the
terms of the first infinitesimal order in the expansion. For
the dispersion of an arbitrary gotten linear function of
several random variables estimate holds:

L
OF;
DE =(gradFi)TZXgradFl~ ==Z(a—lJ 0)261 +
l X

Y

[=1n=1,n#l 8)61

le Ox,.

Let us define the signal energy by the expression

HO
Ei = Z DFI'(Z)‘XI(O) s
h=1 g
2
(2)
D o; 2 o+
F,.(”‘X}f) ox (0) x©
here
Hy @ oF®
+ i

i 5o o
In ox ) X0 ax X0

The informativeness coefficients (contribution weight
X\ into £'?) are defined by

n=l,n#h

DF.(”‘X,QO) L

1

kih:—E ’27\‘”’[:1'
i =1

2.4 Development of robust multidimensional models
of control the state for the patients at a priori data uncer-
tainty in the monitoring data in the form of analytical de-
pendencies predicted from the measured values of the
control and controlled variables of state in the monitoring
process.

2.5 Forecasting multidimensional time series of con-
trolled variables of state based on multidimensional mod-
els of control of the state for the patients:
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Dy = {qo(t+1)£

¢+ =[O+ 1.0+ 100 +1)]

where t=T)...T, is a limited set of [1°, U°, ®° and creating
time series.

It is required to obtain a functional dependence, that
will be reflect relationship between the next and previous
values of the time series which satisfies the system pref-
erences of DM, for a given forecast horizon:

°+1)= F(qo(t +Ty—1),..q°(t - Tl))+ el
Controlled process mathematical model:

AD° = \P(A@O,AUOJ
AW =Q(A<1)0,AUO),

where the first expression is recurrent mathematical
model for monitoring and the second expression is a di-
agnostic model:

XO(+1)= ln[m}i 1l t=(~T +1)..T5.

q;(t-1;)

2.6 Reducing the dimension of the space of controlled
variables of state based on the analysis of the informa-
tiveness of the variables of the robust multidimensional
models of control the state for the patients (Sensitivity
Analysis). Estimating the rank of time series cointegra-
tion.

2.7 Determination of the states of the patients based
on the solution of the classification problem and the val-
ues of the control and forecasted controlled variables of
state is conducted using probabilistic neural networks. An

input layer X f yeres X Z elements are the principal compo-
nent vector projections of the monitored state variables

X", The layer of samples cy,...,c4 are the classes cen-
ters of the training samples. The number of exemplars
equals the number of classes in the training set. The layer
of input and the samples are entirely meshed structure. An
element activity of the samples layer was determined by
the dependence that related to the probability distribution
density agreeing to the Student’s t-law (that is proper for
the limited samples):

e =p(Ry )=

n+1 n+l
r( 2 ) A
. S l+ﬂ s
\/TEI’IF(ZJ

here I' is gamma function with n=K;+K;~2;
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here MDl%c is Mahalanobis distance from an unidentified

precedent (it is supposed that it appropriate to / class) to
the & sample:

ik (5 (50} ()

here },.0q 18 determined because of belonging of the
precedent to one, or another class:

1

hX =
pooled Kl +Kk )

((&; =12, + (K —1)=).

The output layer k*, p(Ry+) is a discriminator of the
threshold value indicating the class to which belongs an
unknown precedent.

The values of t-Student statistics depend on the selec-
tion of the degree of proximity of the precedent to the
samples (when solving the classification problem), as well
as between the samples (when analyzing the significance
of the distance between classes). Therefore, it is necessary
to further forming of supplementary statistical decision
rule selecting a single guide basis. According to the
maximum likelihood rule as a criterion for the transition
from one state to the other state of patients, Bayes for-
mula is used:

lszf‘+

Vk=0..4- :
P\X

>1.

Which is true provided that

P(R) p()?;ﬂ)

PlRen) pliy)

2.8 Synthesis of a rational individual treatment pro-
gram for the patients in the medical monitoring system,
for the state identified on the basis of the forecast.

The control variables X :(M [X()],G?C)

problem can be presented like a MV-problem.

The MV-problem provides an efficient stable (robust)
estimation of the required quantities under parametric
input data uncertainty.

The quasisolution of this problem is

estimation

X = arg infMV()A(‘tf,Rof),
XeDy

where the scalar convolution of selection functions MV is
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Here v=107...1.0, I=H,.., Af;=MJ[f;]-/ .
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A

2 _, Mu[(xp_Mu[xpDZJ’G?f_ﬁ o Gi

Xy = - =— > Ox 4
o (csip)z ' oy, ’ G;p
2
2 = o —1+—,
T e
Xip,_(na_?’* Mg, ( * )2 1 3
= o, | —1+—].
\/Z(n(x _3) \/2(not _3) K Mo

For the MV-problem solution the computing method
based on the memetic algorithm is applied. In this method
the evolutional algorithm was realized with the decremen-

Medical Monitoring
System

Data
Stream

Clustering Analysis

Sensitivy Analysis

Anomaly detection
technologies

Principal Component Analysis (PCA)

Meta-models /
Classifier

tal neighborhood method and the randomize path laying
method together. The evolutional algorithm has next pa-
rameters, which change from epoch to epoch: real coding
operator, fitness function and relaxation function.

The proposed method application gives the stable (ro-
bust) estimation of desired values under parametric input
data uncertainty and lowers the difficulty of the quasisolu-
tion synthesis method.

The structure of the model for the choice of a rational
individual treatment program for the patients based on IT
Data Stream Mining, which implements the “Big Data for
Better Outcomes” concept is shown in Fig. 2.

4 EXPERIMENTS

In that work, as an implementation of the concept
“Big Data for Better Outcomes” for stratification of pa-
tients, the following tasks were solved:

— formation of a subset of controlled variables of state,
the values of the quantities of which are check in by
measuring instruments;

— robust metamodels: multidimensional diagnostic
model;

— informativeness evaluations of the variables of states
for different stages of patients’ diseases.

The authors considered the task of assessing the in-
creased survival rate of cancer patients who received
chemoradiotherapy.

The multidimensional diagnostic model — model for
estimating the survival of patients was built using a data
set obtained in the real medical practice of the authors.

The patients with squamous cell carcinomas of the
head and cancer (stages III, IVa, IVb) was included in
study and did a comprehensive examination, including the
collection of anamnestic data, general clinical physical
examination, computed tomography of the head, neck and
chest organs before the start of radiation therapy and 1
month after its completion, laboratory general clinical and
biochemical blood tests. All patient received course of
radiation therapy 5 Gy per fraction till 67 weeks (32-35

Autoencoder (data
filtering)

Control Law
Synthesis
Optimization

Time-series Data
Analysis, Forecasting

Figure 2 — Context diagram on the implementation of the model of the choice of a rational individual treatment program for the
patients, identified on the basis of the forecasted state based on IT Data Stream Mining
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fractions) with chemomodification Cisplatin 100 mg/m? at
1, 21, 42 days in SI “Grigoriev Institute for Medical
Radiology and Oncology of NAMS of Ukraine”. This set
contains records of 57 patients on 9 indicators (parame-
ters) that characterize the current state of each patient:
age, localization, stage, tumor (T) and lymph (N) nodes
status (TNM classification, 8 edition), response (per
RECIST 1.1 criteria), tumor marker squamous cell carci-
noma’s antigen “before” and “after” the course treatment,
survival time. All indicators have a numerical type, but
some of them are enumerable, for example, the “localiza-
tion” indicator takes four values from 1 to 4. The objec-
tive function for each record is “survival time”, the other
parameters are attributed to the input data.

First, it is necessary to normalize the data. Since the
inputs are different in value and content, the normaliza-
tion for them will be different. The parameters “localiza-
tion”, “stage”, “T” and “response” are normalized accord-
ing to the formula

o__Ji
fi ==,

f max
here f.x =4.

The age indicator is normalized as follows:

Age,, = Agemax — Agecurrent ,
Agemax

here we take age as the maximum value Age;,, =85.

]

The indicators of tumor markers “before” and “after’
are reduced to one parameter of tumor markers as fol-
lows:

marker after
Oncomarker =In _aft

marker_before

Let’s denote the objective function by Suv time, its
values are also pre-normalized by the formula

, time
Suv _time = —————,
target time

here target time=25.

The results of the patient survival assessment are a
functional relationship between the input data and the
survival time. Using a robust meta-model based on a ra-
dial-basis neural network, survival time estimation values
are calculated that correspond to the input data.

The structure of the simplest radial-basis function neu-
ral network includes three types of neuron layers. RBF
with one hidden layer (K=1). At the input layer RBF has
H, =7 neurons, at the hidden layer — H, = 44 neurons and
H, =1 network outputs.

In addition, the task of determining the most influen-
tial (informative) parameters for assessing patient survival
was solved.

Numerical research was carried out with the help of
the computer program ‘“Non-linear evaluation methods in
multicriteria problem of robust optimal designing and
intelligence diagnostics of systems under parametric a
priori uncertainty (methodology, methods, techniques and
computer systems of support and decision-making im-
plementing them)” (ROD&IDS) developed by the authors
[13].

5 RESULTS

To train the neural network and test its operation, the
data set of the patient’s survival time was divided into two
parts: training (47 records, 82%) and test (10 records,
18%).

As a result of training, the relative error was 1.5%.

The relative error on the test sample was 15.4%. The
trained neural network can then be used to provide sur-
vival estimates for new patients Table 1).

It was found by means of sensitive analysis of vari-
ables of the model for each patient from the training sam-
ple that on the average the indicators: T, age of the pa-
tient, response and stage of the disease are more likely to
be informative (Table 2).

Table 2 — The informativeness evaluations of the indicators

Age | Local. | Stage T N Res- | Tumor
ponse | marker
tsi?r:; 0.262 | 0.0025 | 0.251 | 0.185 | 0.0006 | 0.289 | 0.009

Therefore, to assess the survival of patients, it is nec-
essary to pay attention to these indicators.

Table 1 — Result of model for test set

Age Local. Stage T Response ;‘;T{Z; S(li;]r—;rge Su(\;a_gr)ne
0.235294 0.75 0.5 1 0.75 0.25 —0.887762 1 1.112889
0.164705 1 1 0 0.75 —0.062609 0.28 0.261637
0.364705 1 0.75 2 0.5 —0.243848 0.52 0.682176
0.258823 0.25 0.5 1 0.75 0.75 —0.267833 0.44 0.385309
0.352941 0.5 1 0 0.75 0.2626409 0.32 0.259509
0.341176 0.75 1 1 0.5 —1.659763 0.44 0.387156
0.305882 0.5 0.25 2 0.5 —0.212148 0.6 0.591057
0.188235 0.25 0.5 1 0.75 0.25 —0.472130 1 1.026191
0.258823 0.75 0.75 2 0.75 —0.819898 0.36 0.512091
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6 DISCUSSION

Thus, the goal of the study was achieved — developed
advanced methodology for solving the synthesis problem
of the patient’s individual treatment program in the medi-
cal monitoring systems by means of computational intel-
ligence methods for the medical information analysis and
applied information technology realizing them have been
developed.

Its application allows:

— reducing the likelihood of adverse states based on
the choice of an individual treatment program;

— reducing the probability of incorrectly determining
the state of the patients (errors of the third kind in classi-
fying the state of the systems) when monitoring patients;

— obtaining stable effective estimates of unknown val-
ues of treatment actions for patients (corresponding to the
found state);

— the choice of a rational individual treatment program
for the patients, identified on the basis of the forecasted
state.

The developed software, which is described below in-
formation technology, is being tested for stratification of
patients with prostate cancer, squamous cell carcinoma of
the head and neck [3-11]. The developed methods for
forecasted states are also planned to be verified on the
data obtained in various oncological pathologies and to
use them in choosing the tactics of treating patients, to
forecast treatment complications and assess the patient’s
curability before and during special treatment.

The material and technical support and personnel base
of the Kharkov National Medical University allows col-
lecting data on the course of treatment of cancer patients
receiving chemoradiation treatment, using the whole
range of non-invasive diagnostic methods, a wide range
of tumor markers. Working with patients is regulated by
the Bioethics and Deontology Committee and complies
with international GCP standards.

As part of the implementation of projects, an innova-
tive strategy is proposed for choosing a rational individual
tactics for treating patients based on forecasted states
identified using robust stratification methods, which will
improve clinical results and prevent complications.

It is also planned to collect data on patients with can-
cer who have undergone COVID-19 before starting
treatment and to assess the effect of the latter on the tim-
ing of the start of radiation and chemotherapy, depending
on the severity of post Covid’s syndrome.

CONCLUSIONS

The scientific novelty obtained results in the fact that
an advanced methodology for solving the synthesis prob-
lem of a patient’s individual treatment program in the
medical monitoring systems by means of computational
intelligence methods for the medical information analysis
and applied information technology realizing them have
been developed.

The practical significance of obtained results is that
the advanced computational intelligence methods for

© Bakumenko N. S., Strilets V. Y., Ugryumov M. L., Zelenskyi R. O., Ugryumova K. M.,

Starenkiy V. P., Artiukh S. V., Nasonova A. M., 2023
DOI 10.15588/1607-3274-2023-1-3

forecast states can be used in choosing the tactics of treat-
ing patients, to forecast treatment complications and as-
sess the patient’s curability before and during special
treatment.

Prospects for further research are to study applica-
tion possibilities of the proposed methodology for the
choice of a rational individual treatment program for the
patients with various chronic diseases, identified on the
basis of the forecasted state by means of IT Data Stream
Mining.
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AHOTAIIA

AKTyasIbHiCTB. Y cydacHi MeIWYHIH IpakTHLi Bce OLTbINE BIPOBAUKYETHCS aBTOMATH3ALIS i iHQOpMaLiifHi TeXHOIOTi] s
JIlarHOCTYBaHHS 3aXBOPIOBAaHb, MOHITOPUHTY CTaHy HaIlieHTa, BU3HAYEHHS IIPOTPaMHU JIIKyBaHHS TOIO. ToMy po3poOka HOBHUX i y10-
CKOHAJICHHS ICHYIOYMX METOJIB cTpaThQiKawil MamieHTiB y CUCTEMaxX MeIMYHOT0 MOHITOPHHI'Y € CBO€YACHOIO i HEOOXiHOIO.

Metoa. Po3po0iieHo MeTo10I0Ti10, sSIKa BKIIFOUAE TaKi METOAN OOYHCIIIOBAIBHOTO IHTEIEKTY I cTpaTH(dikalii HaieHTiB y cuc-
TEeMax MEANYHOIO MOHITOPHHTY, SK:

1) MeTox KJIacTepHOro aHaji3y Ha OCHOBI areHTHOTO IMiAXOMY — BU3HAYCHHS MOJMIIMBOI KiJIbKOCTI CTaHIB MAI[i€HTIB 3 BUKOPHUC-
TaHHSIM KOHTPOJIbOBAHUX 3MIHHHX CTaHiB;

2) meton moOynoBH poOAaCTHHX METaMOJENEH 3a JOMOMOTOI0 MITYYHHX HEHPOHHMX MEpEeX IMpHU anpiopHiii HEBU3HAYEHOCTI J1a-
HUX (BiZOMAa JIMIIE TOYHICTh BUMIPIOBAaHb) 3a JAHUMH MOHITOPHHTY CTaHY HaIlieHTIB: a) 6araToOBUMipHA JIOTICTHYHA perpeciiHa Mo-
JIeTb y BUTIISII aHAMITHYHHUX 3aIEKHOCTEH aroCTepiOpHUX HMOBIPHOCTEH pI3HHX CTAHIB NAII€HTIB BiJl KOHTPOJIBLOBAHUX 3MIHHUX
cTaHiB; 0) OaraToBMMipHA AiarHOCTUYHA MOJENb Y BHIJII aHATITHYHUX 3aJ€KHOCTEH LITOBUX (YHKLIH (KpUTEpIiiB SKOCTI CTaHy
XBOPOT0) BiJl KOHTPOJILOBAHUX 3MIHHUX CTaHIB;

3) MeTox OLiHKY iHPOPMATHBHOCTI KOHTPOJILOBAHUX 3MIHHHMX CTaHIB MPH HEBU3HAYCHOCTI allPiOPHUX JaHHUX;

4) meton moOynoBU pobacTHHX 6araTOBUMIPHUX MOJIEICH KOHTPOIIO CTaHy MAli€HTIB IPH arpiopHid HEBU3HAYCHOCTI JaHUX Yy
JaHUX MOHITOPHHTY Y BHUIJIAAI QHAITHYHUX 3aJICKHOCTEH, 1110 IIPOTHO3YIOTHCS 32 BUMIPSHUMH 3HAYCHHSIMH KOHTPOJIbOBAHUX 3MiH-
HUX CTaHiB y IPOIeCci MOHITOPHUHTY;

5) MeTox 3MEHIIEHHS PO3MIPHOCTI NMPOCTOPY KOHTPOJIHOBAHUX 3MIHHHMX CTaHIB Ha OCHOBI aHai3y iH(OPMATHBHOCTI 3MIiHHHX
pob6acTHHX GaraTOBUMIPHUX MOJIENIeH yIpaBIiHHS CTAHOM IAII€HTIB (aHAIII3 Yy TIHBOCTI);

6) MeTo BU3HAYEHHS CTAaHIB Malli€HTIB HA OCHOBI BHPINIEHHS 3ajadi Kiacugikanii 32 3HAYEHHAIMH KOHTPOJIBHUX Ta MPOTHO30-
BaHMX KOHTPOJILOBAHUX 3MIHHUX CTaHy 3 BUKOPUCTaHHSIM IMOBIPHICHUX HEHPOHHUX MEPEK;

7) MeTox CHHTe3y pauiOHaJbHOI IHAMBIAyaJbHOI MPOrpaMHM JIIKYBAaHHS XBOPUX Y CUCTEMi MEAWYHOIO MOHITOPHMHIY JUIS CTaHy,
BHSIBJICHOTO Ha OCHOBI IIPOTHO3Y.

V pobori 3anpornoHoBaHa CTPyKTypa MOAEINi BHOOPY pallioHanbHOT iHANWBILyanbHOT IpOrpaMu JIiKyBaHHsI MauieHTiB Ha ocHOBI [T
Data Stream Mining, sika peaitizye koHuenuito « Big Data for Better Outcomesy.

PesyabTaTn. Po3pobiieHi nepeaoBi MeToAn OOYNCTIOBAIILHOTO IHTEIEKTY Ul MPOTHO3YBAaHHS CTaHIB BUKOPHUCTOBYBAIUCS MPU
BHOOpI TaKTHKY JiKyBaHHS Malli€HTIB, IPOTHO3yBaHHI YCKJIQJIHEHb JIKyBaHHS Ta OLIHII BIJIIKOBHOCTI MAIi€HTa JIO Ta IiJ] 9ac CIIeli-
QJIBHOTO JIIKYBaHHSL.

Bucnosku. [IpencraBneHo n1ocBia BpoBakeHHs koHIenil «Big Data for Better Outcomesy» Juist BUpIlIICHHS POOJIEMH PO3PO-
OKHM IepeJOBIX METOMOJIOTiH HOBHX cTpaTerii crparudikauii nanienTiB. Po3pobieHo nepesoBy MeTO0JIOT 0, METOAN 00YUCITIOBa-
JBHOTO 1HTEJEKTY Ul cTpaTudikauii MalieHTiB y CHCTeMax MEJUIHOr0 MOHITOPHHTY Ta MPUKIAAHY iH)OpMALiliHy TEXHOJIOTIIO, 10
ix peamni3ye. Po3pobineHi nmepeqoBi MeTou MPOrHO3yBaHHs CTaHIB MOXKYTh OyTH BUKOPHCTaHIi NPY BUOOPI TAKTHKH JIIKYBaHHS XBO-
PUX, IPOTHO3YBAHH] YCKIIaIHEHb JIKYBaHHS Ta OLIHI[ BIIIKOBHOCTI XBOPOTO 0 Ta MiJ Yac CHEUiaIbHOTO JIiKyBaHHS.

KJIFOYOBI CJIOBA: inpopmaliiiiHa TEXHOJIOTiS TOTOKOBOTO aHAIi3y JaHUX, CHCTEMH MEIUYHOTO MOHITOPHHTY, METOIN Ma-
IIMHHOTO HaBYaHHS, MATEMAaTHYHI MOJEINI 1 METOH CTpaTu(iKaIlii MarieHTiB.

VK 519.876.5:681.518.2
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AHHOTALNUSL

AKTyaJIbHOCTB. B cOBpeMEeHHOI MeMIIMHCKON MpaKTHKE Bce OOJIBbIIE BHEIPSIOTCS aBTOMaTU3NPOBaHHBIE M HH(OPMAIMOHHEIE
TEXHOJIOTHH JUISl AMarHOCTHKH 3a00JeBaHnil, MOHUTOPHHTA COCTOSHHS IAI[EHTOB, BHIOOpa MpOrpaMMEl JICUeHHs U Jip. B cBs3u ¢
9TUM pa3pabOTKa HOBBIX M YCOBEPIICHCTBOBAHHME CYLIECTBYIOLIMX METOZOB BBIYHMCIUTEILHOTO MHTEUIEKTA VIS CTPaTU(QUKALNU
MAMEHTOB B CHCTEMax MEIMLIMHCKOIO MOHHTOPHHTA SIBISICTCS] CBOCBPEMEHHON M HEOOXOANMOH 3a/1aueii.

MeTtoa. Pa3paborana MeTo0M0rHs, BKIIOYAIOIIAs CIECAYIOIINE METOIbI BBIYUCINTEILHOTO HHTEIUIEKTa I CTpaTU(UKAIMY Ta-
IIIEHTOB B CUCTEMaX MEIUIMHCKOTO MOHUTOPHHTA:

1) MeTO KJTaCTEPHOTO aHANW3a Ha OCHOBE areHTHOTO MOJIX0/1a — ONMpPEeAeTICHHEe BO3MOKHOTO KOJIMYECTBA COCTOSHUM MAIlHEHTOB
C MICTIONIb30BaHHEM KOHTPOJIHPYEMBIX IEPEMEHHBIX COCTOSHUS;

2) MeToJ HOCTPOEHHST POOACTHBIX MeTaMoJIelIed ¢ OMOIIBI0 HCKYCCTBCHHBIX HEHPOHHBIX CeTell IIPpH alpHOpHOH HEeonpeIeeH-
HOCTH JAaHHBIX MOHUTOPHHTA (M3BECTHA TOJBKO TOYHOCTh M3MEPEHUH) B JAHHBIX MOHHTOPHHIA: a) MHOTOMEpHas JIOTUCTHUYECKas
perpeccruoHHasl MOJIeIb B BUJI€ aHAIUTHUECKUX 3aBUCUMOCTEH allOCTEPUOPHBIX BEPOATHOCTEH pa3IMUHBIX COCTOSIHUM MallUEHTOB OT
KOHTPOJIBHBIX M KOHTPOJIMPYEMBIX IEPEMEHHBIX COCTOSIHUS;, 0) MHOrOMepHas JMarHOCTHYecKas MOJENb B BUJE aHAJTUTHYECKHX
3aBHCUMOCTEH LIENEBbIX (YHKIMH (KPUTEpPHUEB KauecTBa COCTOSHUSA OOJBHOT0) OT KOHTPOJBHBIX U KOHTPOJIHPYEMBIX IEPEMEHHbIX
COCTOSIHUSL.

3) MeTo[ OIICHKH HH(OPMATUBHOCTH KOHTPOJIHPYEMBIX IEPEMEHHBIX COCTOSHHUS MPH HEONPEACICHHOCTH alPHOPHBIX JaHHBIX;

4) MeToA MOCTPOCHUS pOOACTHBIX MHOTOMEPHBIX MOJEINICH KOHTPOJISI COCTOSIHUS ITALIMEHTOB MIPH allPHOPHOM HEOIPEIeTICHHOCTH
JAHHBIX MOHUTOPUHIA B BUJEC aHAIUTUYECKUX 3aBUCUMOCTEH, IPOTHO3UPYEMBIX 110 U3MEPCHHBIM 3HAYCHUSAM KOHTPOJIBHBIX U KOH-
TPOJIUPYEMBIX IEPEMEHHBIX COCTOSHHS B IIPOLIECCE MOHUTOPHHIA;

5) MeTox yMEHBIISHHS! Pa3MEPHOCTH IPOCTPAHCTBA KOHTPOJIHMPYEMBIX HMEPEMEHHBIX COCTOSHHS HAa OCHOBE aHalIHM3a MH(pOpMa-
THUBHOCTH HIEPEMEHHBIX pOOACTHBIX MHOTOMEPHBIX MOJIeJIeH YIIPaBIeHHsI COCTOSHUEM TTal[UeHTOB;

6) MeTO OIIpeiesICHNs] COCTOSIHUI MAIMEHTOB Ha OCHOBE PEIICHHUS 3aa4M KIaCCH(HUKAIMU 110 3HAYCHUSIM KOHTPOJIBHBIX U IPO-
THO3UPYEMBIX KOHTPOJIHUPYEMbIX IIEPEMEHHBIX COCTOSHUS C HCIIOIb30BAHUEM BEPOSATHOCTHBIX HEHPOHHBIX CeTeil;

7) MeToll CUHTE3a PalMOHAILHON HHANBUAYAIBHOM ITPOrpaMMBI JIEYEHHsI OOJBHBIX B CUCTEME MEAUIIMHCKOTO MOHUTOPUHTA, [UIS
COCTOSIHUSI, BBISIBJICHHOTO Ha OCHOBE ITPOTHO3A.

B pabore npemioskeHa CTpyKTypa MOJEIH BEIOOpa PallOHAIbHON HHANBUAYATBHOM IPOTPaMMBI JICUCHHUS MAIIEHTOB Ha OCHOBE
IT Data Stream Mining, koTopast peanusyet koHuemuio «Big Data for Better Outcomesy.

Pe3yabTaThl. Pa3paboTanHble yCOBEpIICHCTBOBAHHBIE METOABI BBIYHCIHMTEIBHOIO MHTEIUIEKTAa JJIS IPOTHO3a COCTOSHMH HC-
HOJIB30BAIUCH NIPU BHIOOPE TAKTHUKH JICYEHMs MALUEHTOB, JJISI IPOrHO3UPOBAHMS OCIOXKHEHHH JICYCHHS M OLCHKH H3JICUUMOCTH
MaIKeHTa 10 U BO BPeMs NIPOBE/ICHHS CIIELUAIbHOIO JICUCHUS.

BriBoabl. IlpencTaBneH ombIT peanu3aluy KOHUENUUH «bonplive naHHbIC A JIyYLIMX PE3yJIbTaTOB» Ul PEIlEHHs 3aJaud
pa3paboTKK MepeoBbIX METOMOJOTHH /Uil HOBBIX CTpaTeruit crpatudukanny nanneHToB. PazpaboTaHbl mepesoBas METOJONIOTHS,
METOZBI BEIYUCIUTENFHOTO HHTEIUICKTA IS CTPATH()UKAIIMK MAIMEHTOB B CHCTEMAaX MEAMLIMHCKOTO MOHHTOPHHTA M Peau3yIoLIre
WX MIPHUKIaTHbIe HH)OPMAMOHHBIE TEXHOJOTHU. Pa3paboTaHHbIE yCOBEPIICHCTBOBAHHBIE METOABI IPOTHO3a COCTOSIHUI MOTYT OBITh
HCTIONB30BAaHbl IIPH BEIOOpE TAKTHKU JICUCHUS OONBHBIX, U IPOTHO3UPOBAHMS OCJIONKHCHUH JICUCHHS U OLEHKH HM3JIeYUMOCTH
0OJILHOTO JI0 ¥ BO BpeMsI IIPOBEICHHS CIICIIMAILHOTO JICUCHS.

KJIFOYEBBIE CJIOBA: nHbOpMaIHOHHAS TEXHOJIOTHS IIOTOKOBOTO aHAJIN3a IaHHBIX, CHCTEMbI MEIUIIMHCKOTO MOHUTOPHUHTA,
METO/IbI MAIIMHHOTO 00YUeHNsI, MaTeMaTHUECKNE MOJIEIH M METO/IbI CTPATH(HUKALIMY MTAIIUEHTOB.
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