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ABSTRACT

Context. One of the tasks of computer vision is the task of determining the human body in the image. There are many methods to
solve this problem, some are based on specific equipment (motion capture, kinect) and provide the highest accuracy, some give less
accuracy but do not require additional equipment and use less computing power. But usually, such equipment has a high cost, so to
ensure the low cost of developments designed to determine the body in the image, you should develop algorithms based on computer
vision technology. These algorithms can then be applied to various fields to analyze and compare body positions for a variety of
purposes.

Objective. The aim of the work is to study the effectiveness of existing libraries to determine the human body position in the
image, as well as methods for comparing the obtained poses in terms of speed and accuracy of determination.

Methods. A set of libraries and pose comparison algorithms were analyzed for the purpose of developing a system for
determining the correctness of exercise by the user in real time. OpenPose, PoseNet and BlazePose libraries were analyzed for their
suitability in recognizing and tracking body parts and movements in real-time video streams. The advantages and disadvantages of
each library were evaluated based on their performance, accuracy, and computational efficiency. Additionally, different pose
comparison algorithms were analyzed. The effectiveness of each algorithm was evaluated based on their ability to accurately
determine and compare body positions.

As a result, the combination of BlazePose and weighted distance method can achieve the best performance in pose recognition,
with high accuracy and robustness across a range of challenging scenarios. The weighted distance method can be further enhanced
with techniques such as L2 normalization and pose alignment to improve its accuracy and generalization. Overall, the combination of
the BlazePose library and weighted distance methods offers a powerful and effective solution for pose recognition, with high F1
index.

Results. Existing models for determining poses have shown similar results in the quality of determination with a run-up of about
2%. When developing a cross-platform software product, the BlazePose library, which has an API for working directly in the
browser and on mobile platforms, has a significant advantage in speed and accuracy. Also, as the library uses extended 33 keypoint
topology it becomes applicable to a wider list of tasks. In the study of comparison methods, the greatest influence on the results was
exerted by the quality of pose determination.

Conclusions. Among the methods of comparison, the method of weighted distances showed the best results. The speed of
position determination is inversely proportional to the quality of determination and significantly exceeds the recommended value —
40ms.

KEYWORDS: computer vision, body position, keypoints, pose estimation, pose comparison, blazepose, mediapipe, tensorflow.

ABBREVIATIONS
CNN is a convolutional neural network; NOMENCLATURE
RNN is a recurrent neural network; di is a Euclidean distance between the real key point
OKS is a key points of the object; and the estimated key point;
PCK is probability of correct keypoint; S is a scale: the area of the boundary field divided by
API is an application programming interface; the total area of the image;

RAM is a random-access memory.
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k is a constant that is determined separately for each
control point;

d is a Euclidean distance;

Nn is a dimension of the vectors;

X, y are the corresponding coordinates of the two
vectors in the measurement plane i;

G and F are two vectors of poses compared after L2
normalization;

n is a number of defined control points;

Fc is a value of the probability of finding the correct
joint for the element number K of the vector F, Fy, and G,y

INTRODUCTION

Body position is the alignment of body parts in
relationship to one another at any given moment, so the
task of determining a person’s body position can be
defined as the task of finding connection points on the
human body, also known as key points — elbows, wrists,
knees, and others.

Obtained key points then can be used for the skeletal
representation of the human body (see Fig. 1). In this
representation, the body is represented as a graph, where
each node corresponds to a joint (key point) on the body,
and the edges between the nodes represent the bones or
limbs [1].

When recognizing pose, usually do not pay much
attention to facial recognition, but only to the position of
the head. Nevertheless, there are certain scenarios where
face recognition can be useful as well. For example, in
some applications such as surveillance or security, it may
be important to detect the identity of a person based on
both posture or body language and their face. There are
several classic methods for face recognition that have
been used over the years like Eigenface, Fisherface or
Viola-Jones algorithms, and wavelet transform [2].

Figure 1 — An example of determining the body pose in the
image

Although the purpose of this research is mainly
focused on the analysis of the methods for poses
determination and comparison, some approaches for face
recognition can be used for this aim as well.

Vector-based approach for face analysis involves
creating a numerical representation of a person’s face in
an image, known as a vector. The vector is calculated
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using various mathematical techniques that consider the
shape and features of the face. One popular way of using
this approach is face recognition software, where the
vector for a given face can be compared to vectors from
other faces to determine if they match.

3D model-based method for head position analysis
involves creating a 3D model of a person’s head and
using it to determine the position of the head in a 2D
image. The 3D model is created using a machine learning
technique called a regression CNN, which is trained using
examples of 3D models and their corresponding 2D
projections. The approach is more accurate than the
vector-based and is less affected by lighting and partial
face closure [3]. However, it requires a calibrated camera
and knowledge of the location of 3D points on the head,
making it more complex to implement.

Modern methods for pose recognition tasks commonly
rely only on “Deep Learning” technologies.

CNN can be used to extract features from the input
image, and a following fully connected neural network
predicts the pose. The CNN typically includes multiple
layers that can learn to recognize and extract different
features from the image, such as edges, corners, and
textures. The fully connected neural network takes these
features as input and produces an output that represents
the predicted pose [4].

Another way is to use a RNN to predict the pose over
time, by considering the temporal dependencies between
frames in a video [5].

To evaluate the performance of the pose estimation
algorithm several metrics can be used.

An MS COCO data set [6] is used to assess the quality
of the pose definition, using the OKS indicator — match
the key points of the object. It is calculated from the
distance between the predicted points and the marked
points, normalized on a human scale. A constant of scale
and key point needed to equalize the importance of each
key point: the location of the neck is more accurate than
the location of the thigh.

2
OKS:exp{— d J (1)

Zszkf

In the above formula di is the Euclidean distance
between the real key point and the estimated key point, S
is the scale: the area of the boundary field divided by the
total area of the image, K is a constant that is determined
separately for each control point.

Constants for key points were calculated by a group of
researchers with MS COCO.

Another common evaluation metric is PCK and its
variant PCKh. PCK measures the percentage of correctly
estimated keypoints within a certain distance threshold of
the ground truth. PCK is often used in hand pose
estimation tasks. The PCK score is computed for each
keypoint separately and then averaged over all keypoints
to get the final score.PCKh, on the other hand, is a
variation of PCK that considers the scale of the person in
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the image. It is defined as the percentage of keypoints
whose predicted location is within a certain fraction of the
head size distance from the ground truth keypoint [7].

However, these metrics cannot be used to compare
different people in different images. If we try to use them
for this purpose, the results will not accurately reflect the
differences between the poses, as the metrics will not be
able to account for variations in body size, shape, and
position across different people [8]. The proposed means
of comparison should consider all these factors.

After choosing the appropriate pose comparison
algorithm the aspect of pose recognition library
performance should be taken into account. It will directly
impact the processing time required for each frame and
thus the overall system’s ability to keep up with the video
feed in real-time [9].

The minimum frame rate for high-quality video
display is 24 frames per second. Therefore, the processing
time of each frame should take about 40ms for a complete
analysis of the video stream. Analysis is possible even if
the process takes more time, but in this case some number
of frames will be lost, which will deny the possibility of
analyzing fast movements.

1 PROBLEM STATEMENT

The purpose of this research is to identify the most
effective combination of pose recognition library and
pose comparison algorithm for accurately recognizing and
comparing human poses to implement a system that
determines the correctness of the exercises on streaming
video. The research aims to evaluate the performance of
different pose recognition library runtimes and pose
comparison algorithms using the FI1 index as the
performance metric. Based on this the problem statement
can be divided into several parts.

Firstly, it is necessary to investigate the literature that
provides information on the existing libraries for pose
recognition and their characteristics like speed, accuracy
of determination, robustness to variations in lighting
conditions, background clutter, and occlusions, etc. After
that, the most appropriate library that will be used for
further research should be selected.

The second step is to analyze the possible algorithms
applicable to compare the obtained poses.

Finally, the F1 index as performance metric for
selected pose recognition library and different pose
comparison algorithms can be calculated. To achieve this
goal an experimental application must be implemented
and a dataset of poses with corresponding labels
indicating which poses are similar must be collected.

Since the library analyzes a two-dimensional image
and builds a skeleton in two-dimensional space, the poses
will be defined as the same only if they are in the photo in
the same angle.

As a result, it is necessary to obtain a set of
recommendations for the wuse of the library for
determining poses in the context of creating a system of
real-time video analysis, as well as a comparative
description of methods for comparing poses.
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2 REVIEW OF THE LITERATURE

As a result of research into existing libraries for
position determination, it was found that now there is a
large list of available solutions. The differences between
these libraries primarily lie in the type of model they use,
the types of poses they can estimate, their performance on
different types of input, etc. OpenPose, PoseNet and
BlazePose as the most modern were selected for the
review.

OpenPose has an API for python and a plugin for the
Unity game engine. Inside, it uses multi-stream
optimization, which speeds up image processing speed
and accordingly finds more control points in the image in
terms of streaming video. According to official
documentation, OpenPose can identify 25 key points
when assessing the body and legs, 2x21 key points when
assessing the arms and 70 points when analyzing the face
image [10].

The PoseNet library is based on the TensorFlow Light
framework and can distinguish 17 key points in the
image. An important detail to note is that the researchers
developed both the ResNet and MobileNet PoseNet
models. The ResNet model has a higher accuracy, but has
a large size and many layers, while the MobileNet model
is designed to work on mobile devices [11]. The library
can be used in a large number of programming languages,
namely Python, C ++, Java, Swift, Objective C and
Javascript.

BlazePose is a lightweight convolutional neural
network architecture for human pose estimation that is
tailored for real-time inference on mobile devices. During
inference, the network produces 33 body keypoints for a
single person and runs at over 30 frames per second on
most modern devices. These additional keypoints provide
vital information about face, hands, and feet location with
scale and rotation and makes it particularly suited to real-
time use cases like fitness tracking and sign language
recognition [12].

The main difference of this library is that the neural
network uses both heat maps and regression to keypoint
coordinates to estimate the body pose. At the same time
the new 33 points topology (see Fig. 2) that is a superset
of BlazeFace, BlazePalm, and MS COCO[6] allows the
library to be consistent with the respective datasets and
inference networks.

Figure 2 — 33 keypoint topology
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Comparative results of testing the quality and
performance of these libraries are shown in Table 1.

The table shows the obtained values of PCK as well as
the frames per second values on two different datasets.
The first dataset, referred to as AR dataset, contains a
wide variety of human poses in the wild. The second is
comprised of yoga/fitness poses only. As not all libraries
support extended topology the MS COCO topology was
used for consistency as the most common one. As an
evaluation metric, the Percent of Correct Points with 20%
tolerance (PCK@0.2) (where we assume the point to be
detected correctly if the 2D Euclidean error is smaller
than 20% of the corresponding person’s torso size) was
used.

Table 1 — The results of comparing performance and
accuracy on different datasets

FPS AR Dataset Yoga Dataset
OpenPose 0.4 87.8 83.4
BlazePose Full 10 84.1 84.5
BlazePose Lite 31 79.6 77.6

To solve the problem of variations in starting sizes
and different positions of people in the frame when
comparing poses, the input images can be preprocessed
by resizing them to a fixed size, cropping them to a
specific region of interest, and normalizing the pixel
values. These techniques can help reduce the impact of
image size and position differences and improve the
accuracy of pose comparison [9].

Specifically, L2 normalization can be applied to the
pose vectors to normalize the joint positions or joint
angles. This technique can help to reduce the impact of
variations in the magnitude of joint positions or angles,
which can occur due to different camera perspectives and
subject sizes [13].

When comparing poses, we need to determine the
degree of similarity of vectors, because they will never be
100% identical. For this definition, use the concept of
distance between vectors. The simplest and most classical
way to determine it is the Euclidean distance, calculated
by the formula:

2

In the above formula d is the Euclidean distance, n is
the dimension of the vectors, X, y are the corresponding
coordinates of the two vectors in the measurement plane i.

But due to the normalization of vectors, this method in
its pure form loses its representativeness, because the
reduction in image size directly affects the results of its
calculation. therefore, we can use the concept of cosine

© Bilous N. V., Ahekian I. A., Kaluhin V. V., 2023
DOI 10.15588/1607-3274-2023-2-6

similarity, which is the value of the cosine of the angle
between the vectors, calculated by the formula:

_axb 3)

cos(a,b):|a|><|b|.

Using the value of cosine similarity, we can calculate
the value of the distance between the vectors by the
formula:

D(Fyy:Gyy) = 2 x (1 - cosineSimilarity (Fyy, Gy, ). “)

As a result, we obtain a value through which we can
assess the similarity of the positions. The smaller this
value, the more similar the poses. The resulting similarity
ranges from —1, which means the exact opposite, to 1
means the same, and O indicates orthogonality or
decorrelation, while the values between them indicate
intermediate similarity or dissimilarity.

Another method is the method considering the
probability of finding the correct control point. This
probability can be provided by the recognition library,
and it indicates the level of “confidence” that the joint is
at a certain point and not at some other point. Sometimes
we know exactly where the joint is, for example, if we
can see it clearly; in other cases, we have very low
confidence, for example, if the joint is cut or closed. Pre-
filtering the image [11] can improve these values, but
only in some cases. If we ignore these reliability metrics,
we lose valuable information about our data, and can
place much more weight and importance on those we are
not sure about.

To use this information, researchers from Google
George Papandreou and Tyler Zhu have developed a
formula that considers the value of the reliability of the
definition of a key point [14]:

D(F,G)= Z ‘ w. ~ Gy, ‘ Q)
k IFCk =l

In the above formula G and F are two vectors of poses
compared after L2 normalization, n is the number of
defined control points, F¢ is the value of the probability
of finding the correct joint for the element number k of
the vector F, Fyy and Gy, — x and y positions of the k-th
key point for of each vector.

The third method [15] of comparison does not require
prior normalization of coordinates, but the vector is built
on a different principle. For every three anatomically
connected points, the cosine of the angle between the
obtained parts of the body by formula (1.8) is calculated.
The difference from the cosine similarity used in the first
method is that in this case a value is obtained for a two-
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dimensional vector describing the position of the two
limbs relative to each other.

3 MATERIALS AND METHODS

Based on the literature analysis, it was decided to use
the BlazePose library for further research.

To perform the study, a Javascript script must be
implemented, which defines poses from images using the
BlazePose library and stores the obtained data in the
MongoDB database. This database was chosen solely for
ease of use to store non-relational data.

The next step is to implement the comparison methods
described in the previous section and obtain comparison
results. Each of the proposed methods compares all poses
defined by a single library configuration. So, if we have
50 images and 3 library configurations, we have 150
defined poses, 50 for each configuration. With each of the
three comparison methods, we compare 50 poses defined
by one configuration. As a result of each comparison, an
entry should be made in the database of compared poses,
the method of determining poses, the method of
comparing poses and the result, which is the value of the
distance between two poses and takes a value from 0 to 1,
where the smaller the value.

The last step is to calculate the F1 index [16]. The
results obtained from the previous stage are grouped by
the values of the configuration and the method of
comparison. Poses are considered the same if the value
obtained by comparison is less than the threshold value.
Values from 0.05 to 0.40 with a step of 0.05 are taken as
thresholds. An F1 index is calculated for each threshold
value and for each group of comparison results.

Therefore, for each configuration of the pose
determination method and for each pose comparison
method, 8 values will be obtained that reflect the average
correctness of determining whether the poses are the same
or not for the 8 similarity thresholds.

Based on the results obtained, it will be possible to
draw conclusions about which of the following methods
of comparing poses provides greater accuracy. You can
also evaluate which of the configurations of the
BlazePose library provides a better quality of determining
the pose for comparison, as well as determine the speed of
its operation in different configurations.

The expected result is a recommendation on the
configuration of the BlazePose library and the method of
comparing poses, which will be the optimal context for
the implementation of the system for comparing poses on
streaming video in real time.

4 EXPERIMENTS

BlazePose can flexibly configure the model, which
affects the speed and accuracy of its operation. It also
includes 2 different runtimes: TensorFlow.js and
MediaPipe, the first of which provides the flexibility and
wider adoption of JavaScript, optimized for several
backends including WebGL (GPU), WASM (CPU), and
Node. MediaPipe capitalizes on WASM with GPU
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accelerated processing and provides faster out-of-the-box
inference speed. When analyzing the comparison
methods, different network configurations were used to
obtain a description of the pose from the image.

In particular, the network architecture, the model has
the following settings. Input resolution refers to the size
of the image fed into the model for pose estimation. The
default input resolution is 257x257, but this can be
changed to lower or higher resolutions. The higher the
resolution, the more accurate the pose estimate will be,
but also slower to process. The lower the resolution, the
faster the processing time but with lower accuracy. The
minimum confidence score sets the threshold for
accepting a predicted joint. A higher minimum confidence
score will result in fewer, but more accurate joints, while
a lower score will result in more, but less accurate joints.
The confidence score is a value between 0 and 1, where 1
indicates high confidence and 0 indicates low confidence.
Pose smoothing refers to the process of filtering the
output of the model over time to produce a smoother,
more stable result. The smoothing factor can be adjusted
to control the amount of smoothing applied. A higher
smoothing factor will produce a smoother result but may
introduce a delay in the output. A lower smoothing factor
will produce a more responsive output but may result in a
less stable result. Also, BlazePose supports several
different models -Lite, Full and Heavy, each with
different accuracy and speed trade-offs.

It is necessary to investigate the difference in the
definition of poses in the comparison and the difference in
the speed of the network at different settings.

When comparing poses, methods are used to
determine the distance between the vectors. Only the
methods of vector construction and methods of
calculating the distance differ. 3 methods were used for
the study: cosine distance, weighted distance and distance
at calculated angles. In the implementation of the first two
methods, the vectors are built from the values of the
coordinates for each key point on the human body. First,
the coordinates are listed so that the starting point of the
coordinates is not from the edge of the image, but from
the edge of the rectangle surrounding the human body.
The next step is L2 vector normalization. The distance
between the obtained vectors will characterize the
similarity of the poses in the image. The weighted
distance method also considers the value of confidence,
which indicates the accuracy of the obtained prediction of
the position of the key point.

The analysis is performed according to the following
algorithm: we obtain descriptions of poses using a neural
network in different configurations, we obtain normalized
vectors that are compared with each other using both
comparison methods, the results are stored and used to
calculate the Fl-index. This indicator is calculated at
different threshold values of the distance between the
vectors: from 0.05 to 0.40 in steps of 0.05.

During the experiment, data on the processing speed
and loading of these models were also collected. The

OPEN 8 ACCESS m



p-ISSN 1607-3274 PagioenexrpoHika, iHpopmaTuka, ynpapiinas. 2023. Ne 2
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 2

calculations are performed on a 3.2 GHz AMD Ryzen 7
processor, Nvidia GTX 1060 and 32GB of RAM.

5 RESULTS

The results of the study of the recognition speed
collected during the study of the methods of comparison
of poses are shown in Table 2. The results are given for
such indicators as network load time and the average FPS
during the process of poses determination. Studies of both
speed and comparison methods were performed for each
of the architectures with optimizations for speed and
quality. As a result, the quality of work of four
configurations of the library was analyzed.

The results clearly reflect that the performance of
BlazePose can be greatly influenced by the hardware it is
run on, such as the GPU or CPU. When running
BlazePose on a GPU (MediaPipe Runtime), the
computation is accelerated by the GPU’s parallel
processing capabilities. This allows for real-time
processing of the input video frames, making it faster than
running the same model on a CPU. At the same time, the
load speed is the same, since the size of the model for
different runtimes is also almost the same and does not
affect this parameter.

Table 2 — The results of the study of the BlazePose model
speed for different runtimes and configurations

MediaPipe Runtime TensorFlow.js Runtime
High . High .
quality High speed quality High speed
Load 4.82¢ 191c¢ 482¢ 191¢
FPS 113 135 38 65

It should be noted that the average values are given,
but during the study of the results it was found that the
difference in the speed of recognition of different poses
can reach 100%.

Table 3 shows the results of the comparison of poses
grouped by library configurations for determining poses
and methods of determination. The symbols CA, AD and
WD indicate the results for the methods of comparing the
cosine distance, the distance at the calculated angles and
the weighted distance, respectively.

The results of comparing the speed of algorithms were
not collected for reasons of expediency. The complexity
of O-notation algorithms [17] is constant and the same for
all three methods.

Among the methods of comparing poses, the best
result was demonstrated by the method of weighted
distances. This is because when comparing poses, more
weight is given to points that have been detected with
greater accuracy and thus the overall pose is compared
more correctly, while the value of the details is leveled.

The main disadvantages of this approach to comparing
poses are that the result directly depends on the shooting
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angle. Thus, the same poses may look different and vice
versa at different camera positions. In order to reduce the
impact of the angle, it is necessary to build three-
dimensional models of poses and compare them.
However, this method takes much longer and the
accuracy of construction of three-dimensional models of
poses on a two-dimensional image is much lower.

6 DISCUSSION

Studies have shown that when comparing poses, the
quality of determining poses is of the greatest importance.
However, the higher the recognition quality, the lower the
speed, and high-speed video recognition is required.

Due to the use of modern methods of determining the
pose, it is possible to implement such a project for poses
with low detail, ie for those where significant differences
from the original.

The best option in terms of speed and quality of
determination in the study was the configuration of the
BlazePose model, based on the MediaPipe runtime
optimized for faster execution. BlazePose is optimized for
speed and can run at over 100 fps on modern GPUs,
making it well-suited for real-time applications. This
library has been shown to achieve state-of-the-art
performance on various benchmark datasets, including
COCO and MPII. It can accurately detect keypoints even
in challenging scenarios, such as when people are
occluded or when they have similar poses. It’s worth
noting that the accuracy and performance of BlazePose
can be influenced by several factors, such as the quality of
the input data and the specific use case.

Among the methods of comparing poses, the best
result was demonstrated by the method of weighted
distances. This is due to the fact that when comparing
poses, more weight is given to points that have been
detected with greater accuracy and thus the overall pose is
compared more correctly, while the value of the details is
leveled.

The main disadvantages of this approach to comparing
poses is that the result directly depends on the shooting
angle. Therefore, the same poses may look different and
vice versa at different camera positions. In order to reduce
the impact of the angle, it is necessary to build three-
dimensional models of poses and compare them.

Cameras with depth sensors can solve this problem.
This solution is used in Microsoft Kinect technology [18].
A promising solution used by Apple in new mobile
devices is the Lidar sensor [19]. By combining lidar data
with BlazePose, it is possible to perform 3D human pose
estimation, which can provide more information about the
position and orientation of people in space.
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Table 3 — The results of the comparison of poses grouped by library runtimes and configurations for determining poses and
methods of determination

MediaPipe Runtime TensorFlow.js Runtime
High quality High speed High quality High speed
CD AD WD CD AD WD CD AD WD CD AD WD
0.05
R 52.467 57.845 67.638 53.922 51.504 51.363 0 13.42 20.815 13.516 13.221 14.706
0.10
R 58.492 63.02 65.102 61.788 57.831 65.637 0 26.07 31.74 23.871 23.166 25.08
0.15
A 59.278 63.63 67918 68.172 66.6 71.136 36.548 37.73 40.94 29.103 31.707 35.112
0.20
R 63.809 64.895 74.546 69.54 67.155 73.242 34.184 39.38 42.32 31.283 38.844 42.636
0.25
R 64.307 65.47 74.916 70.908 69.264 74.997 36.96 37.51 38.41 32.7 38.727 42.294
0.30
R 63.274 64.63 68.36 68.856 67.488 70.083 36.984 352 35.88 34.117 38.025 40.584
0.35
A 58.85 64.595 59.622 58.938 59.052 60.255 33.96 33.66 33.235 34.226 33.93 39.672
0.40
R 52.751 58.615 54.15 51.186 54.834 53.118 33.288 33.11 30.935 32.264 32.877 36.822
However, it’s worth noting that lidar data can be more ACKNOWLEDGEMENTS
challenging to work with than traditional 2D image data. The work is carried out in the framework of the
The data can be noisy and is often sparser, which can scientific directions of the Software Engineering
make it more difficult to accurately estimate 3D poses. department, the research laboratory "Information

Additionally, lidar data is typically collected from a
different perspective than the cameras used by BlazePose,
which can make it challenging to align the two data
sources and estimate poses accurately.

CONCLUSIONS

As a result of the study, the existing methods of
determining the poses in the image were analyzed in the
context of developing a system for determining the
correctness of the exercises in real time and created a
comparative description of the methods of comparing
poses.

An analysis of existing libraries for determining
human body position in open-source images revealed that
they have fairly similar values in terms of definition
quality, but the BlazePose library has significant
advantages in terms of its implementation in the system
due to the wide support of programming languages.

Among the methods of comparing poses, the method
of weighted distances showed the best results because it
takes into account the value of the accuracy of
determining the key point and when comparing gives
more weight to those points that are found with greater
accuracy.

In researching the capabilities of the BlazePose
library, it was determined that the best results in terms of
speed and quality of determination are provided by the
library configuration based on the runtime of the neural
network MediaPipe with optimization towards speed.
BlazePose is optimized for real-time performance and can
run at over 100 frames per second (fps) on modern GPUs,
making it well-suited for applications that require fast and
accurate human pose estimation.

In addition, BlazePose is designed to handle multiple
people in an image or video, making it well-suited for
scenarios where people are moving quickly and near each
other.
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METOAH BU3HAYEHHS TA IIOPIBHAHHSA IOJTOXEHDb TIJIA HA IIOTOKOBOMY BIJIEO

Binoyc H. B. — kanj. TexH. HayK, JAOLEHT, mpodecop kadeapu nporpamuoi imxeHepii, XapKiBChbKHUil HAllIOHAIBHUI YHIBEPCHTET
panioenekTpoHiku, XapkiB, YkpaiHa.

AreksH 1. A. — crapmmii Bukimagad Kadeapud NPOrpamMHOI
pazmioeneKTpoHiky, XapKiB, YKpaiHa.

Kauyrin B. B. — marictp xadenpu nporpamuoi imkeHepii, XapKiBCbKUI HalliOHAJIBHUH yHIBEPCUTET pa/liOCNICKTPOHIKN, XapKiB,
VYkpaiHa.

imkeHepii, XapKiBCbKHH HALIOHAIBHUHA YHIBEPCUTET

AHOTAIIA

AxTyanbHicTs. OHI€0 3 33424 KOMIT FOTEPHOTO 30Dy € 3a7a4ya BU3HAYCHHsI Tijia TIOAWHK Ha 300paxkeHHi. IcHye Oarato MeToiB
BUpIilIeHH 1€l 3aqay4i, aesiki 6a3yroThes Ha cnenudivHoMy obnagnaui (motion capture, kinect) Ta HagarOTh HAWOINBITY TOYHICTB,
JesiKi Jal0Th MEHINY TOYHICTh, aje He MOTpeOyIOTh NOJATKOBOTO OONagHaHHA Ta BUKOPHUCTOBYIOTh MEHITY OOYHCIIOBAIBHY
MOTY>KHICTh. AJie 3a3BUYail Take OOJaTHAHHSI MaB BHUCOKY BapTiCTh, TOX 1100 3a0€3MEUUTH HU3BbKY BapTiCTh pO3POOOK CTBOPEHHUX
JUISL BU3HAUCHHS TiNa Ha 300paskeHHi, CITil po3po0IIsITH aIrOpuTMH 3a 6a3i TEXHOJIOTIH KoM foTepHOro 30py. Lli anrropurmu MoxHa
3aCTOCOBYBATH J0 Pi3HUX 00OIACTEeH AJISI aHANI3Y Ta IOPIBHSHHS IIOJIOXKEHb TijJIa Ta JOCSATHEHHS Pi3HOMAHITHUX LTCH.

Merta. Metoro po0OTH € IOCTIKEHHS e(EKTHBHOCTI POOOTH iCHYROUYMX Oi0MiOTEeK /sl BU3HAUCHHS MO3M JIIOJMHUA Ha
300pa)keHHI a TAKOXK METO/[iB HOPIBHSIHHS OTPUMAaHHX 103 3 TOYKH 30py LIBUAKOCTI Ta TOYHOCTI BU3HAUCHHSL.

Metoau. J{ocmimKeHHs TPOBOISTHCS B KOHTEKCTI pO3pOOKM CHCTEMH BH3HAUCHHS MPAaBHJIBHOCTI BUKOHAHHS (DI3MYHHUX BIIpaB
KOpPHCTyBadeM y pexumi peaipHoro vacy. bibmioreku OpenPose, PoseNet i BlazePose Oynu mpoanaiizoBaHi Ha mpenmer ix
MPHUIATHOCTI AJIS PO3Mi3HABaHHS Ta BiJICTE)KEHHS YaCTHH TiJla Ta PyXiB Ha BiZieo y peaqpHOMY daci. [lepeBaru Ta HeIOJIKH KOKHOL
0i0mioTekn OynH OIliHEHI HAa OCHOBI IX MNPOAYKTHBHOCTI, TOYHOCTI Ta oO4MCiItOBanbHOI edektuBHOCTI. Kpim Toro, Oymu
IIPOaHaJi30BaHi Pi3Hi AITOPUTMH MOPIBHAHHS 1103. EQexTHBHICTH KOXKHOTO alrOpUTMY OILIHIOBAacs Ha OCHOBI 1X 34aTHOCTI TOYHO
BU3HAYATH Ta MOPIBHIOBATH IIOJIOKCHHS Tilla.

V pesynbrati noenHanus BlazePose i MeToxy 3BaskeHOI BiJjcTaHi MOXHO JOCSTTH HaWKpaIioi MpoJyKTUBHOCTI B PO3Ii3HaBaHHI
1031 3 BUCOKOIO TOYHICTIO Ta HAAIHHICTIO B Ps/Ii CKIIAJHKUX CLEHapiiB. MeTox 3BakeHOI BiICTaHI MOYKHA JI0JaTKOBO BIOCKOHAIUTH
3a JIOMIOMOTOI0 TaKUX METOIB, SIK HOpMaiizaiis L2 i BUpIBHIOBaHHS MMO3M Ul MiJBHILIEHHS HOTO TOYHOCTI Ta y3arajJbHEHHS.
3arangom moenHaHHs Oibmiorekn BlazePose Ta MeromiB 3BakeHOI BiACTaHI MPOMOHY€E MOTY)XHE Ta e(eKTHBHE pillICHHsS s
po3mi3HaBaHHA 03U 3 BUCOKHM iHAekcoM F1.

PesyabTaTn. IcHytoui Mofeni BU3HAUEHHS 1103 MOKA3aJIM CXOXKI Pe3yIbTaTH SKOCTI BU3HAYEHHS 3 po3birom Omm3bko 2%. IIpn
Po3po0IIi Kpoc-TuaTOpMHOTO MPOrpaMHOTo NPOAYKTY 3HaYHYy IMepeBary B IIBUAKOCTI Mae Oi0mioreka BlazePose, mo mae API mis
poGotu GesmocepenHpo B Opaysepi Ta Ha MoOLNBHHX IiardopMax. Kpim Toro, ockimbku 06i0ioTeka BHKOPHCTOBYE PO3LIMPEHY
TOIIOJIOTIIO 3 33 KIIFOYOBMMH TOYKaMH, BOHa MOXe OyTH 3aCTOCOBaHa JUIsl LIMPIIOTO CIHCKY 3aBJaHb. [IpH JOCIiIKEHHI METO/IiB
MOPIBHSAHHS HAHGINBLINI BIUIMB Ha PEe3yJIbTATH CIIPABUIIA AKICTh BU3HAYCHHS TT03H.

BucnoBkn. Cepen MeToOAiB NOPIBHSIHHS HaiKpamii pe3ysibTaTH MPOJEMOHCTPYBAaB METOJ 3BaXKeHHX aucraHuii. IIBuakicts

BU3HAUYCHHS 1103 00EPHEHO TPONOPLIHHA SKOCTI BU3HAYCHHS 1 3HAYHO IIEPEBUIIYE PEKOMEHI0BaHE 3HaYeHH: — 40Mc.
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