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ABSTRACT

Context. The task of planning multifactorial experiments is important in science and industrial production. In the
context of competition, rising costs, and increasing efficiency, it is necessary to optimize plans for multifactorial experiments in
terms of cost and time. To solve this problem, there are a number of approaches and methods, the choice of which for a competitive
technical task is an important and difficult task. In this regard, there is a need to develop new methods for optimizing the cost (time)
of multifactorial experiment plans, compare them with existing methods, and give recommendations for practical application in the
study of real objects.

Objective. The purpose of the study is to develop and test the method of growing trees, to evaluate its effectiveness in
comparison with other methods. The following tasks has been solved to achieve this goal: the proposed method of growing trees has
been implemented in the form of software; the method has been used to optimize plans for multifactorial experiments in the study of
real objects; its effectiveness has been evaluated in comparison with other methods; recommendations for its use were given.

Method. The proposed method of growing trees is based on the application of graph theory. The advantage of the method is the
reduction of time for solving optimization problems related to the construction of optimal plans for multifactorial experiments in
terms of cost (time) expenses. Another characteristic feature is the high accuracy of solving optimization problems.

Results. The results of experiments and comparisons with other optimization methods confirm the efficiency and effectiveness of
the proposed method and allow us to recommend it for the study of objects with the number of significant factors k < 7. It is
promising to further expand the range of scientific and industrial objects for their study using this method.

Conclusions. A growing tree method has been developed for the optimization of multifactorial experimental plans in terms of
cost and time expenditures, along with software that implements it using the Angular framework and the TypeScript programming
language.

The effectiveness of the growing tree method is shown in comparison with the following methods: complete and limited
enumeration, monkey search, modified Gray code application, and bacterial optimization. The growing tree method is faster than
complete enumeration and can be applied to optimize multifactorial experimental plans in terms of cost (time) expenses for objects
with a number of factors k < 7. In solving optimization problems, the method of growing trees gives better results compared to
monkey search, limited enumeration and bacterial optimization.

KEYWORDS: growing tree method, algorithm, multifactorial experiment, software, comparison.

NOMENCLATURE
X|g 1s a matrix of the initial plan of the multifactorial

experiment;
XiJ is a value of the i-th factor of the process under

study in the j-th experiment;

k is a number of factors of the research object;

N is a number of experiments in the experiment
planning matrix;

Sy is a matrix of transition costs of factor levels;

S(i+1)(_1),5(i_1)(+1) is a value of the cost of level

transitions for the i-th factor;
ty — matrix of transition durations of factor levels;

t(i+1)(_1),tg_1)(+l) is a value of the duration of level

transitions for the i-th factor;
Xopt is a matrix of the optimal or near-optimal

experiment plan;
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S; is a total cost of the experiment;

Sij is a cost of installing the i-th factor in the j-th
experiment;

t; is total time of the experiment;

tij is a duration of the installation of the i-th factor in
the j-th experiment.

INTRODUCTION

Saving resources and time is an important issue in
industrial production and scientific research. Due to
global inflation, the cost of resources is increasing, which
leads to the need to optimize technological processes,
production, etc. By optimizing, a company reduces the
amount of raw materials required, shortens production
time, and increases its potential and efficiency. Therefore,
the issue of optimizing plans for multifactorial
experiments in terms of cost and time is relevant.

The object of study: the process of optimizing plans
for multifactorial experiments in terms of cost and time.
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The subject of study: the method of growing trees for
optimization of multifactorial experimental plans in terms
of cost and time and the software that implements it.

The purpose of the work: development of the
growing tree method and the software that implements it;
application of the method to optimize the plans of
multifactorial experiments; comparison with other
optimization methods and evaluation of its effectiveness.

1 PROBLEM STATEMENT
For a given matrix Xz of the initial plan of a
multifactorial experiment

X{ X3 X! Xk
X} X2 . oxP o X
Xig =| - (1)
XXy X
xlN sz xi\‘ xli\‘

and a matrix of transition costs of factor levels Sy, or a
matrix of transition durations of factor levels ttl
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2 2
SEHY=1) S

k k
SEHY=1)  S(-1)(+1)

1 1
tnen  Wenen
t2 t2
Gl e

ty = 2

k k
tnen  Wene

it is necessary to find the optimal or near-optimal
experiment plan X, for which the total cost or duration
of the experiment is minimized, i. e.

N k
St = ZZSU — min;
j=2i=1

N k
t = Zzti,j — min. (3)

j=2i=1

2 REVIEW OF THE LITERATURE
The following optimization methods can be applied to
solve the problem of constructing optimal plans for
multifactorial experiments in terms of cost (time)
expenses: lion [1], black hole [2], grey wolf [3], artificial
algae algorithm [4], firefly algorithm [5], hunting
search [6], water cycle algorithm [7], bat algorithm [8],
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binary dragonfly algorithm [9], binary butterfly
algorithm [10], cat swarm optimization [11], cuckoo
search [12], dolphin echolocation algorithm [13], flower
pollination  algorithm [14], honey bee  mating
optimization [15], fish migration optimization [16],
immune algorithm [17], tumbleweed algorithm [18], ant
lion optimization [19].

Currently, the following methods have been
developed and tested to optimize experimental plans in
terms of cost (time): permutation analysis [20], complete
enumeration [20, 21], particle swarm [20, 22, 23], genetic
algorithm [20, 24], jumping frogs [20, 25], application of
Gray code [20, 26], branch and bound [20, 21], monkey

search [20, 27], fish school search[20, 28], ant
algorithm [20], sequential approximation [20], greedy
algorithm [20], nearest neighbor [20], tabu

search [20, 23], simulated annealing [20, 29], nested
partitions [20], combinatorial graph [20], based on serial
sequences [20, 21], and simplex method [20].

Each of them has its own advantages and
disadvantages [20]. When studying a variety of objects,
each task of constructing optimal experimental plans has a
technical task with its own priorities and conditions.
Some objects require high optimization accuracy, while
others require fast calculation. There are also difficulties
with the fact that when using the method, you need to
calculate many steps that are irrational, which leads to a
large time spent on finding the optimal experiment plan.
Therefore, the usefulness of a particular optimization
method depends on the specific technical task.

In this regard, there is a need to develop and
investigate the method of growing trees for optimizing
multifactorial experimental plans in terms of cost (time)
in order to assess its effectiveness.

3 MATERIALS AND METHODS

The growing tree optimization method is based on the
use of tree graphs.

A tree is a connected acyclic graph in which one
vertex has a zero in-degree and the other vertices have an
in-degree of 1. The vertex with zero in-degree is called
the root of the tree, and the vertices with zero out-degree
are referred to as terminal vertices or leaves [30]. Figure 1
shows the standard representation of a tree graph,
illustrating that there is only one path between any pair of
vertices.

Figure 1 — Tree graph

The application of graph theory for analyzing plans of
multifactorial experiment is considered on the example of
the study of non-contact direct current and density
meters [21]. Table 1 shows an experiment plan for the

study of such meters.
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Table 1 — Experimental plan for the study of non-contact direct

Table 3 — Cost of implementing the experimental plans

current and density meters Vertex Cost
Number X, X5 1 1.30
1 -1 -1 2 1.30
2 -1 +1 3 1.32
3 +1 -1 4 1.32
4 +1 +1 Based on the calculation. we can conclude that the

The cost of changing factor levels is shown in Table 2.

Table 2 — Cost of changing factors

Changing factors X, X,
From “—1” to “+1” 0.48 0.40
from “+1” to “~1” 0.50 0.42

After analyzing the experiment plan. we have four
initial vertices for graph construction.

We optimized the experiment plan in terms of cost by
constructing graphs for each of the four initial vertices

(Fig. 2).

0,48

OX30)

0,50 040

C

Figure 2 — Graph construction for each of the i-th vertices:
a—-i=1;b-i=2;c—i=3;d-i=4

After constructing the graphs for each of the possible
vertices. we calculate the costs of implementing the
experiment plans. which are shown in Table 3.
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best performance is achieved with experiment plans
represented by graphs with initial vertices 1 and 2. with a
cost of 1.30 u. m.. compared to the initial plan’s cost of
1.70 u. m.

Thus. the gain in the cost of implementing the optimal
plans compared to the initial plan is 1.31 times.

The algorithm for optimizing the cost (time) of a
multifactorial experiment plan using the growing tree
method is as follows.

Step 1. Select the number of factors.

Step 2. Input the transition costs values for each
factor.

Step 3.1. Generate the initial plan matrix based on the
number of factors.

Step 3.2. Determining the
calculations.

Step 4. Calculate the cost of the initial matrix.

Step 5.1. Inserting a row at the beginning of the
matrix.

Step 5.1.1. Calculate the cost of the transition between
the selected row and the next.

Step 5.1.2. Search for the minimum difference in the
transition cost between the selected row and the row that
has not yet been used in the matrix.

Step 5.1.3. All rows in the matrix have been used.

Step 5.1.4. Replace the initial row of the matrix with
the next unused. and perform the calculation.

Step 5.2. All rows of the matrix have been substituted
at its beginning and calculations have been performed
according to the above scheme.

Step 6.1. Calculate the costs of all obtained matrices.

Step 6.2. Compare the costs of the obtained matrices.

Step 7. Select the matrix with the minimum total cost
Based on the results.

Step 8. Compare and analyze the initial matrix with
the optimal one calculated using the growing trees
method.

Step 9. Display the results on the screen.

The algorithm diagram implementing the method of
growing trees is presented in Figure 3.

The software implementation of the algorithm was
performed wusing the Angular framework in the
TypeScript development language [31]. which is an add-
on to the JavaScript programming language. The
advantage of using Angular is that it is built on the basic
principles of object-oriented programming (OOP). OOP
includes three main principles: encapsulation. inheritance.
and polymorphism. These principles enable the creation
of more modular and scalable programs that are easier to
maintain and evolve. As a result. the number of input

factors can be increased seamlessly.
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Figure 3 — Diagram of the algorithm for implementing the growing trees method

4 EXPERIMENTS

Optimization of multifactorial experiment plans was
carried out using the method of growing trees. and a
comparative analysis of the obtained experimental plans
was performed with plans obtained using the following
methods: monkey search. complete enumeration. limited
enumeration. modified Gray code. bacterial optimization.

Optimization based on the cost expenses of the
experiment plan has been conducted for the investigation
of the technological process of welding thin plates.
The factors considered: X; — capacitor capacity. puF; X, —
conversion coefficient. X3 — electrode force. N. The cost
of changing the values of the factor levels is presented in
Table 4.

The initial and optimal plans for conducting a
multifactorial experiment for the investigation of the
technological process of welding thin plates are provided
in Tables 5 and 6 respectively.

Table 4 — Cost of changing the values of the factor levels

Costs of changes in the values of factor levels. u. m.
Factor > > > >
from “—1” to “+1 from “+1” to “~1
X, 2.5 3
X, 2 2.5
X5 1.5 2
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Table 5 — Initial plan of a multifactorial experiment

Experiment Factors
number X, X, X3
1 -1 -1 -1
2 +1 -1 -1
3 -1 +1 -1
4 +1 +1 -1
5 -1 -1 +1
6 +1 -1 +1
7 -1 +1 +1
8 +1 +1 +1

Table 6 — Optimal plan of a multifactorial experiment obtained
by the growing tree method

Experiment Factors
number X, X, X3
1 -1 -1 -1
2 -1 -1 +1
3 -1 +1 +1
4 -1 +1 -1
5 +1 +1 -1
6 +1 +1 +1
7 +1 -1 +1
8 +1 -1 -1

The cost of the initial experiment plan is 27 u. m.. and
the cost of the plans obtained by the growing tree method
and full search is 14 u. m. The cost of the plan obtained
by the monkey search method is 14.5 u. m. [32].

During the investigation of the accuracy of a device
for measuring material humidity. the following factors
were selected as dominant: X; — power supply voltage;
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X, — resistance value connected to the output of the
operational amplifier; X; — number of turns W in the main
winding of the magnetostrictive transducer; X, — number
of turns W1 in the additional winding 3 or 4 [21]. The
cost of changing the levels of factor values is presented in
Table 7.

The initial plan of a full factorial experiment for
studying the accuracy of the material moisture meter is
presented in Table 8.

As a result of applying the growing tree method. an
optimal plan for a multifactorial experiment was obtained.
as shown in Table 9.

Table 7 — Costs of changing factor level values

Costs of changing factor level values. u. m.
Factor
from “—1” to “+1” from “+1” to “—1”
Xi 0.52 0.51
X5 0.72 0.71
X3 5.5 1.4
X4 6.7 24

Table 8 — Initial plan of a multifactorial experiment

When investigating a section of the machine-building
workshop [21]. the overall working time of computer
numerically controlled (CNC) machines was chosen as
the optimization criterion. The dominant factors affecting
this metric were selected as follows: X; — maintenance
time t,. hours; X, — number of CNC machines y,,; X; —
machine working time within a day t;. hours; X; —
maintenance periodicity t,. The time for changing the
levels of these factors is presented in Table 10. The initial
and optimal plans for conducting the experiment on the
CNC machine section are provided in Tables 11 and 12.
respectively.

Table 10 — Time changes in factor levels

Time changes in factor levels. hours.
Factor n
from “~1” to “+1” from “+1” to “-1”
X 7 3
X, 6 2
X3 16 12
Xy 100 50

Table 11 — Initial pan of a multifactorial experiment

Experiment Factors Experiment Factors

number X, X, X5 Xy number X, X5 X3 Xy
1 -1 -1 -1 -1 1 -1 -1 -1 -1

+1 -1 -1 -1 2 +1 -1 -1 -1

3 -1 +1 -1 -1 3 -1 +1 -1 -1

4 +1 +1 -1 -1 4 +1 +1 -1 -1

5 -1 -1 +1 -1 5 -1 -1 +1 -1

6 +1 -1 +1 -1 6 +1 -1 +1 -1

7 -1 +1 +1 -1 7 -1 +1 +1 -1

8 +1 +1 +1 -1 8 +1 +1 +1 -1

9 -1 -1 -1 +1 9 -1 -1 -1 +1

10 +1 -1 -1 +1 10 +1 -1 -1 +1

11 -1 +1 -1 +1 11 -1 +1 -1 +1

12 +1 +1 -1 +1 12 +1 +1 -1 +1

13 -1 -1 +1 +1 13 -1 -1 +1 +1

14 +1 -1 +1 +1 14 +1 -1 +1 +1

15 -1 +1 +1 +1 15 -1 +1 +1 +1

16 +1 +1 +1 +1 16 +1 +1 +1 +1

Table 9 — Initial plan of a multifactor experiment

Table 12 — Optimal plan of a multifactor experiment obtained by

The cost of the initial experiment plan is 31.84 u. m..
the cost of the plans obtained by the growing trees method
and the method based on the use of the modified Gray
code [33] is 16.28 u. m.
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Experiment Factors the growing trees method
number X, X, X; X4 Experiment Factors

1 +1 +1 +1 +1 number X, X, Xs X4
2 -1 +1 +1 +1 1 -1 +1 -1 +1
3 —1 -1 +1 +1 2 -1 -1 -1 +1
4 +1 -1 +1 +1 3 +1 -1 -1 +1
5 +1 -1 -1 +1 4 +1 +1 -1 +1
6 -1 -1 -1 +1 5 +1 +1 +1 +1
7 —1 +1 -1 +1 6 +1 -1 +1 +1
8 +1 +1 -1 +1 7 -1 -1 +1 +1
9 +1 +1 -1 -1 8 -1 +1 +1 +1
10 —1 +1 -1 —1 9 -1 +1 +1 —1
11 -1 -1 -1 -1 10 -1 -1 +1 —1
12 +1 -1 -1 —1 11 +1 -1 +1 -1
13 +1 -1 +1 -1 12 +1 +1 +1 -1
14 -1 -1 +1 -1 13 +1 +1 -1 -1
15 -1 +1 +1 -1 14 +1 -1 -1 —1
16 +1 +1 +1 -1 15 -1 -1 -1 -1

16 -1 +1 -1 -1

The time required to implement the initial experiment
plan is 251 hours [21]. while the optimal plan takes

130 hours.
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5 RESULTS
The results of the conducted experiment. presented in
Table 13. demonstrate gains in the implementation of
experiment plans obtained using the recalculated methods
compared to the cost of conducting the initial plan for the
study of the technological process of welding thin plates.

Table 13 — Comparison of costs for implementing experimental
plans for the investigation of the technological process of
welding thin plates

Optimization method COSt;lStﬁlndard Gain
Method of constructing the
N 27 1
initial plan
Complete enumeration 14 1.93
Monkey search method 14.5 1.86
Growing tree method 14 1.93

Table 14 presents the gains in implementing the
experimental plans obtained using mentioned methods
compared to the cost of the initial plan for the study of the
accuracy of the humidity meter for materials.

Table 14 — Comparison of implementation costs for
experimental plans investigating the accuracy of the moisture

meter
Optimization method Cost. u. m. Gain
Method of (;onstructmg 3184 1
the initial plan
Modified Gray code 16.28 1.96
Growing trees method 16.28 1.96

The time expenditures for implementing the
experiment plans obtained by different methods [32].
along with the time savings compared to the time of
conducting the initial plan for the study of the numerical
program-controlled machine shop area. are presented in
Table 15.

Table 15 — Comparison of optimization methods for experiment
plans in the study of the machining workshop with numerical
program control

Optimization method Plan 'mp lementation Gain
time. hours
Method of constructing 251 1
the initial plan
Monkey search method 180 1.39
Limited enumeration
method 214.5 1.17
Bacterial method 181 1.39
Growing trees method 130 1.93
6 DISCUSSION

Based on the comparison of methods. the following
conclusions can be drawn. When optimizing plans for
multifactorial experiments in the study of technological
processes using the growing trees method. we obtain
plans with cost expenditures that coincide with those
obtained through complete enumeration and the
application of modified Gray code. This confirms the
effectiveness and efficiency of the growing tree method.
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In comparison to methods such as monkey search.
limited enumeration. and bacterial optimization. the
growing tree method yields better results.

The growing tree method has faster performance than
complete enumeration and can be applied for optimizing
plans of multifactorial experiments in terms of cost (time)
expenditures for objects with up to k < 7 factors.

CONCLUSIONS

The growing tree method has been developed for
optimizing plans of multifactorial experiments in terms of
cost and time expenditures. along with the corresponding
software implementation.

The scientific novelty of the obtained results lies in
the development of the growing tree method that allows
for obtaining optimal or near-optimal plans of multifactor
experiments with high speed in terms of cost and time
expenditures.

The practical value of the research results is that the
developed software. implementing the growing tree
method. enables the generation of optimal or near-optimal
plans of multifactor experiments for a wide range of
objects with up to k < 7 factors.

The prospects for further research lie in the
application of the growing tree method to a wide range of
scientific and industrial objects. such as capacitance
moisture meters [34].
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METO/I 3POCTAIOYUX JEPEB JJIs1 ONTHUMI3ALII IIVIAHIB BATATO®AKTOPHUX EKCITEPUMEHTIB
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HAIllOHAJIbHUH YHIBEPCHUTET PaiOeIeKTPOHIKH. XapKiB. YKpaiHa.

AHOTAIIA

AxTyanbHicTh. 3amava IulaHyBaHHS 0Oararo()aKTOPHHX EKCIIEPUMEHTIB 3aliMae BaXKIIMBE MICIle B Hayli Ta IPOMHCIOBOMY
BupoOHUUTBI. [Ipy 1IbOMy B yMOBaxX KOHKYpEHIIil. 3pOCTaHHSI BHTpAT. IiJBHUIIEHHS €(EKTHBHOCTI HEOOXiJHA ONTHUMI3aLlisl IUIaHIB
OaraTo(hakTOPHUX EKCIIEPUMEHTIB 3a BAapTICHUMHU Ta YacCOBUMHM BHUTpaTamu. [y BHpIilIeHHs L€l 3amadvi iCHye psii MiOXOIIB Ta
METOAiB. BUOIp SKUX JUIi KOHKPETHOTO TEXHIYHOrO 3aBJIaHHS € BAKJIMBOIO Ta CKIAJHOIO 3ajayeto. Y 3B SA3KYy 3 LIUM BHHHKA€e
HEOOXiJHICTh B PO3pOOLI HOBHX METOMIB ONTHMI3alii 3a BapTiCHUMH (YaCOBHMH) BHTpaTaMH IUIaHiB 0araTo(pakTOpHHX
SKCTIICPHMEHTIB. TIOPIBHSAHHI iX 3 yXe ICHYIOUHMH METOJaMH Ta BHAA4l PEKOMEHIALil 10 MPaKTHYHOMY 3aCTOCYBaHHI IpH
JOCIIPKEHHI PeabHIX 00’ €KTIB.

Meta. Mera poboTu momsrae y po3po0mi Ta anpobariii MeTomy 3poCcTalounx JepeB. OLIHKH HOro e(eKTUBHOCTI Y MOPIBHSIHHI 3
iHImMME MeToamH. IIpyu mboMy JUIS TOCTIKEHHS METH BHpILIEH! HACTYIIHI 3aBJaHHS: 3alIPOIIOHOBAHHI METOJ| 3pOCTAIOUUX JIEPEB
peai3oBaHMii y BHIUISAI MPOTPaMHOrO 3a0C3MEUCHHS; METOJ 3aCTOCOBAHMU JUIs ONTHMi3amlii IUIaHiB OaraTopakTOpHUX
SKCIIEPUMEHTIB TIPH JOCII/PKCHHI peajbHUX 00’€KTiB; NPOBEJeHA OLliHKa HOro eeKTHBHOCTI y MOpPIBHSIHHI 3 IHIIMMH METOJaMH;
BUJIaHI PeKOMEH/Iallii 110 HOro BUKOPUCTAHHIO.

Metoa. 3anponoHOBaHHM METOJ 3POCTAlOYMX JEpPEeB 3aCHOBaHMI Ha 3acTocyBaHHi Teopii rpadis. IlepeBaroro meromy €
CKOPOYCHHS 4Yacy BHUPILICHHS ONTHMI3alliiHUX 3aJad. MOB’S3aHUX 3 IMOOYIOBOI ONTHMAIBHHX 32 BApTICHUMH (YACOBHUMH)
BHUTpPATaMU IUTaHIB 0araTopakTOPHUX EKCIIEPHMEHTIB. XapaKTEePHOIO PHCOI0 € TAKOXK BHCOKA TOUHICTh BHPIMICHHS ONTHUMIi3amiiHIX
3amad.

Pe3yabTaTn. Pesynpratu ekcriepMMeHTIB Ta HOPIBHAHHS 3 IHIINMH METOJAaMH ONTUMI3alil MiTBEpIKYIOTh Mpare3JaTHICTh Ta
e(eKTHBHICTH 3aIPOIIOHOBAHOTO METOAY Ta JO3BOJIAIOTH PEKOMEHIYyBAaTH HOTO Ul JOCHIMKEHHS 00 €KTIB i3 YMCIOM CYTTEBHX
¢akropiB k < 7. IlepCreKTHBHUM € MOJANbIIC PO3IIMPEHHS KoJia 00 €KTiB HAYKOBOTO Ta IPOMHCIOBOIO MPU3HAYCHHS JUIA X
JOCIIZXKEHHS LM METO/IOM.

BucHoBkn. Po3po0iieHo MeTOn 3pocTarouMx JepeB s ONTHMI3alii 3a BapTICHAMH Ta YacOBUMH BHTpAaTaMy IUIAHIB
0aratoakTOpHHX EKCIICPUMEHTIB Ta TMporpamHe 3a0e3leueHHs. 10 HOoro peaiizye 3a momomoror framework Angular Ha MOBi
po3po6ku TypeScript.

ITokazana edeKTHBHICTH METO/y 3pOCTAIOUMX JIEPEB y MOPIBHSIHHI 3 HACTYIHUMH METOJAMH: ITOBHUH Ta 0OMEXeHUH mepelip.
MaBIITYMH HOIIYK. 3aCTOCYBaHHS MOAU(IKOBaHOTO Koxy I'pest. OakTepianbHa onTuMizaris. MeTos 3poCTalounx JepeB Mae OUIbITy
LIBUAKONII0 HDK IOBHHMH Iepebip Ta MO)Ke 3aCTOCOBYBAaTHCS IJIsl ONTHMI3awil IuiaHiB Oarato)akTOpHHX EKCHEPHMEHTIB 3a
BAapTICHUMH (4aCOBUMH) BHUTpaTaMu uisi 00°€kTiB 3 KinbkicTio dakropiB Kk < 7. Tlpu pilueHHi OonNTUMi3amifiHUX 3a1a4 METO[
3pOCTAIOYMX [EepPeB Ja€ Kpalli pe3y/ibTaTH y HOPIBHSIHHI 3 MaBISIYMM IIOLIIYKOM. OOMEXKeHHM mepebopoM Ta OakTepialbHOIO
OITUMI3aLi€l0.

KJIFOYOBI CJIOBA: MeTox 3poCTalouMXx AEpeB, arOpUTM, 0araro(akTOpHHN EKCIIEPUMEHT, IpOrpaMHE 3a0e3NedeHHS,
MOPIBHSHHSL.
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