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ABSTRACT

Context. Optimization of the method of nearest neighbors k-NN for the classification of text documents by their topics and ex-
perimentally solving the problem based on the method.

Obijective. The study aims to study the method of nearest neighbors k-NN for classifying text documents by their topics. The task
of the study is to classify text documents by their topics based on a dataset for the optimal time and with high accuracy.

Method. The k-nearest neighbors (k-NN) method is a metric algorithm for automatic object classification or regression. The
k-NN algorithm stores all existing data and categorizes the new point based on the distance between the new point and all points in
the training set. For this, a certain distance metric, such as Euclidean distance, is used. In the learning process, k-NN stores all the
data from the training set, so it belongs to the “lazy” algorithms since learning takes place at the time of classification. The algorithm
makes no assumptions about the distribution of data and it is nonparametric. The task of the k-NN algorithm is to assign a certain
category to the test document X based on the categories k of the nearest neighbors from the training dataset. The similarity between
the test document X and each of the closest neighbors is scored by the category to which the neighbor belongs. If several of k’s closest
neighbors belong to the same category, then the similarity score of that category for the test document X is calculated as the sum of
the category scores for each of these closest neighbors. After that, the categories are ranked by score, and the test document is as-
signed to the category with the highest score.

Results. The k-NN method for classifying text documents has been successfully implemented. Experiments have been conducted
with various methods that affect the efficiency of k-NN, such as the choice of algorithm and metrics. The results of the experiments
showed that the use of certain methods can improve the accuracy of classification and the efficiency of the model.

Conclusions. Displaying the results on different metrics and algorithms showed that choosing a particular algorithm and metric
can have a significant impact on the accuracy of predictions. The application of the ball tree algorithm, as well as the use of different
metrics, such as Manhattan or Euclidean distance, can lead to improved results. Using clustering before applying kK-NN has been
shown to have a positive effect on results and allows for better grouping of data and reduces the impact of noise or misclassified
points, which leads to improved accuracy and class distribution.

KEYWORDS: method, cluster, classification, text document, subject, ball tree algorithm, metric.

ABBREVIATIONS C.%is a number of texts contained in the cluster C;";
K-NN is a k-nearest neighbor method, ClusterScore(x,C) is a score assigned to a category
kd-tree is a k-dimensional tree; based on category points to test the document C;X;
L1 — distance is a Manhattan metric; sim(x,C;") is a similarity between X and cluster in

TF-IDF is a TF — term frequency, IDF — inverse docu-  model C’'mo;
ment frequency; 0 . . 0
CSV is a comma-separated value. y(Ci ,.Cj)e {0,1} is a cluster relative to C;"Cj;

N is a total number of signs;

_ NOMENCLATURE count(c;, C) is a number of votes for the class ¢; in the
di is a text document; set C;
Cl is a appropriate classification of the document; argmax is a function that returns the index of the max-
f(X) is a label intended for the test document X; imum value.
Score (x,Cj) is a score assigned to a category based on
the points of category K of the nearest neighbors to the INTRODUCTION

test document X;
sim (x,d;) is a similarities between X and the training
document D;

In today’s world, a large amount of information is cre-
ated and accumulated daily in various formats. As the
volume of textual information grows in various fields,
y(d;,Cj) e {0,1} is a binary value of the category for  effective methods of processing and analysis are increas-
ingly needed. Therefore, it is important to be able to ana-
lyze and classify this information effectively.

Classification of documents on their topics can be use-
the cluster C*; ful for many tasks, for example, selecting documents that

WJ0 is a weight of the word t in the cluster Cio; meg:t certain crlt'erla, l?ulldlng recommender systems, ana-
G lyzing text data in social networks, etc.

the educational document regarding d;C;j;

w CJJ ! (t) is a denotes the new weight of the word t in
1

w(t), is a weight of the word t in the text p;
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The importance of the task of classifying text docu-
ments by the method of nearest neighbors will reduce the
dimension of the data, save information about the classifi-
cation and increase its accuracy. It is also quite easy to
use and does not require a lot of computing power, which
makes it popular in many areas [1, 3].

This method does not require pre-modeling, which al-
lows it to be used for online classification and for the
classification of text documents with a small data set,
which is a fairly common situation in natural language
processing. In addition, &-NN can be applied to the classi-
fication of documents without regard to their contents,
only based on information about the topics. In addition, .-
NN is a fairly flexible algorithm, since it is possible to use
different distance metrics and distinguish the weight of
each sample depending on its significance for classifica-
tion [5, 6].

The task of the nearest neighbors method is to classify
new data based on their similarity with known data (train-
ing data set). The problem of the nearest neighbors me-
thod is guided by the concept that if points in the data
space are close to each other, then the probability that
they belong to the same class is high, therefore, it is
solved accordingly according to the principle such that in
the variant k&-NN each feature belongs to the predominant
class of nearest neighbors, where £ is the method parame-
ter. The basis of the &--NN method is the fact that, accord-
ing to the compactness hypothesis, it is expected that the
test feature d will have the same label as the learning fea-
tures in the local region surrounding the sign d [2, 4].

In the case of researching the use of the nearest neigh-
bors method £-NN to classify text documents according to
their topics, the novelty is that it offers the use of a me-
thod that is quite simple and effective to solve the com-
plex problem of classifying text documents by their top-
ics. The study proposes the use of clustering and dimen-
sionality reduction to improve the quality of text classifi-
cation. In addition, the study compares the efficiency of
different types of term oscillation and different & values in
the £-NN method for classifying text documents. Thus,
the study expands our understanding of how the A-NN
nearest neighbors method can be applied to classify text
documents by their topics and helps to improve methods
for classifying texts.

The aim of the study is to train the method of A-NN’s
nearest neighbors to classify text documents by their top-
ics.

The subject of research is the creation and optimiza-
tion of the method of nearest neighbors &-NN for the clas-
sification of text documents by their topics, as well as the
solution of the problem based on the method experimen-
tally.

The main objectives of the study are:

— General overview of the A-NN nearest neighbors
method for creating a software solution for classifying
text documents by their topics.

© Boyko N. 1., Mykhaylyshyn V. Yu., 2023
DOI 10.15588/1607-3274-2023-3-9

84

— Development of a system that can automatically
classify text documents by their topics.

— Reducing classification errors to improve system ac-
curacy.

— Research on the effectiveness of £-NNs in classify-
ing documents with different numbers of categories and
developing methods to improve efficiency in such cases.

1 PROBLEM STATEMENT

The purpose of the study is to build a model that can
automatically assign a category to a new text document.

Suppose we have a set of text documents D = {d,, dy,
..., d,}, where each document is represented as a sequence
of words or tokens. Each d; document belongs to one of
the predefined classes or categories C = {c|, ¢, ..., ¢t}

To build a model, we have a training dataset consist-
ing of pre-classified documents and corresponding
classes.

Mathematically, the problem of classification of text
documents can be formulated as follows:

Given: Training dataset D train = {(d,, ¢1), (dy, c2),
wes (dy, c)}, Where d; is a text document and ¢; is its cor-
responding classification.

Find: Function f:D_test —C which can categorize a
new text document from test set D _test into one of C
classes.

2 LITERATURE REVIEW

A special role for research is the methods of classifica-
tion and clustering of text data. In the study [1, 3], the
authors provide an introduction to the A-NN nearest
neighborhood method and consider its application to the
classification of text documents. They describe how the .-
NN method can be used to classify texts and provide ex-
amples of how this method can be applied to data from
various fields, including biology, medicine, and e-
commerce.

This paper [7] is an important source for studying the
basics of textual information processing and data re-
trieval. The book covers a wide range of topicss from the
field of information retrieval, including index building,
weighted estimation methods, vector models, thematic
modeling, ranking, and more.

The paper [8] describes a wide range of methods of
machine learning and statistical data analysis. It is useful
for researchers working with the A-NN closest neighbor
method to classify text documents by their topics.

The book [10] contains a lot of material about prob-
abilistic models, multivariate data analysis, teaching
methods, and graphical models. These techniques can be
useful for improving the accuracy of classification using
the &-NN closest neighbor method. In addition, the book
contains numerous examples that demonstrate how differ-
ent machine-learning methods can be applied to solve
real-world problems.

The study [13] describes in detail the theoretical and
practical aspects of working with text, including topicss
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such as statistical models of language, thematic modeling,
tone analysis, machine translation, and others.

The book discusses various methods of vector repre-
sentation of text that can be used to build a model for the
k-NN method and also discusses other machine-learning
methods for classifying text documents, such as the naive
Bayesian classifier and the support vector method.

In particular, the authors [14] describe in detail the use
of bag-of-words models and address the construction of a
dataset for training and testing the model, as well as the
choice of model parameters, such as the number of near-
est neighbors to be used to classify documents.

The research [15] is devoted to the analysis of text da-
ta and methods of their processing, in particular the prob-
lems of classification and clustering of documents. It de-
scribes various methods, including the A-NN nearest
neighbor method.

The book [12] discusses the following problems:

— Training, statistical methods, and association rules
in the field of text mining, which describe different ap-
proaches to analyzing text data, including machine tech-
niques.

— Building machine learning models used to classify
and cluster documents, in particular the A-NN closest
neighbor method.

— Preparing data for text analysis, including feature se-
lection and data dimensionality reduction. The book de-
scribes in detail how to select the most significant features
from the text that will improve the results of data analysis.
The book also discusses methods for reducing the dimen-
sionality of data, such as the principal component method
and clustering method.

— The book contains many examples of applications of
text mining techniques, including text tone analysis,
document classification, and email spam detection.

Thus, the analysis of text documents is quite an impor-
tant topics in our time, since the number of their applica-
tion in various fields is increasing every day. Accord-
ingly, consideration is relevant for this study and will help
in improving the accuracy of the model.

3 MATERIALS AND METHODS

The k-nearest neighbor method is a metric algorithm
for automatically classifying objects or regression. The .-
NN algorithm stores all existing data and classifies the
new point based on the distance between the new point
and all points in the training set. To do this, use a specific
distance metric, such as Euclidean distance. In the process
of learning, k-NN stores all the data from the training set,
so it belongs to the “lazy” algorithms since learning takes
place at the time of classification. The algorithm makes
no assumptions about the distribution of data and it is
nonparametric [1, 11].

For the classification of text documents on the topics,
the k-nearest neighbors method was chosen because of
several reasons: simplicity and ease of implementation,
high accuracy, and the ability to take into account the
importance of each feature:
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The A-NN method also has some disadvantages, in
particular, it can be sensitive to noise and a large number
of features and may require a significant amount of mem-
ory and computing resources when processing large
amounts of data. Therefore, before proceeding with the
classification of text documents, you can apply actions
that can improve the quality and performance of the algo-
rithm and its accuracy, namely [13]:

— Apply noise or unnecessary signs to data before us-
ing the &-NN method, which can reduce their impact on
forecasting and help make the algorithm more efficient.

— Use distributed computing systems to handle large
amounts of data, which can reduce the load on memory
and computing resources. You can also use the approach
of reducing the dimensionality of the data, which allows
you to reduce the number of features and simplify the data
space.

— Weights can be assigned to each sign depending on
its importance for forecasting. This can help reduce the
impact of less important features on forecasting and in-
crease accuracy.

The task of the A-NN algorithm is to assign a test
document x a certain category based on the categories k of
closest neighbors from the training dataset. The similarity
between the test document x and each of the closest
neighbors is scored by the category to which the neighbor
belongs. If several of &’s closest neighbors belong to the
same category, then the similarity score of that category
for the test document x is calculated as the sum of the
category points for each of these closest neighbors. After
that, the categories are ranked by score, and the test doc-
ument is assigned to the category with the highest score.
The decision rule for A~-NN can be written as follows
(Formula 1):

f(x) = argmax Score(x,C ) =

= Y sim(x,dl_)y(d[,cj)a O

d e kNN
i

This approach is effective, nonparametric and easy to
implement. However, the classification time is very long,
and accuracy is seriously impaired by the presence of
noise training documents [9].

To improve the accuracy of the &-NN algorithm for
text data classification in the study, a number of actions
will be performed, such as:

1. Representation of documents/text as a vector space
model, where each document/text is represented as a vec-
tor in an n-dimensional word space where each word is
represented as coordinates. The more often a certain term
appears in a document, the greater its significance in this
document and the greater its coordinate in the vector rep-
resentation of the document. Accordingly, this will speed
up the work and classification of the A-NN method. The
weight of each word in a document is calculated by
weighing how often that word is used in the document
and throughout the document collection. If the word is
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used often in a document, but rarely in other documents,
then its weight will be high.

2. Create a classification model based on clustering.
For this, one-pass clustering algorithm with constraints
should be used. This algorithm provides incremental clus-
tering with time complexity close to linear.

3. During the clustering process, each cluster is repre-
sented as a cluster vector according to the centroid vector
for each cluster [14, 20]. The change in word weight of
each cluster is calculated by the formula 2:

w () x w(t)
c® P

w6 = ———. @
“ ‘CO +1

i

According to the applied changes, the decision-
making formula for A-NN will look like this (Formula 3):

S (x) = argmax ClusterScore(x,C ) =
= X sim(x, C;))y(Clp,Cj ). (3)
CY kNN :

Suppose we have a training set of text documents with
known classes that match their topicss. Each text docu-
ment is represented as a feature vector X = [xy, xp, ..., xy],
where x; is a sign (for example, word, term) for the i-th
document, and N is the total number of signs. Using a
certain similarity metric, such as cosine similarity, we
calculate the similarity between the feature vectors of two
documents. Let sim(x, y) denotes similarities between
documents x and y. Accordingly, we find k& documents
from the training kit that have the greatest similarity with
the new document. Denote these documents as S = {sy, s,,
..., i}, where s; is the i-th closest neighbor. Hence we
determine the class of the new document, by voting or by
majority among k nearest neighbors. Let C = {c, ¢, ...,
¢y} — document classes sy, sy, ..., si.. The class of the new
document will be the class with the most votes among
these k closest neighbors.

Thus, the definition of the class of a new document,
based on the vote of the nearest neighbors, can be written
as follows (Formula 4):

argmax(count(c; C)),i=1—k. 4)

In the context of k-nearest neighbors (k-NN), hyper-
parameters are used to tune the algorithm itself, not to
train a model with data. Hyperparameters determine the
behavior of &-NN and its characteristics. The main hyper-
parameters include [17, 19]:

1. k: This is the main &-NN hyperparameter that de-
termines the number of nearest neighbors to be used for
decision-making.
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2. Neighbor search algorithm: A-NN can use different
neighbor search algorithms, such as “ball tree”, “kd tree”
and others.

3. Distance or metric: k&-NN uses distance or metric to
determine how close points are to each other. For exam-
ple, Euclidean distance, Manhattan distance, or cosine
similarity.

In our context, we will apply them to analyze their
impact on k-NN and, through them, try to improve the
accuracy of the method.

The following Neighbor search algorithms are consid-
ered in the study:

1. The Ball Tree algorithm is one of the methods of
constructing a data structure for the efficient execution of
operations of the nearest neighbor in classification and
clustering problems. It is based on the idea of partitioning
a data space into minimally convex balls, known as
“balls”. The basic principle of constructing a Ball Tree is
to recursively partition data into subsets by calculating the
center point (center of the “ball”) and the radius of the
ball that best covers the data. The Ball Tree method al-
lows you to quickly find k-nearest neighbors, reducing the
number of comparisons between points and speeding up
searches. It is especially useful for large data sets or when
the distances between points have a large difference.

2. A kd-tree is a data structure used in the &-NN algo-
rithm to quickly find the nearest neighbors. It divides a
data space as a binary tree, where each node represents a
point in space and divides that space into two subdo-
mains. A key feature of the kd-tree is the way data is di-
vided in space using hyperplanes parallel to the coordi-
nate axes. The kd-tree significantly reduces the number of
comparisons operations required to find the nearest
neighbors, which makes it an effective method for A&-NN.
It is especially useful in problems with a large number of
points in the data space.

The Minkow metric is a general term for a family of
metrics that include Manhattan distance and Euclidean
distance as partial cases of them. It is used to calculate the
distance between two points in n-dimensional space.
Formally, the Minkov metric is defined as follows for two
points P(py, ps, ...,pn) and O(qi, q», -..,q,) in n-dimensional
space (Formula 5):

d=(lpr—q:\ " +pr-qaol'+... ¥ |pi=qal"). Q)

In this formula, p is a parameter that controls the
shape of the metric. Depending on the value of p, the
Minkov metric can vary from Manhattan distance (p = 1)
to Euclidean distance (p = 2). Using the p parameter, the
Minkow metric can simulate various types of distances,
including L1 distance (Manhattan), 22 distance (Euclid-
ean), and others [16, 18].

The Minkowi metric is a popular choice in the A&~NN
algorithm. It allows you to determine the distance be-
tween objects and take into account their location in
space. Depending on the type of data and the nature of the
task, it is advantageous to use different values of the pa-
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rameter p for optimal results. Minkowian metrics can be
computationally efficient, especially for large datasets.

The choice of the Reuters dataset to classify text doc-
uments by their subject using k-nearest neighbors is the
most optimal for several reasons:

— Variety of topicss: The Reuters-21578 dataset con-
tains a wide range of topicss, covering news from various
fields such as finance, technology, sports, politics, and
others. This ensures representativeness and diversity of
data, which is important for the classification of texts.

— Data volume: The Reuters-21578 dataset contains a
significant number of documents on various topicss. Most
classification algorithms, including £-NN, require enough
data to achieve reliable results. Therefore, the presence of
a large amount of data in the Reuters-21578 dataset
makes it attractive for &-NN applications.

— The similarity of text documents: The A-NN algo-
rithm is based on the hypothesis that similar data have
similar classes. The Reuters-21578 dataset contains news
articles that may have similar characteristics depending
on the topics. This supports the &-NN hypothesis and con-
tributes to its effectiveness in classifying these texts.

In total, the Reuters-21578 dataset contains about
21,578 news documents written in English. Each docu-
ment includes a title, date, text table of contents, and cat-
egory labels assigned to it (Table 1). The documents in
the dataset are classified into 135 different categories,
such as “foreign news”, “sports”, “politics”, etc. Each
document can have many categories to which it belongs.

Table 1 — Data Set fields

Field

Description
name

Type

Contains text data represented as a char-
acter string.

Represents the date of publication of the
article.

Represents categories or topicss related to
the article. It is stored as a set or list of
lines, where each line represents a topics
or category label.

Represents the geographical locations
mentioned in the article. It is stored as a
set or list of rows, where each row repre-
sents a place label.

Contains the names of persons mentioned
in the article. It is stored as a set or list of
strings.

Contains the names of organizations
mentioned in the article. It is stored as a
set or list of strings.

Represents mentions of stock exchanges
or financial markets in an article. It is
usually stored as a set or list of strings.
Contains the main text of the news article
and is presented as a string of characters.

Title String

Date String

Topicss Sequence

Places Sequence

People Sequence

Orgs Sequence

Exchanges | Sequence

Text String

Since the dataset Reuters-21578 may contain data or
their type, which may worsen the results of the study, it
must carry out preliminary processing of the data.

First, we need to balance the text and process it fur-
ther. Some documents may contain symbols, punctuation,
or numbers that do not carry essential information for text
analysis. Data pre-processing allows you to remove these
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unnecessary elements and focus on essential aspects of
the text. We also need to reduce everything to lowercase
to ensure uniformity. Breaking the text into separate to-
kens or words is also an important step for further analy-
sis. Tokenization helps to understand the structure of a
text and divide it into separate units, which facilitates
further processing and use. To improve your workout
results, you need to remove stop words, which will reduce
noise. Stop words are common words that do not carry
essential information for text analysis, for example, “the”,
“and”, “is”, etc. Another very important step is that it is
necessary to reduce words to their basic form (lemmatiza-
tion). This reduces the number of unique words in the text
and makes it easier to recognize the semantic relationship
between them. For example, given that we have texts in
English, words like “running”, “run” and “ran” will be
reduced to the lemma “run”.

Secondly, we need to convert the words’ text to vector
format. Vectorization is the process of converting text
data into numerical vectors that can be used to further
analyze or train machine learning models. This is
achieved using methods such as bag-of-words or TF-IDF
(Term Frequency-Inverse Document Frequency) in our
case, where each word or term is represented by a nu-
meric value. This allows textual data to be treated as nu-
merical features that can be used in machine learning
models for classification, clustering, or other analysis.

Therefore, these steps will help prepare data from the
Reuters-21578 dataset for further application of machine
learning and text analysis models, since data preprocess-
ing helps to improve data quality and representativeness,
reduce noise, etc.

4 EXPERIMENTS

The next step is to study the effectiveness of the &~-NN
closest neighbors method for classifying text documents
by their topics. Therefore, we will show in more detail the
influence of the parameter & and the choice of distance
metric and other factors.

To begin with, we display the number of articles be-
longing to a certain category (Fig. 1):

3000
2500
2000

1500

Number of documents

Category

Figure 1 — A bar chart showing the categorization

We divide the experiments, the purpose of which is to
improve the accuracy of classification, into:

1. Effect of parameter k: Experiments will be per-
formed with different values of the parameter k& (number
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of neighbors) and the accuracy of the model on the test set
will be measured.

2. Clustering Impact: Experiments will be conducted
with the generated clustering-based classification model
and its impact on the accuracy of the &-NN model on the
test set.

3. Choosing a distance metric and A-NN hyperparame-
ters: Experiments will be conducted with different dis-
tance metrics and with different ~-NN hyperparameters,
namely an algorithm such as “ball_tree” (partitioning the
data space into minimally convex balls) and a k-distance
tree and metrics (such as the Manhattan metric and
Euclidean distance), and the accuracy will be measured
on the test set.

To assess the quality of the classification model, we
will use metrics. Here is a brief explanation of each met-
ric:

1. Accuracy: Measures the ratio of the number of cor-
rectly classified documents to the total number of docu-
ments. The higher the value, the better the model.

2. Precision: Measures the ratio of the number of cor-
rectly positively classified documents to the total number
of positively classified documents. This indicates how
accurately the model identifies positive documents.

3. Recall: Measures the ratio of the number of cor-
rectly positively classified documents to the total number
of documents belonging to the positive class (correctly
classified positive documents plus false negative docu-
ments). This indicates how fully the model defines posi-
tive documents.

4. F1 score: This is the harmonic average between ac-
curacy and completeness. It is used as a compromise met-
ric that combines information about accuracy and com-
pleteness. It takes into account both the accuracy and
completeness of the model and uses its harmonic average
to calculate the final value.

To estimate the error of our model, we will build a
histogram comparing real and predicted data, where count
represents the number of cases or frequency of each cate-
gory in the data set, and category respectively the cate-
gory itself. We will also build a prediction matrix. The
prediction matrix reflects the correspondence between
actual and predicted classes and allows quantitative
analysis of classification results. It consists of rows and
columns, where the rows represent the actual classes, and
the columns represent the provided classes. Each cell in
the matrix shows the number of samples that belong to a
certain actual class and have been mistakenly classified
into a specific predicted class. For both options, we will
take the top 15 values to see the result better.

These studies will allow us to understand under what
parameters and characteristics &-NN shows itself best.

The purpose of the experiment Nel is to study the in-
fluence of the number of neighbors (parameter k) on the
results of a particular operation or algorithm.

We will conduct a study on the parameters k = 1, 5,
10, 15, 20 where & is the number of neighbors. We calcu-
late the assessment of the quality of the classification
model at k=1 (Fig. 2).
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Accuracy:8.79935125115848
Precision:@.8054679150341048

Recall:0.79935125115848
F1 score:@.7980253922562135
Figure 2 — Evaluation of the quality of the classification model
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Figure 3 — Histogram comparison number of predicted and real
data for /=1
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Figure 4 — Prediction matrix for k=1

As we can see from the Fig. 2, the results are satisfac-
tory, but they should be improved. In Fig. 3 shows that
the largest error belongs to the EARN category. From the
matrix of predictions in Fig. 4 we can also see that most
often the algorithm was wrong in determining the cate-
gory of EARN and ACQ.

We calculate the assessment of the quality of the clas-
sification model at £ =5 (Fig. 5).

Accuracy:0.8178869323447636
Precision:@.8153930325993035

Recall:0.8178869323447636
F1 score:0.8101419178618491

Figure 5 — Evaluation of the quality of the classification model

Actual vs, Predcted Category Counts
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Figure 7 — Prediction matrix for /=5

As we can see from the Fig. 5, the results improved
compared to the results in Fig. 2, but they should be im-
proved. In Fig. 6 it can be seen that again the greatest
error belongs to the prediction of data in EARN, but com-
pared to the results achieved at & = 1, the error has in-
creased. Following the matrix of predictions in Fig. 7 we
can also see that most often the algorithm was wrong in
determining the category EARN and ACQ, but for ACQ,
it decreased compared to the results at £ = 1. However,
the number of correct distributions has increased.

We calculate the assessment of the quality of the clas-
sification model at £ = 10 (Fig. 8).

Accuracy:0.8341056533827618
Precision:@.8317522368556206

Recall:@.8341056533827618
F1 score:0.8252637674684895
Figure 8 — Evaluation of the quality of the classification model

Actual vs, Predcted Categery Counts
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Figure 9 — Histogram comparison number of predicted and real
data for k=10

As we can see from Fig. 8, the results improved com-
pared to the results in Fig. 5 which makes them quite ac-
curate. In Fig. 9 it can be seen that again the greatest error
belongs to the prediction of data in EARN, but compared
to the results achieved at k = 5, the error has decreased.
Following the matrix of predictions in Fig. 10 we can also
see that the algorithm was most often wrong in determin-
ing the categories of EARN and CRUDE, instead of
ACQ. However, the number of correct distributions has
increased.
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Figure 10 — Prediction matrix for /=10

We calculate the quality assessment of the classifica-
tion model at £ = 15 (Fig. 11).

Figure 11 — Evaluation of the quality of the classification model

Actual vs, Predicted Category Counts
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Figure 12 — Histogram comparison number of predicted and real
data for k=15
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Figure 13 — Prediction matrix for k=15
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As we can see from the Fig. 11, the results improved
compared to the results in Fig. 8. In Fig. 12 it can be seen
that again the greatest error belongs to the prediction of
data in EARN, but compared to the results achieved at k =
10, the error has decreased. In accordance with the matrix
of predictions in Fig. 13 we can also see that the algo-
rithm was most often wrong in defining the EARN and
CRUDE categories, instead of ACQ. The number of cor-
rect distributions has increased, although not significantly.

We calculate the assessment of the quality of the clas-
sification model at k = 20 (Fig. 14).

Accuracy :@.8387395736793327
Precision 336147608484434

Recall:@.8387395736793327
F1 score:0.8289611340421243

Figure 14 — Evaluation of the quality of the classification model

Actual vs, Predicted Category Counts
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Figure 15 — Histogram comparison number of predicted and real
data for k=20
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Figure 16 — Prediction matrix for A=20

As we can see from Fig. 14, the results remained the
same in Fig. 11. This means that with a selected number
of neighbors, the model has reached its maximum level of
accuracy and it does not make sense to increase or de-
crease the number of neighbors. Accordingly, everything
coincides with the results at k= 15.
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The purpose of the experiment Ne2 is to study the ef-
fect of clustering on the algorithm A-NN. Clustering is a
method of grouping similar objects into clusters based on
their characteristics or distances to each other. In the con-
text of k-NN, clustering can affect the results of an algo-
rithm by changing the neighborhood of objects and hence
determining their classification.

We will conduct a study on the parameters £ = 5, 15,
20, ¢ =5, 15, 20, where £ is the number of neighbors, and
¢ is the number of clusters. We calculate the assessment
of the quality of the classification model at k=5 and ¢ =5
(Fig. 17).

Accuracy:0.8276181649675626
Precision:@.8236345856370154

Recall:0.8276181649675626
F1 score:0.8213364658704626

Figure 17 — Evaluation of the quality of the classification model

Actual vs. Predicted Category Counts
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Figure 18 — Histogram comparing the number of predicted and
real data for k=5 and c=5
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Figure 19 — Matrix of predictions for k=5 and ¢ =5

As we can see from Fig. 17, the results are very good.
If we compare the results of metrics with Fig. 5 and with
Fig. 17, then with clustering there is a good increase in
accuracy at k = 5. In Fig. 18 we can see that the attitude to
categories has improved significantly with clustering than
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without it, and the error has decreased accordingly. By the
matrix of predictions in Fig. 19. We can also see that cor-
rect data allocation has improved a lot.

We calculate the assessment of the quality of the clas-
sification model at k= 15 and ¢ = 15 (Fig. 20).

Accuracy:0.8419833178869324
Precision:0.836402372291527

Recall:0.8419833178869324
F1 score:0.8345115914215016

Figure 20 — Evaluation of the quality of the classification
model
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Figure 21 — Bar chart comparing the number of predicted and
real data for k=15 and ¢=15
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Figure 22 — Matrix of predictions for k= 15 and ¢ = 15

As we can see from Fig. 20 results are very good. In
Fig. 21 we can see that the attitude to categories has im-
proved significantly with clustering than without it, and
the predicted data almost coincides with the real data,
which indicates a greater amount of properly distributed
data. Following the matrix of predictions in Fig. 22 can
also see that the correct distribution of data has improved
alot.

We calculate the quality assessment of the classifica-
tion model at £ = 20 and ¢ = 20.

Accuracy:@.8456904541241891
Precision:@.8406501695176786

Recall:0.84569094541241891
F1 score:0.8374692034810864

Figure 23 — Assessment of the quality of the classification
model
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Actual vs. Predicted Category Counts
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Figure 24 — Bar chart comparing the number of predicted and
real data for k=20 and =20
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Figure 25 — Matrix of predictions for £ =20 and ¢ = 20

The results, which are shown in Fig. 23-24 and in the
matrix of predictions in Fig. 25, indicate very good results
using clustering. From Fig. 23 we see that the accuracy of
the model has again increased relative to & = 15 and
¢ = 15. This means that clustering allows you to better
determine the belonging of objects to the corresponding
categories. In Fig. 24 shows that attitudes towards catego-
ries again improve significantly when clustering is used.
Matrix of predictions in Fig. 25 also demonstrates that
proper data allocation is greatly improved when clustering
is used.

The experiment Ne3 aims to find hyperparameters that
maximize the performance of the &-NN algorithm, as well
as to understand the influence of hyperparameters on the
classification results. The study can help identify which
parameters are critical to achieving high accuracy and
efficiency in a specific data context. We will use 15
neighbors for research.

We calculate the quality assessment of the classifica-
tion model with the algorithm ‘ball tree’ and the metric
‘manhattan’ at k= 15.

KNeighborsClassifier(algorithm="ball tree’, n_neighbors=15)
[*earn’ “earn® ‘earn” ... "trade’ ‘cpi’ ‘crude”]

Accuracy:0.8456904541241891

Precision:9.8406501695176786
Recall:0.8456904541241891
F1 score:0.8374692034810864

Figure 26 — Quality assessment of classification model with
‘ball_tree’ algorithm and ‘manhattan’ metric
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Figure 27 — Histogram comparing the number of predicted and real
data with the ‘ball tree’ algorithm and the ‘manhattan’
metric
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Figure 28 — Prediction Matrix with ‘ball_tree’ algorithm and
‘manhattan’ metric

As we can see from Fig. 26 results improved by com-
paring the usual &-NN with £ = 15 in Fig. 11. In Fig. 27
we can see that, in general, the predicted data almost co-
incide with the real data, which indicates a more correct
distribution of the data. Following the matrix of predic-
tions in Fig. 28 We can also see that the correct distribu-
tion of data has improved a lot.

We calculate the quality assessment of the classifica-
tion model with the algorithm ‘ball tree’ and the metric

‘euclidean’ at k= 15.
Accuracy:0.8456904541241891
Precision:0.8406501695176786

Recall:0.8456904541241891

F1 score:0.8374692034810864
Figure 29 — Quality assessment of classification model with
‘ball_tree’ algorithm and ‘euclidean’ metric
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Figure 30 — Histogram comparing the number of predicted
and real data with the ‘ball_tree’ algorithm and the ‘euclidean’
metric
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Figure 31 — Prediction matrix with ‘ball_tree’ algorithm and
‘euclidean’ metric

Comparing the results of the ‘ball tree’ algorithm
with different metrics, we can conclude that the introduc-
tion of these hyperparameters has increased the accuracy
and efficiency of the model, but in two cases of using
metrics, the result is the same, which may mean that both
metrics measure the distance between two points with the
same accuracy, or perhaps that the points are in a space
where both metrics are equivalent.

We calculate the quality assessment of the classifica-
tion model with the algorithm kd tree’ and the metric
‘manhattan’ at £ = 15.

KNeighbosL'la-ssifier(algor'ithm='kditl‘ee', nJ‘leighbors:lS
[‘earn’ "earn’ ‘earn’ ... ‘palm-o0il’ ‘cpi’ ‘crude’]

Accuracy:0.8387395736793327

Precision:®.8352195686724123
Recall:®.8387395736793327
F1l score:0.8290827008957881

Figure 32 — Quality assessment of classification model with
‘kd_tree’ algorithm and ‘manhattan’ metric

Actual vs, Predicted Category Counts
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Figure 33 — Histogram comparing the number of predicted and
real data with the ‘kd_tree’ algorithm and the ‘manhattan’
metric
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Figure 34 — Prediction matrix with ‘kd_tree’ algorithm and
‘manhattan’ metric

As you can see from Fig. 32-34, the application of
‘kd_tree’ with the ‘manhattan’ metric did not live up to
expectations, since the results coincide with the use of the
k-NN model without parameters at k = 15.

We calculate the quality assessment of the classifica-
tion model with the algorithm kd tree’ and the metric
‘euclidean’ at k = 15.

n', n_ne iullh-;u“-.

fier(algorithm="kd_tree', metric
n' . ‘palm-0il® "cpi® “crude

327

724123
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F1 scor 281

Figure 35 — Evaluation of the quality of the classification

model with the algorithm ‘kd_tree’ and the metric ‘euclidean’
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Figure 36 — Histogram comparing the number of predicted

and real data with the ‘kd_tree’ algorithm and the ‘euclidean’
metric

As you can see from Fig. 35-37, the application of
‘kd tree’ with the ‘euclidean’ metric as well as with
‘manhattan’ did not live up to expectations, since the re-
sults coincide with the use of the A-NN model without
parameters at k = 15.
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5 RESULTS

In the previous section, the &-NN method for classify-
ing text documents was implemented. Experiments have
been conducted with various methods affecting the effi-
ciency of &-NN, such as algorithm selection and metrics.
Based on this, you can summarize the results.

In the first experiment, the results showed that the se-
lected number of neighbors (parameter k) has a significant

sgimpact on the accuracy of classification. The best value of

k is 15 and it achieves the maximum accuracy of classifi-
cation of text documents, namely — 0.8387, which is equal
to 83.87%. This means that increasing the number of
neighbors does not significantly affect the results and
does not bring additional improvements. This can be ex-
plained by the fact that too small & values can lose infor-
mation, and too large k& values can lead to overtraining of
the model.

Therefore, for the classification of text documents, it
is important to choose the optimal value of the parameter
k, which provides the highest accuracy of classification.
In this case, the use of £ = 15 led to the maximum accu-
racy of classification of text documents, while at k = 1 the
worst results are achieved, where the accuracy is — 0.7980
(79.80%).

In the second experiment, the use of clustering
showed very good results for the classification of text
documents. Maximum accuracy was achieved at & = 20
and is equal to 0.8457 (84.57%). Comparing the results
when using the clusterless model &-NN in Fig. 4.13 and
clustered in Fig. 4.22. With a value of k£ = 20, you can see
how the accuracy and efficiency of classifying text docu-
ments have changed by better-determining similarities
between documents and assigning them to appropriate
categories.

The use of clustering changes the neighborhood of ob-
jects in space, that is, objects belonging to the same clus-
ter become adjacent to each other. This allows the model
to better distinguish objects from different categories
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since internal similarities in clusters can be more pro-
nounced than general similarities between all objects.
Accordingly, the effectiveness and importance of this can
be seen by comparing the results of models with and
without clustering.

In the third experiment, which investigated the influ-
ence of hyperparameters on the A-NN algorithm, it was
found that the choice of different algorithms and metrics
can have a significant impact on the accuracy and effi-
ciency of the model. This is achieved because different
algorithms and metrics use different approaches to calcu-
lating distances between objects and determining their
neighborhood. The choice of an algorithm, such as the
Ball tree or kd-tree, affects the structure of the tree used to
organize the data. In our case, the Ball tree works better,
because when applied with Manhattan and Euclidean dis-
tance metrics, the maximum accuracy that has been
achieved is 0.8457 (84.57%), which is on par with maxi-
mum accuracy when using clustering. Therefore, we can
conclude that for datasets with a large number of features,
the Ball tree works better. At this time, the kd-tree may be
more efficient for datasets with fewer features, so in our
case it was not very efficient and was able to achieve —
0.8387 (83.87%), which is not a bad result, but not very
good either.

6 DISCUSSION

In our case, when using two different algorithms to
find neighbors £-NN, metrics such as Manhattan and Euc-
lidean distance were used. However, as can be seen from
the experiments, there was no difference between them.
This is because both metrics measure the distance be-
tween two points with the same precision, or the points
may be in space where both metrics are equivalent, result-
ing in the fact that they give the same results.

So, summing up, in this case, the use of the £-NN me-
thod for the classification of text documents showed good
results. &-NN takes into account the context of text docu-
ments using immediate neighbors and does not require
complex data assumptions. These advantages make the k-
NN method an attractive option for classifying text docu-
ments. However, to maximize classification accuracy,
certain improvements need to be applied, such as choos-
ing the optimal value of the k parameter, applying cluster-
ing, and using appropriate algorithms and metrics to im-
prove the accuracy and efficiency of the model in our
study. Based on experiments, the maximum results were
shown by models £-NN at & = 20 with clustering and with
hyperparameters, as an algorithm for finding neighbors —
Ball tree at £ = 15. At the same time, £&-NN takes into ac-
count the context of text documents using immediate
neighbors and does not require complex data assumptions.
These advantages make the A-NN method an attractive
option for classifying text documents.

However, to achieve maximum accuracy of classifica-
tion, certain improvements must be applied. Using the
optimal value of the k parameter, clustering, and selecting
appropriate algorithms and metrics can significantly im-
prove the quality and efficiency of the ~-NN model.
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In general, these experiments showed good results and
confirmed the suitability of the ~-NN nearest neighboring
method for classifying text documents. In further re-
search, it is recommended to pay attention to improving
the model by optimizing parameters and using more com-
plex algorithms to improve its efficiency.

So, summarizing all of the above, the nearest neigh-
bors method is a very good method for classifying text
documents. Given that the algorithm does not take much
time, is flexible and is quite accurate, this makes it one of
the best options for the classification task.

CONCLUSIONS

In this study, analysis and experiments were con-
ducted using the A-NN nearest neighbor method to clas-
sify text documents. The results showed that the use of
the &-NN method proved to be effective and a very good
option for classifying text documents. The use of nearest
neighbors allows the A-NN method to take into account
the context of text documents and does not require com-
plex data guesses. This makes it a flexible and versatile
approach to classification.

In the case of researching the use of the nearest neigh-
bors method A-NN to classify text documents by their
topics, the scientific novelty lies in the fact that it offers
the use of a method that is quite simple and effective to
solve the complex problem of classifying text documents
by their topics. The study proposes the use of clustering
and dimensionality reduction to improve the quality of
text classification. In addition, the study compares the
efficiency of different types of term oscillation and differ-
ent values of k£ in the ~-NN method for classifying text
documents. Thus, the study expands our understanding of
how the nearest neighbors &~-NN method can be applied to
classify text documents by their topics and helps to im-
prove methods for classifying texts.

The practical significance of the obtained results lies
in a general review of the method of the nearest neighbors
k-NN and the creation of a software solution for classify-
ing text documents by their topics using this method. Af-
ter all, the developed system can automatically classify
text documents by their topics. It reduces classification
errors, thereby improving the accuracy of the system. The
study proposes developed software that implements the
proposed indicators, and also experiments were conducted
to study their properties. The results of the experiment
allow for recommending the proposed indicators for use
in practice, as well as determining the effective conditions
for applying the proposed indicators.

Prospects for further research are to study the pro-
posed algorithms for a wide class of practical problems.
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AHOTANIA
AkTyansHicTb. OnruMizanist MeTony HanOmmkunx cyciais K-NN s knacugikarii TeKCTOBHX JTOKYMEHTIB 3a iX TEeMOIO, a Ta-

MeTta po6oTH € BUBYCHHs MeToxy Haiibmmkunx cycimiB K-NN mist knacugikamii TeKCTOBUX JOKYMEHTIB 3a iX TeMorw0. 3aBaaH-
HSIM JOCTI/DKSHHS € Ha OCHOBI HA0Opy JaHUX NPOBECTH KJIACH(IKaIlil0 TSKCTOBUX JIOKYMEHTIB 32 IX TEMOIO 332 ONTUMAIbHHI Jac Ta 3
BHCOKOIO TOYHICTIO.
Mertoa. Merox K-HallOnimKuux CycifiiB — 1je MCTPHYHHUIA aJITOPUTM IS aBTOMAaTHYHOI Kiacudikauii 06’ektiB abo perpecii. An-
roput™ K-NN 36epirae Bci HasiBHI JaHi Ta Kiiack]ikye HOBY TOUYKY Ha OCHOBI Bi/ICTaHi Mi)k HOBOO TOUYKOO Ta BCiMa TOUKaMH B HaB-
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YJagpHOMY HaOopi. [l IbOro BUKOPHCTOBYETHCS IIEBHA METPHUKA BiJICTaHi, Taka sk EBKiinoBa BincTanb. Y mpomneci HaBuaHHS k-NN
30epirae BCi JaHi 3 HABYAJIBHOTO HA0OPY, TOMY BiH BIJTHOCHTBCS JIO «JIEauyMX» aJrOPHUTMIB, OCKIJIbKH HaBYAaHHS BiJ0OYBa€ThCs B
MOMEHT KJIacuikarii. AJIrOpUT™M He pOOUTPH HISKUX IPHITYLIEHb PO PO3IMOJII JaHHUX Ta BiH € HeMapaMeTPpHYHUM. 3aBJaHHs alro-
purmy k-NN mnonsrae B Tomy, 11100 HPHU3HAYUTH TECTOBOMY JOKYMEHTY X IEBHY KAaTEropil0 Ha OCHOBI KaTeropiit k HaiOmmKIMx
cyciziB 3 HaB4anbHOro Habopy AaHux. CXOXKICTh MiXK TECTOBUM JIOKYMEHTOM X Ta KOXKHHM 3 HaHONMKYNX CYCifIiB OLIHIOEThCS Oa-
JIOM KaTeropii, 0 sIKOi HaIeXHTh cycif. SIKII0 MeKiTbKa 3 k HaHOMMKYNX CYCiliB HaJexaTh 10 OIHi€l KaTeropii, To 6amx cX0XKOoCTi
i€l KaTeropii Ui TECTOBOTO TOKYMEHTa X OOYHCIIOETHCS SIK cyMa OalliB KaTeropii st KOXKHOTO 3 X HalOmmk4aux cycimis. [licms
IOT0, KaTeropii paHKyIoThCs 3a 6ajaMu, 1 TECTOBHH JOKyMEHT IIPU3HAYa€ThCs KaTeropii 3 HaiBUIUM GaioM.

PesyasTaTn. YcnimmHo peanizoBano metox kA-NN juist kimacudikariil TEeKCTOBHX JOKYMEHTIB. Byio mpoBeneHo excriepiMeHTH 3
PI3HUMH METOJaMH, L0 BIUIMBAIOTH HA €(EKTUBHICTH k-NN, TakiMMH SIK BUOIp aNrOpUTMY Ta METPUKH. Pe3ynbTaTH eKCIIepUMEHTIB
TIOKa3aJIy, 1110 BUKOPHCTAHHS TIEBHUX METOIB MOXKE MOKPAIIUTH TOYHICTh Kiacu(ikaril Ta epeKTHBHICTb MOJEII.

BucHoBku. BifoOpakeHHs pe3yabTaTiB Ha Pi3HUX METPUKax Ta alrOpUTMax MOKa3alio, 10 BUOIp KOHKPETHOIO alIrOPUTMY Ta
METPHKH MOXE€ MaTH 3Ha4YHWH BIUIUB Ha TOYHICTH NepeadaueHb. 3aCTOCyBaHHs anropurmy ball tree, a Takok BUKOPUCTaHHS Pi3HUX
METpPHUK, TaKAX SK MaHXETiBCbKa ab0 €BKJIiOBa BiJCTaHb, MOXKE NPHU3BECTH OO IOKPALICHHS pe3yNbTaTiB. BukopucranHs
KJacTepu3auii mepesn 3actocyBaHHsIM k-NN 1oka3ajo MO3UTHBHMII BIUIMB Ha PE3yJbTATH Ta JO3BOJSE Kpalle IpyHMyBaTH JaHi i
3MEHIIYy€ BIUIMB IIyMy 200 HENPaBIIBHO KIACH(iKOBAaHUX TOUOK, IO MIPU3BOANUTH IO MOKPAIIEHHS TOYHOCTI Ta PO3MOALIY KIIaciB.
KJIFOYOBI CJIOBA: meton, kinactep, kinacugikarlis, TCKCTOBHI TOKYMEHT, TeMa, anroputM ball tree, MeTpuka.

JITEPATYPA
Tung A. K. Spatial clustering in the presence of obstacles /
A. K. Tung, J. Hou, J. Han // The 17th Intern. conf. on data en-
gineering (ICDE’01), Heidelberg. — 2001. — P. 359-367. DOI:
10.1109/ICDM.2002.1184042
Density connected clustering with local subspace preferences /
[C. Boehm, K. Kailing, H. Kriegel, P. Kroeger] / IEEE Com-
puter Society. Proc. of the 4th IEEE Intern. conf. on data min-
ing. Los Alamitos. — 2004. — P. 27-34. DOI: 10.1007/978-0-
387-39940-9_605
Boyko N. Application of Ensemble Methods of Strengthening
in Search of Legal Information / N. Boyko, K. Kmetyk-
Podubinska, I. Andrusiak // Lecture Notes on Data Engineering
and Communications Technologies. — 2021. — Vol. 77. —
P. 188-200. https://doi.org/10.1007/978-3-030-82014-5 13.
Boyko N. Comparison of Clustering Algorithms for Revenue
and Cost Analysis / N. Boyko, S. Hetman, I. Kots // Proceedings
of the 5th International Conference on Computational Linguis-
tics and Intelligent Systems (COLINS 2021). Lviv, Ukraine. —
2021.-Vol. 1. — P. 1866-1877.
A Monte Carlo algorithm for fast projective clustering /
[C. M. Procopiuc, M. Jones, P. K. Agarwal, T. M. Murali] //
ACM SIGMOD Intern. conf. on management of data, Madison,
Wisconsin, USA. —2002. — P. 418-427.
A Review On Collaborative Filtering Using Knn Algorithm /
[A. Sharma, J. Nirmal Kumar S, D. Rana, S. Setia] / OPJU In-
ternational Technology Conference on Emerging Technologies
for Sustainable Development (OTCON). — 2023. — P. 1-6. DOI:
10.1109/0TCON56053.2023.10113985
Gamboa Further Enhancement of KNN Algorithm Based on
Clustering Applied to IT Support Ticket Routing / [C. Faye G.
Gamboa, Matthew B. Concepcion, Antolin J. Alipio et al.] // 3rd
International Conference on Computing, Networks and Internet
of Things (CNIOT). - 2022. - P.186-190. DOL
10.1109/CNIOT55862.2022.00040
Efficient Privacy Preserving Nearest Neighboring Classification
from  Tree  Structures and  Secret  Sharing /
[J.-K. Yang, K.-Ch. Huang, Ch.-Y. Chung et al.] // IEEE Inter-
national Conference on Communications. — 2022. — P. 5615—
5620. DOIL: 10.1109/ICC45855.2022.9838718
Zhang Yu. Comment Text Grading for Chinese Graduate Aca-
demic Dissertation Using Attention Convolutional Neural Net-
works / [Y. Zhang, Y. Zhou, M. Xiao, X. Shang] // 7th Interna-
tional Conference on Systems and Informatics (ICSAI). — 2021.
—P. 1-6. DOI: 10.1109/ICSAI53574.2021.9664159

. Rohwinasakti S. Sentiment Analysis on Online Transportation

Service Products Using K-Nearest Neighbor Method /
S. Rohwinasakti, B. Irawan, C. Setianingsih // International

© Boyko N. 1., Mykhaylyshyn V. Yu., 2023
DOI 10.15588/1607-3274-2023-3-9

96

11.

12.

13.

14.

15.

17.

18.

19.

20.

Conference on Computer, Information and Telecommunication
Systems (CITS). — 2021. — P.1-6.

Javid J. Using kNN Algorithm for classification of Distribution
transformers Health index / J. Javid, M. Ali Mughal, M. Karim
// International Conference on Innovative Computing (ICIC). —
2021. - P. 1-6. DOI: 10.1109/ICIC53490.2021.9693013

Bansal A. Analysis of Focussed Under-Sampling Techniques
with Machine Learning Classifiers / A. Bansal, A. Jain //
IEEE/ACIS 19th International Conference on Software Engi-
neering Research, Management and Applications (SERA). —
2021. - P. 91-96. DOI: 10.1109/SERA51205.2021.9509270
Bellad Sagar.C. Prostate Cancer Prognosis-a comparative ap-
proach using Machine Learning Techniques / [Sagar.C. Bellad,
A. Mahapatra, S. Dilip Ghule et al.] // 5th International Confer-
ence on Intelligent Computing and Control Systems (ICICCS).
- 2021. - P. 1722-1728. DOIL:
10.1109/ICICCS51141.2021.9432173

Pokharkar Swapnil R. Machine Learning Based Predictive
Mechanism for Internet Bandwidth / Swapnil R. Pokharkar,
Sanjeev J. Wagh, Sachin N. Deshmukh // 6th International Con-
ference for Convergence in Technology (I12CT). — 2021. — P.1—
4.DOI: 10.1109/12CT51068.2021.9418164

Deep learning based multi-omics integration robustly predicts
survival in liver cancer / [K. Chaudhary, O. B. Poirion, L. Lu, L.
X. Garmire] // Clin. Can. Res. — 2017. — 0853. — P. 1246-1259.
doi: 10.1101/114892

. Domain Transfer Learning for MCI Conversion Prediction / [B.

Cheng, M. Liu, D. Zhang et al.] / IEEE Trans. Biomed. Eng. —

2015. - Vol. 62 (7). - P. 1805-1817. doi:
10.1109/TBME.2015.2404809
Longitudinal measurement and hierarchical classification

framework for the prediction of Alzheimer’s disease / [M.
Huang, W. Yang, Q. Feng et al.] // Sci. Rep. — 2017. — Vol. 7. —
P. 39880. doi: 10.1038/srep39880

A dynamic K-means clustering for data mining / [M. Z. Hos-
sain, M. N. Akhtar, R. B. Ahmad, M. Rahman] // Indonesian
Journal of Electrical Engineering and Computer Science. —
2017. - Vol. 13 (2. - P. 521-526. DOL
http://doi.org/10.11591/ijeecs.v13.i2.pp521-526

Jothi R. DK-means: a deterministic k-means clustering algo-
rithm for gene expression analysis / R. Jothi, S. K. Mohanty,
A.Ojha // Pattern Analysis and Applications. — 2019. —
Vol. 22(2). — P. 649-667. DOI: 10.1007/s10044-017-0673-0
Polyakova M. V. Data normalization methods toimprovethe
quality ofclassificationin the breast cancerdiagnostic system /
M. V. Polyakova, V. N. Krylov // Applied Aspects of Informa-
tion Technology. — 2022. — Vol. 5(1). — P. 55-63. DOI:
https://doi.org/10.15276/aait.05.2022.5

OPEN 8 ACCESS m





