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ABSTRACT

Context. The task of clustering-classification without a teacher of data arrays occupies an important place in the general problem
of Data Mining, and for its solution there exists currently many approaches, methods and algorithms. There are quite a lot of situa-
tions where the real data to be clustered are corrupted with anomalous outliers or disturbances with non-Gaussian distributions. It is
clear that “classical” methods of artificial intelligence (both batch and online) are ineffective in this situation. The goal of the paper is
to develop a credibilistic robust online fuzzy clustering method that combines the advantages of credibilistic and robust approaches in
fuzzy clustering tasks.

Objective. The goal of the work is online credibilistic fuzzy clustering of distorted data, using of credibility theory in data stream
mining.

Method. The procedure of fuzzy clustering of data using credibilistic approach based on the use of both robust goal functions of
a special type, insensitive to outliers and designed to work both in batch and its recurrent online version designed to solve Data
Stream Mining problems when data are fed to processing sequentially in real time.

Results. Analyzing the obtained results overall accuracy of clustering methods and algorithm, proposed method similar with re-
sult of credibilistic fuzzy clustering method, but has time superiority regardless of the number observations that fed on clustering
process.

Conclusions. The problem of fuzzy clustering of data streams contaminated by anomalous non-Gaussian distributions is consid-
ered. A recurrent credibilistic online algorithm based on the objective function of a special form is introduced, which suppresses
these outliers by using the hyperbolic tangent function, which, in addition to neural networks, is used in robust estimation tasks. The
proposed algorithm is quite simple in numerical implementation and is a generalization of some well-known online fuzzy clustering

procedures intended for solving Data Stream Mining problems.

KEYWORDS: fuzzy clustering, distorted data, credibilistic fuzzy clustering, Data Stream Mining, robust function.

ABBREVIATIONS
FCM is a fuzzy c-means method;
SOM is self-organizing map;
CROFC is credibilistic robust online fuzzy clustering
method.

NOMENCLATURE
X is a data set matrix;
N is number of observations;
R 1is space of input vectors;
n is number of attributes;
m is number of overlapping classes;
k is a number of the vectors-observation;
i is a number components of the vectors-observation;
X(K) is a vector of observations;

X; (k) is a preprocessed original data;

I, j is a number of clusters;

K is a membership level;

k)
observation to j -th cluster;

is a membership level of Kk-th wvector-

C is a centroid of cluster;
Cj is a centroid of j -th cluster;
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d is a Euclidean distance;
d P is a Minkowski distance;

J is a goal function;
L is Lagrange function;
n(k) is learning-rate parameter;

Crj(k) is fuzzy credibilistic membership level;

MK) is indefinite Lagrange multiplier;

B is a fuzzifier;

Bj is parameter specifying the modification of func-

tion.

INTRODUCTION

The task of clustering-classification without a teacher of
data arrays occupies an important place in the general prob-
lem of Data Mining, and for its solution there are currently
many approaches, methods and algorithms [1-3].

A special place here is occupied by methods of fuzzy
clustering, when it is a priori assumed that each observa-
tion can simultaneously belong to several or all classes at
the same time with different levels of fuzzy membership,
i. e. classes overlapping in the feature space [4, 5].
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Fuzzy clustering methods can be conditionally divided
into two large classes: probabilistic, among which the
Fuzzy C-means algorithm (FCM) by J. Bezdek [4] was
the most popular, and probabilistic. Each of these classes
has its advantages and disadvantages, and to overcome
these disadvantages, a so-called credibilistic approach
was proposed [6, 7], which has already proved its effec-
tiveness in solving a number of problems.

There are quite a lot of situations where the real data
to be clustered are corrupted with anomalous outliers or
disturbances with non-Gaussian distributions. This leads
to the fact that traditional methods using quadratic metrics
(Euclidian, Mahalanobis, etc.) do not provide the desired
results. This led to the creation of robust clustering meth-
ods [8—10] resistant to these outliers and based on non-
quadratic distances, while most of the known robust fuzzy
clustering algorithms are based on a probabilistic ap-
proach.

It is appropriate to develop a credibilistic robust online
fuzzy clustering (CROFC) method that combines the ad-
vantages of credibilistic and robust approaches in fuzzy
clustering tasks and is designed to process data streams
that arrive sequentially in real time.

The object of study is fuzzy clustering of data dis-
torted by outliers.

The subject of study is procedure for fuzzy clustering
of data distorted by outliers based on robust approaches in
fuzzy clustering tasks.

The purpose of the work is to introduce robust
online credibilistic method for fuzzy clustering of dis-
torted data.

1 PROBLEM STATEMENT
The initial information for solving the clustering prob-
lem is an unlabeled sample of vector observations

= {X(1), X(2),..., X(K),.... X(N)} = R" where k-th obser-

vation number, in the sample when working in batch
mode or index of the current discrete time, when solving
Data Stream Mining tasks. The result of solving the prob-
lem of fuzzy clustering is the division of this sample into
m overlapping classes-clusters with estimation of fuzzy

membership levels p; (k) to each of the possible clusters
cj, j=L2,..,m

2 REVIEWS OF THE LITERATURE

A special place in the general problem of Data Mining
is occupied by tasks related to Data Stream Mining when
the data to be processed, the tasks are not in the form of a
batch, but are sequentially received for processing one by
one, while the amount of this data is unknown a priori.
The most  characteristic =~ example  here is
T. Kohonen’s self-organizing maps (SOM) [11], which
implements the traditional crisp algorithm of K-means
clustering in an online version using the self-learning rule
“Winner Takes All” (WTA). For fuzzy situations
D.C. Park and J. Dagger [12] have proposed a recurrent
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version of FCM, and in [13] both probabilistic and prob-
abilistic recurrent algorithms of online fuzzy clustering
were considered.

Regarding credibilistic and robust approaches, in [14,
15] recurrent modifications of the credibilistic fuzzy clus-
tering algorithm were proposed, and in [16, 17] recurrent
robust procedures of fuzzy clustering designed for proc-
essing data streams in online mode where introduced.

3 MATERIALS AND METHODS
The most popular approach to solving this problem is
related to the minimization of the objective function

31, 0.,) = 33w 00 (x00.0,)

k=1 j=1

with restrictions

Z H’J (k) = 1:

j=1

0<Y n;k)<l1
j=1

where ¢; — prototype-centroid of j -th cluster; B — pa-
rameter-fuzzifier (usually p=2); d; (X(k),c j ) — the dis-
tance between X(k) and c;. Most often, this is the Min-
kowski distance

1

d, (x(k).c;) =[xtk —c, ||'D :(anxi (k)—Cji|PjP,

the special case of which is the traditional Euclidean norm

d, (x(k).¢; ) =[x —¢|, :£i|xi (k)—cy |2j2.

Using the standard procedure of non-linear program-
ming, the Lagrange function is introduced for considera-
tion

N
L(uj(k),cj,uk))z 3 iuf}(k)df, (x(k),cj )+

k=1 j=1

+ZMk)[zu](k) 1] 1

k=1
N

m
Z[Zu,(k)d (X(k),C,)M(k){Zu,(k) 1}

j=1

(here A(k) — the unknown Lagrange multiplier) and the

oXores

system of Kuhn-Tucker equations
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6L(uj (K),c; ,x(k)) )
o (k)

L (i (0.cj.0000) N
(k)

@

~

Ve, {1 (0,05,200) =0,

solving which we get the result in the form:
1

Hj(k)—n(] X(k)c ) T
Z( (x(k),c )
I=1
m R
M) =—| (B (xnc) )P |

L

N
> ub kx(k)
k=1

Ci=——mm«—

I N
> b (k)
k=1

>

if p=2 turns into the classical FCM algorithm of
J. Bezdek [4]:

RORAN
lxto-c,

M0 ==Y —"X(k)z_ k||

(k)=

i

2 1 (k)x(k)
) .
ZH,— (k)

k=1

For the online clustering procedure to find the saddle
point of the Lagrange function (1), instead of directly
solving the system of Kuhn-Tucker equations (2), the
Arrow-Hurwitz-Uzawa algorithm [18] can be used, with
the help of which we obtain a recurrent procedure [19]

CHEGRY (k)))#

> (2 (x(k).¢, ()P

Cj

L (k)=
¢; (k-+1)=c; (k) ~-n(k)V, L (k).c; (k). 1(K)) =
=c; (k) —n(uf (k)d,, (x(k+1),¢; (k) *

*V, d2 (x(k+1),¢;(k))
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(here mn(k) — self-learning parameter) which =2,
p =2 turns into GBFC Park-Dagger algorithm [12]

[cto—e, o,
) ORI ®

¢ (k+1) = ¢; (k) +n(K)m} (k) (x(k +1)—c;(K)).

H’j(k):

Here it is interesting to notice that the second relation
(3) should completely match the self-learning rule “Win-
ner Takes More” (WTM) by T. Kohonen [11] in terms of
structure, while the role of the neighborhood function

here is performed by a set p} (k).

All the algorithms discussed above, based on the Min-
kowski metric, do not ensure the process of clustering
robust properties, since they only “amplify” the influence
of anomalous emissions present in the data sample.

Therefore, it is advisable to use distances that have ro-
bust properties, “suppressing” these emissions.

One of these distances can be based on a function [20,
21] of the form:

x(k)—c

S

where B, — the parameter specifying the modification of
i=12,.n
Introducing the robust objective function further

n

d® (x(k).c;) =B, ln{cosh[
i=1

this function is usually accepted B, =2,

I (“i(k)»cj)ziiuﬁ(k)& (x(k).c;) =
=22 uj(k

3 ln[cosh (—Xi (k)_cji j]
k=1 j=1 i=1 Bi

and the corresponding Lagrange function

L (1, 00,6,,200) = 2 Y1 ()3 By %

k=1 j=1 i=1l
xln[cosh(

N m
] S0 S 01}

k=1 j=1
it is possible to write the system of Kuhn-Tucker equa-
tions, which, however, due to the complexity of the dis-
tance (4), does not have an analytical solution.

Therefore, the only solution here is to use the same

Arrow-Hurwitz-Uzawa algorithm, which leads to the re-
sult and
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(d *(x(k).c, (k)))ﬁ

(A7 (x(K, 6 ()P

1=1

Mj(k):

o . (5)
¢;(k+1) =¢; (k) —n(k) - —L (1 (), €5 (), A(K) ) =

ji
xi<k>—cji(k)J

=c¢; (k) +n(k)p’ (k) tanh(

where function tanh(e), which is usually used as an acti-

vation in many neural networks is used to suppress spe-
cifically anomalous outliers in the data.
Next, taking the value of the fuzzifier f =2 (5) can be

rewritten in a somewhat simplified form:

-1

d® (x(k),c; (k
uj(k):( (x(),¢;(K)) |

(47 (x(0, ()

1=1

Ci(k+1)=c;(k) +n(k)ui(k)tanh [Mj,

which is essentially a robust Park-Dagger algorithm (3)
that suppresses outliers in the data using the function
tanh(e) .

Based on this algorithm, it is easy to consider its
credibilistic modification by supplementing (6) with a
simple relation [6, 7]:

r _ uj(k)
0= supp, (K) ’
(7)

01, () = (1)) +1 - supi ().

Ratios (6), (7) define the credibilistic robust online
fuzzy clustering algorithm, intended for use in systems for
processing data streams distorted by various types of dis-
turbances and arriving online.

4 EXPERIMENTS
For test the method of credibilistic robust online fuzzy
clustering in data stream mining tasks was conducted test
data sets of Nursery from the UCI repository.
Nursery Database was derived from a hierarchical de-
cision model originally developed to rank applications for
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nursery schools. It was used during several years in
1980’s when there was excessive enrollment to these
schools in Ljubljana, Slovenia, and the rejected applica-
tions frequently needed an objective explanation.

The final decision depended on three subproblems:
occupation of parents and child’s nursery, family structure
and financial standing, and social and health picture of the
family. The Nursery Database contains 12958 examples
with the structural information removed, i.e., directly re-
lates NURSERY to the eight input attributes: parents,
has_nurs, form, children, housing, finance, social, health.

5 RESULTS
We compared the obtained results with classical FCM
algorithm, probabilistic, possibilistic and credibilistic
fuzzy clustering methods.

Table 1 — The overall accuracy of clustering methods and

algorithm
Clustering algorithm Overall accuracy
Highest Mean Variance
FCM 68.54 68.54 0.01
Credibilistic fuzzy clustering 67.98 67.98 0
Possibilistic fuzzy clustering 68.55 68.54 0.01
Probabilistic fuzzy clustering 68.48 68.48 0.01
CROFC 67.68 67.65 0

A comparative analysis of the quality of the clustering
data was carried out according to the main characteristics
of the quality ratings, such as the speed of data clustering
and the average error.

Table 2 show the results of the algorithms proposed
for comparison with different numbers of observations.

Table 2 — Comparative characteristics of the average error with
different number of observations in percentage

Algorithm 50 | Time | 100 | Time | 150
FCM 1.62 | 1.19 | 1.35 | 2.55 | 098 | 3.03

Time

Probabilistic fuzzy

. 1.66 | 1.62 | 1.32 | 272 | 0.99 | 3.12
clustering

Possibilistic fuzzy

. 122 | 1.15 | 1.02 | 2.02 | 0.75 | 2.10
clustering

Credibilistic fuzzy

. 0.69 | 1.02 | 049 | 1.33 | 0.14 | 1.41
clustering

CROFC 0.68 | 1.00 | 045 | 125 | 0.12 | 1.33

Analyzing the obtained results, it can be concluded
that regardless of the size of the initial information sub-
mitted for processing by the proposed method for compar-
ing performance and efficiency, it is not inferior in speed
and quality of clustering in comparison with known algo-
rithms and methods.

The comparative analysis is demonstrated on the dia-
grams of the dependence of error and time on the number
of observations on Fig. 1.
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Figure 1 — Diagram of the dependence of the error
on the number of observations (50, 100, 150)

Time

T

o 20 40 60 ao 100 120 140 180

Probabilistic fuzzy dustering — & Possibilstic fuzzy clustenng

Figure 2 — Diagram of dependence of clustering time on the
number of observations (50, 100, 150)

6 DISCUSSIONS

The result of clustering data set Nursery shown in Ta-
ble 1 and Table 2. As the table shows, the prepositional
credibilistic robust online fuzzy clustering in data stream
mining tasks have shown good results.

As it can be seen in Fig. 1 the proposed method shows
best result on diagram of the dependence of the error on
the number of observations and Fig. 2, that demonstrate
dependence of clustering time on the number of observa-
tions.

Analyzing the obtained results overall accuracy of
clustering methods and algorithm, proposed method simi-
lar with result of credibilistic fuzzy clustering method, but
has time superiority regardless of the number observa-
tions that fed on clustering process.

Due to its adaptability and robustness proposed
method does not require a lot of time to process the data
received in real time, and does not burden itself with in-
termediate calculations due to adaptability functions.

This is quite clearly demonstrated by the diagrams of
the dependence of the clustering time on the number of
observations and the dependence of the error on the num-
ber of observations.

CONCLUSIONS

The problem of fuzzy clustering of data streams con-
taminated by anomalous non-Gaussian distributions is
considered. A recurrent credibilistic online algorithm
based on the objective function of a special form is intro-
duced, which suppresses these outliers by using the hy-
perbolic tangent function, which, in addition to neural
networks, is used in robust estimation tasks. The proposed
algorithm is quite simple in numerical implementation
and is a generalization of some well-known online fuzzy
clustering procedures intended for solving Data Stream
Mining problems.
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The scientific novelty of obtained results is that the
method of credibilistic robust online fuzzy clustering in
data stream mining tasks, that shows good results in com-
parative analyses with another methods, that “worked”
with distorted data sets.

The practical significance of obtained results is that
analyze properties of the propose methods of credibilistic
fuzzy clustering of distorted data. The experimental re-
sults allow to recommend the proposed methods for use in
practice for solving the problems of automatic clusteriza-
tion of distorted data.

Prospects for further research methods of online
robust credibilistic fuzzy clustering of distorted data in
tasks of stream data mining.
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JTOCTOBIPHA POBACTHA OHJIAMH HEUITKA KJIACTEPU3ALIS B 3AJJAYAX IHTEJIEKTYAJIBHOI'O
AHAJII3Y IOTOKIB JAHUX

ladpponenko A. 0. — kanxa. TexH. HayK, JOLEHT Kadeapu iHGopMaTHkn XapKiBCHKOTO HAIIOHAIBHOTO YHIBEPCHUTETY paiio-
eJIEKTPOHIKHU, XapKiB, YKpaiHa.

Kacarkina H. B. — 1-p TexH. Hayk, npodecop, BiJIi JOKTOPAHTYpH Ta acmipaHTypu HauioHaJlbHOTO yHIBEPCHTETY Xap4oBHX
texHouorii, Kuis, Ykpaina.

Bonsinebkuii €. B. — 1-p TexH. Hayk, npodecop, nmpodecop kadeapH MTYYHOTO IHTENEKTY XapKiBCHKOTO HAliOHAIBHOTO YHi-
BEPCUTETY PaioeNeKTPpOHIKH, XapKiB, YKpaiHa.

ladgponenko €. O. - acucrenT kadenpn MemiaimkeHepii Ta iHGOpMamiiHUX paliOeICKTPOHHUX CHCTeM, XapKiBChKUH HAaIlio-
HaJIbHUH YHIBEpCUTET paioeleKTpoHikH, XapkiB, YkpaiHa.

AHOTAIIA

AKTyalbHicTh. 3a1a4a KiacTepu3auii-kiacudikarii 6e3 BUNTENsT MACUBIB TaHUX 3aiiMae Ba)XKIMBe MiCIie y 3arajbHiil mpobiemi
Data Mining, a juts il BUpilIeHHs iCHYe Ha 11eil yac Oe3nmiv MmiaXxoaiB, METO/IB Ta alropuTMiB. ICHye JOCTaTHBO OaraTo cUTyarii,
KOJIM peajibHi JIaHi, IO MiUIATaloTh KIacTepu3aiii, 3a0pyTHeHi aHOMaIIbHIMHU BUKAAaMHU a00 30ypeHHsIMH 3 He ['ayCiBChKHUMHU pO3-
noninamu. Lle Bene 10 TOro, Mo TpamumiiHi METOIH, 10 BUKOPHCTOBYIOTh KBaAPATHYHI METPUKH HE 3a0€3MeUyIOTh OaskaHi pe3yiib-
Tatu. MeToro cTarTi € po3pobKa JJOCTOBIPHOTO PoOACTHOTO METONy HEUiTKOI KlacTepu3alii OHIaiH, SKkuif moexHye B cobi nepeBaru
Teopii IOBipH Ta poOACTHUX MIIXO/IB y 3a7a4ax HEUiTKOT KJIacTepu3ailii.

Meton. [Ipoueaypa HediTKOl KJIacTepu3allii JaHUX 3 BUKOPUCTAHHSIM JIOCTOBIPHOTO IMiIXO/y, 3aCHOBAHOT'O HA BUKOPHUCTAHHI 5K
po6acTHHUX HINBOBUX (YHKLIH CIEiabHOTO THITY, HEUYyTIIMBHX 0 BUKHIIB, TaK i IPH3HAUYCHUX JJIsI POOOTH SIK y MAKETHOMY PEXKH-
Mi, TaK i B HOro MOBTOPIOBaHil OHJIalH-Bepcil, pu3HaYeHiit aust BupimenHs npobiem Data Stream Mining, KoM 1aHi HAAXOAATH Ha
00pOOKY MOCTIZIOBHO B PEKHMI PEaibHOTO Yacy.

PesysibTaTu. AHami3yloun 3arajbHy TOYHICTH OTPHMAHHX PE3yJbTATIB METOIIB 1 alrOpuTMy KJIacTepH3alii, 3aIpONOHOBAHHNA
METOA MOAIOHHI 10 Pe3yNbTaTy JOCTOBIPHOTO METOIY HEWITKOI KiacTepu3allii, aje Mae IepeBary B 4aci He3aJeKHO BiJl KUTBKOCTI
CIIOCTEPEIKEHB, SIKi Oy BUKOPHUCTaHI B IIPOIEC] KitacTepu3arii.

BucHoBku. Po3risHyTa 3a1a4a HE4iTKOI KilacTepu3allii IOTOKIB JaHHX, 3a0pyIHEHUX aHOMAaJIbHUMH BUKHAAMHU. BBeneHo y po3-
IS PEKYPEHTHHH JOCTOBIPHHUH OHJIAIH alropuT™, 3aCHOBAHMH Ha LINBOBIM (YHKLIT CIEL[iabHOrO BUIJILY, IO HPUIYIIYE Il BH-
KUY 32 JOTOMOTOI0 BUKOPUCTaHHS (YHKIIT rinepOoTiYHOro TaHI'€HCa, 0 KPiM HEHPOHHMX MEpeX BHKOPHCTOBYETBHCS Y 3aadax
pobacTHOro OLHIOBaHHS. 3alpPONOHOBAHUI AITOPUTM € JOCTATHHO MPOCTUM Y YHCEJbHIl peaii3awil i € y3arajlbHEHHSIM OESKUX
BiJIOMHUX OHJIAH NPOLELYp HEUIiTKOI KiIacTepH3aLil NprU3HauYeHNX I BUpinieHHs 3axa4d Data Stream Mining.

KJIFOYOBI CJIOBA: HeuiTka KiacTepu3allisi, BAKpUBICHI JaHi, JOCTOBipHA HEWiTKa Kiactepuzanis, Data Stream Mining, po-
OacTHa QyHKIiS.
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