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ABSTRACT

Context. The article considers a technique for the sequential application of flow schemes for distributing a homogeneous re-
source for solving the traveling salesman problem, which is formulated as the problem of finding a route to visit a given number of
cities without repetitions with a minimum duration of movement. The task of formalizing the algorithm for solving the traveling
salesman problem by the method of streaming resource distribution using the backtracking scheme is posed. The use of Orlin’s meth-
od to optimize the flow distribution on the graph is proposed.

Objective. The goal of the work is to develop an algorithm for solving the traveling salesman problem based on the implementa-
tion of the method of streaming resource distribution and the backtracking scheme with the minimum duration of movement along
the route.

Method. This paper proposes a method for solving the traveling salesman problem by the method of streaming resource distribu-
tion with the backtracking scheme. A scheme for formalizing the procedure for solving the traveling salesman problem with the min-
imum duration of movement along the route is described. A variant of accelerating the speed of the developed algorithm is proposed,
which consists in using a greedy technique in the procedure for selecting route sections: planning each subsequent stage of movement
is determined based on the choice of the fastest direction of movement. The results of the proposed algorithm for calculating solu-
tions to the traveling salesman problem with minimization of the duration of movement are presented, the obtained solutions are
compared with the solutions found by other exact and heuristic methods.

Results. The method for solving the traveling salesman problem using the method of streaming resource allocation and using the
backtracking scheme is developed. A variant of accelerating the speed of the developed algorithm is proposed, which consists in
using a greedy technique in the procedure for selecting route sections: planning each subsequent stage of movement is determined
based on the choice of the fastest direction of movement. The application of the greedy approach makes it possible to obtain a con-
structive scheme for solving the traveling salesman problem. The results of the proposed algorithm for calculating solutions to the
traveling salesman problem with minimization of the duration of movement are presented, the obtained solutions are compared with
the solutions found by other exact and heuristic methods.

Conclusions. The paper considers a method for formalizing the algorithm for solving the traveling salesman problem using the
method of streaming resource allocation and the backtracking scheme. The use of Orlin’s method to optimize the flow distribution on
the graph is proposed. The scheme of formalization of the procedure for using the method with the implementation of the backtrack-
ing scheme for solving the traveling salesman problem with the minimum duration of movement along the route is briefly described.
A variant of accelerating the speed of the developed algorithm is proposed.

KEYWORDS: traveling salesman problem, resource allocation method, recursive backtracking scheme, greedy approach.

ABBREVIATIONS x;; are the elements of matrix X, which equal to 0 or
TSP is a traveling salesman problem. |-
NOMENCLATURE .
t is cyclic permutation of numbers; G(VE) is a graph; )
Ji s j are different city numbers; V' is aanon-empty set of vertices;
: . E 1is a set of edges;
n is a number of cities; . o
c;; are the travel time between all pairs of vertices; vi is a vertex of graph, i=1, N';
. . o — N is a number of vertices of the graph;
C is a matrix of ¢ Lj=ln; ¢; is a edge of graph, i=1, M ;
i,J, k are the indexes; M is a number edges of the graph;
1is gthe set ofverte{( indices; .. . Vs is a subset of initial nodes of the graph;
X 1is a binary matrix of transitions between vertices v ) ]
i j—ﬁ ) V, is a subset of intermediate nodes of the graph;
ijo b — L,

V, is a subset of final nodes;
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F(i) is a subset of edges of the graph coming out of
the i -th vertex;

e'; time distribution coefficients, i= L_K ;

K is a the power of subset vertices V' ;

Vg 1s a set that unites sets Vg and V), ;

f () is a criterion for optimization;

J}. 1is a power of F(k);

N isapower of Vg ;

N, isapowerof V;

N3 is a power of V, ;

1, () is a element of vector-function that determines
the amount of time spent on moving to the k-th vertex of
the graph, k=1, N5 ;

H™ is a matrix for the forward flows of dimension
NxM ;

H°" is a matrix for backward flows of dimension
M xN ;

S" is a incidence matrix NxN for a path of multi-
plicity 7;

r is a number of edges through which there is a path
from vertex v; to vertex v;;

w} () is a element of vector-function of dimension N
that determines the amount of the time resource formed
by the initial vertices;

“/{e () is a element of the vector-function of dimension
N;

7"() is a element of the vector-function of dimen-
sion NV,

B() is a matrix-function;

Q is a vector of dimension N; whose elements deter-

mine the numbers vertices of the final points of the
movement.

INTRODUCTION

Recently, most global companies have experienced
disruptions in logistics caused by the pandemic and the
war in Ukraine. Due to the sanctions and events related to
the pandemic, managers of logistics companies have ex-
perienced serious disruptions in determining the routes
and volumes of transportation, as the mentioned processes
have exposed the weaknesses of the traditional existing
supply chains in logistics.

A lack of vertical vision of manufacturing processes
and connections, outdated demand management proc-
esses, insufficient resilience to changes in demand, and
unexpected disruptions due to reliance on manual efforts
in logistics operations have disrupted the supply chain.

Logistics companies are forced to analyze their logis-
tics processes. It is clear that changes in customer behav-
ior and expectations are unlikely to address these unex-
pected logistics challenges, as shoppers expected faster
delivery and easier product tracking.
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It is becoming clear that companies need to quickly
optimize their logistics management. Depending on the
task at hand, there are many different mathematical ap-
proaches to various logistical problems, such as linear
programming, network optimization, decision analysis,
genetic algorithms, and so on.

Logistics problems experience their own difficulties,
some of which are solved thanks to the work of the man-
agement department, while others involve the analysis
and optimization of logistics operations, including plan-
ning, coordination and control of the movement and stor-
age of goods, services and information, optimization of
network flows [1-3]. Simulation modeling methods and
models allow you to create computer models of a logistics
system and use them to test various scenarios and opti-
mize system performance.

Attracting mathematical approaches to solving logis-
tics problems is becoming widespread, the specific con-
tent of which depends on the nature of the problem and
the available data. Sometimes it is possible to find atypi-
cal methods for solving known problems, one of which is
the traveling salesman problem.

The object of study is the process of optimal route
search for the traveling salesman problem with a minimum
duration of movement.

The subject of study is the development of the effi-
cient algorithm for solving for solving the traveling
salesman problem by the method of streaming resource
distribution using the backtracking scheme.

The purpose of the work is to develop an algorithm
for solving the traveling salesman problem based on the
implementation of the method of streaming resource dis-
tribution and the backtracking scheme with the minimum
duration of movement along the route

1 PROBLEM STATEMENT

According to the content of the traveling salesman
problem (TSP, Traveling Salesman Problem), it is neces-
sary to create a route of movement within a given set of
interconnected points (bridges) that form the transport
network of a particular region [4]. A feature of the prob-
lem is that the route must contain all the points specified
in the task, and each of the points must be visited no more
than once. It is clear that such trips take a lot of time, so it
is logical that it is necessary to plan the route in such a
way that the distance to be covered, or the time to over-
come it, is minimal (finding the path with the least cost
can also be considered as a criterion).

The traveling salesman problem is a combinatorial
problem that can be solved using mathematical program-
ming methods. To reduce the problem to a general form,
we number the cities by numbers (1, 2, 3, ..., n), and de-
scribe the traveling salesman’s route by a cyclic permuta-
tion of numbers ¢ = (i, j2,jn,J1), Where all jj,..., j,

are different numbers. The number j,, repeated from the

very beginning and at the end, shows that the permutation
is cyclic [5].

The set of cities can be considered as the vertices of
some graph with given distances (or travel time) between
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all pairs of vertices c;;

i that form the matrix C=( Cjj ),

ij=Ln. We assume that the matrix is symmetric. The
formal problem then is to find the shortest route (in time
or length) ¢ that goes through each city and ends at the
starting point. In this formulation, the problem is called
the closed traveling salesman problem, which is a well-
known mathematical integer programming problem.

Let us formulate a mathematical model of the TSP
problem. Let /={1,...,n} be the set of vertex indices of the
problem graph. The objective function is the total distance
or time of the route, including all the vertices of the task
graph. The parameters of the problem are the elements of
the matrix C=(c¢;; ), ijel .

Shift tasks are elements of the binary matrix of transi-
tions between vertices X = {x;;} , i,/ €/, which are equal

to 1 if there is an edge (v;,v i) in the constructed route for

the task, 0 otherwise [6]. The shortest route in terms of
distance or time is optimal:

Z Zc,-jx,-j — min
iel jel,j#i (1)
with constraints
inj =1,iel,
jel, j#i
inj =1,jel,
iel, j#i @)

vi—v+nx;<n—1,1<i#j<n.

The last inequality ensures the connectivity of the ver-
tex traversal route; it cannot consist of two or more un-
connected parts.

2 REVIEW OF LITERATURE

Algorithms that allow solving the problem of finding
the optimal route are divided into exact and heuristic.
Exact methods guarantee finding the optimal solution to
the problem in a certain time or taking into account cer-
tain resource constraints. In this case, the search for solu-
tions is based on optimization methods such as linear pro-
gramming, dynamic programming, or the branch and
bound method [7]. However, it is expedient to use exact
methods only for small-scale problems (for example, for
the purpose of primary design of a small-sized transport
network), since their implementation requires large com-
puting power.

On the other hand, heuristic methods are algorithms
that do not guarantee finding an optimal solution, but are
aimed at quickly finding a locally optimal solution. Tradi-
tionally, “trial and error” approaches, such as random
search or greedy algorithm, are used to quickly explore
the solution space and find a promising solution [8]. Heu-
ristics are more flexible and can be applied to larger prob-
lems, but the solution they offer may not be optimal.
Among such heuristic methods, attention should also be
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paid to methods that imitate biological (ant colony algo-
rithm and genetic algorithm [9, 10]) or physical processes
(imitation annealing [11]).

3 MATERIALS AND METHODS

When forming a route, it is necessary to pay attention
to the fact that each subsequent stage of movement can be
chosen based on the consistent use of methods for opti-
mizing the distribution of a homogeneous resource, one of
the most effective among which is the Orlin method [12].
Then the problem of this study can be formulated by for-
malizing the algorithm for solving the traveling salesman
problem using the method of streaming resource alloca-
tion and using a backtracking scheme.

Consider the application of the method for our prob-
lem. This method allows solving the problem of distribu-
tion of a homogeneous resource with intermediate points
in the form of a directed graph without loops and parallel
edges, given by a set of a non-empty set of vertices and a
set of edges

Ecivv;}=(V.E), GW.E)=(V.E), V=@, 3
v,-,v/eV,i:tj

where V = {vl,vz,...,vN}, E = {el,ez,...,eM }, N and M
are the total number of vertices and edges of the graph,
respectively. It is assumed that the set V' of graph verti-
ces G(V,E) is represented by a set of non-intersecting

subsets:

1. V; — a subset of initial nodes (vertices) of the
graph;

2. ¥V, — a subset of intermediate nodes (vertices) of
the graph;

3. V, —asubset of final nodes (vertices),
that is V=V,ul,ur,, provided that
Veuv,)nv,=@ and [V|=Ny, V,|=Ny, P|=N3,

N =N;+N,+N5, and the weight of the ribs is under-

stood as the time to overcome the corresponding stage of
the route.
Let’s denote V; =V, UV, . Then the weight of the

edges from the set E emanating from the vertices of the
subset  Vy is  determined by the value
E'= {e'l ey ,...,e’K} of the corresponding time distribu-
tion coefficients for the route, where K — the number of
vertices of the graph G(V, E ) belonging to the subset V,,
ie. ul=K=W+p,|= Ny+N,. Let be F(i))cE - a
subset of edges of the graph G(V, E ) coming out of the 7 -

N N
th vertex, with £ = JF(i) and (F(i)=2 .
i=1 i=1
Then the problem of optimal distribution of a homo-
geneous resource is the problem of determining the
weight of edges emanating from the vertices of the subset

V', , taking into account the criterion
OPEN 8 ACCESS m
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Ny
f(Tl,..,TNl,e'l,..,ek)=(—l)2tk(71,..,TNl,e'l,..,e'K)—> min

k=1 ?,“’ef( (4)

bty

and the restriction on the distribution coefficients, which
is given by the relation:

Z_:e’f =1, (5)

where e'f e F(k), 0<ef<1, j=1J;. Jp=|F(k),

F(k)cE, k=1K.
To find a solution of the optimization problem (4) in
the form of a vector function

t(]],...,TN],ei,...,e'K) = (tl(Tl,...,TNl,e’l,...,e’K),...,
Iy, (Tl,...,TN],e’l ..€'x)), the k-th element of which

characterizes the time spent to move to the k-th vertex
(k=1,N3), we introduce the notation. The indicative
graph G(V,E ) will be specified in the form of incidence
matrices for the forward H™ and backward H°“ flows

of dimensions N xM and M x N, respectively, whose
elements are defined as:

gin - {1, node v; is incident t o edge e, and is its end .
im

0, in opposite case ©)

our _ | 1,node vj isincident toedge e, and is its beginning :
"t 10,in opposite case @)

i=LNm=1,M .

For a indicative graph G(V,E), we define a matrix

S” of dimension N xN , which is the incidence matrix
for a path of multiplicity » (» specifies the number of edg-
es through which there is a path from vertex v; to vertex

v;). The matrix § " is defined by the equality:

ST = (Hin (_ Hout)Tjr. (8)

Consider a vector function w(Tj.... 7] Nl,e{,...,e’K)=

=m0 ,...,TN1 €] o€ ) 5o Wy (T4 ,...,TN1 ,€l,--€x)), the

j-th element of which determines the amount of time
spent on moving to the j-th vertex of the graph G(V, E ),

j=LN:
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wj(Tl,...,TN1 ,€] €K ) :w;-(Tl,...,TN1 )+

+ %[Hm*diag(yR(Tl,...,TNl,ei,...,e}())*(—Hm’t)rj ,

4 j

where the sum in the second term is taken over all N ele-
ments of the j-th row of the matrix

H™ * diag(yR (Tl,...,TN1 €] € ))* (—HO”I)T ,

the wvector function w' (T ,...,TN1 )= (G ""’TNl) yeers
wi (11, T, N, )) of dimension N determines the amount of

the time resource formed by the initial vertices of the
graph G(V, E), the vector function

’ ’ — 1 ’ ’
yR(Tl,...,TNl,el,...,eK) —(yR(Tl,...,TNl,el,...,eK) yeuns
v (T T N ,€],...ex)) of dimension N, the elements of

which are calculated recursively by the formula

m _ m
YR (ﬂ,...,TNl,e{,...,e'K) = Y1 (ﬂ,...,TNl,e{,...,e'K )"r

+ AZ/[:(B(ei,...,e'K)Hi"diag(yr_l(Tl,...,TNl,ei,...,e'K))) , (10)
q=1 m

r=2,_R, m=1,N, and the sum in the second term is
taken over all M elements of the m-th row of the matrix

Ble]..... ek )Hmdiag(y,_l (Tl wen Ty, €] € ))

In the recursive expression (10), the initial values of
the elements of the vector function
n@ ... T, Nl,e'l ...e'x) and the elements of the matrix

function pB(e],...ek ) are determined by relations:

m —
yl (Tl""’TNl ,e’l ,...,e’K) =

N
= Z(B(e'l ,,..,e’K)*diag(v'(Tl,,..,TNl ))) .
p=l

m
m=1,N;

Ble],...ek )= [(— H )* diag(E'(¢]...ei )1T. (11

Then the elements of the vector function

w(Thy,..., T, N ,€],...eg) determine the elements of the
original vector function #(7j,..., 7, Nl,e{,...,e’K), which is
the solution of the optimization problem (4):

(12)

where Q is a vector of dimension N; whose elements de-
termine the numbers of the graph G(V,E) vertices that

tk(Tl,...,TNl,ei,...,e}() = wp, (Tl,...,TNl €] e )

make up the subset V, of the final points of the move-

ment, k= I,_K .
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It is clear that such a search for a route involves the
use of a solution technique with return (backtracking)
[13]. The solution of the problem based on the use of
backtracking is reduced to a consistent expansion of a
particular solution. If the expansion fails at the next step,
then a return to a shorter particular solution occurs and the
search continues further in a new direction. This algo-
rithm allows you to find all solutions to the problem, if
any. It is known that the use of algorithms based on the
backtracking scheme in solving practical problems is sig-
nificantly limited by the low speed of operation and puts
forward high requirements for computing resources. To
speed up the work of the method, they try to organize
calculations in such a way as to identify non-optimal op-
tions as early as possible, or use a selection scheme based
on a greedy approach when constructing each step. This
can significantly reduce the time to find a solution.

The greedy approach is formulated in accordance with
the principle of choosing the optimal solution at every
step, despite previous steps or those taken ahead. In other
words, the greedy technique is based on a locally optimal
choice with the hope that this choice will lead to a glob-
ally optimal solution.

It should be noted that there is no way to check the
quality of the application of greedy algorithms in solving
a specific applied problem, however, for problems in
which the sequence of local optima goes to the global
optimal solution, this approach is very promising.

The greedy method proposed by the authors assumes
consideration at each stage of the formation of the route
of the fastest in time section of the route of movement. A
combined approach based on the method of resource allo-
cation and greedy choice of the direction of movement
made it possible to implement a constructive scheme for
solving the traveling salesman problem, that can be for-
mulated as the following recursive algorithm for a net-
work of N nodes and a given travel time for each pair of
vertices. :

Step 0. We form the initial information for the flow
distribution method. The starting vertex of the traveling
salesman route defines a subset of the initial nodes of the
method, the set of directions from it defines a subset of
intermediate nodes, and the graph vertices accessible from
this subset defines the set of end nodes.

Based on the Orlin method of flow distribution, we
determine the time to reach each of the end vertices on a
subnet of initial, intermediate, and final vertices.

We select the shortest travel time and the correspond-
ing stage of the route, mark the selected vertices and pro-
ceed to the formation of data for a new flow distribution
problem. We pass to the next step of the algorithm.

Step s, s=1,2,... We construct new subsets of initial,
intermediate, and final vertices, excluding from further
consideration the previously noted vertices.

If at the current step it is impossible to determine new
subsets (all vertices are marked), we return to the previous
step, unmark the route stage, marking the dead end direc-
tion, and move on to the next possible one by choosing
the fastest direction of movement.

© Ivohin E. V., Gavrylenko V. V., Ivohina K. E., 2023
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We repeat this process until we reach the end point of
the route, which coincides with the starting point.

If the route is built, but does not include all the verti-
ces of the graph, we return to the previous levels and re-
build all the working subsets, choosing new directions of
movement, taking into account the speed of movement.

Final step. As a result of the work, we finally obtain a
cyclic permutation of the numbers of the vertices of the
graph, which determines the sequence of stages of the
traveling salesman’s route.

4 EXPERIMENTS

To analyze the efficiency of the algorithm, computa-
tional experiments were carried out, in which various
methods (complete search, greedy, annealing and the one
proposed above) were used to solve the traveling sales-
man problem on a network of 11 points [14]. The graph of
the network of movements with the given time costs is
shown in Figure 1.

5 RESULTS

The results of the numerical experiments performed
are shown in Table 1.

The optimal route in the considered problem was
found by full search and is determined by the sequence of
numbers 1,2,5,9,7,4,3,6,8,11,10,10r1,2,5,9,7, 4,
3,6, 10,11, 8, 1. The proposed algorithm made it possible
to quickly find a route for visiting all graph vertices (1, 4,
3,6,2,5,9,7,10, 11, 8, 1), but the time it took more to
move along this route.

As a result of the computational experiments the effi-
ciency of using the developed algorithm was established,
the obtained solutions are compared with the solutions
found by other exact and heuristic methods.

6 DISCUSSION

Several remarks should be noted. The search proce-
dure is based on the use of the backtracking technique,
according to which the solution of the problem is reduced
to a sequential expansion of a particular solution. If at the
next step the expansion fails, then a return to a shorter
particular solution occurs and the search continues fur-
ther. This algorithm allows you to find all solutions to the
problem, if any. It is known that the use of algorithms
based on the backtracking scheme in solving practical
problems is significantly limited by the low speed and
significant requirements for computing resources. To
speed up the work of the method, calculations are organ-
ized in such a way as to identify non-optimal options as
early as possible, or use selection schemes based on a
greedy campaign. This can significantly reduce the time
to find a solution.

The greedy technique is based on a locally optimal
choice under the assumption that this choice will lead to a
globally optimal solution. Unfortunately, there is no way
to check the quality of using greedy algorithms in solving
a specific applied problem, however, for problems in
which a sequence of local optima goes to a global optimal

solution, this approach is very promising.
OPEN 8 ACCESS m
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Figure 1 — The network of n=11 nodes and a given travel time for each pair of vertices for the traveling salesman problem

Table 1 — The comparison of search time and solutions of the traveling salesman problem for n=11

Calculation method Operation time Optimal solution Solution characteristic
Complete search 30 sec 157h Exact
Greedy algorithm 21 sec 169 h Approximate
Annealing method 23 sec 174 h Approximate
The proposed algorithm 25 sec 169 h Approximate

The greedy method proposed by the authors assumes
consideration at each stage of the route formation of the
fastest direction of movement in terms of time. A com-
bined approach based on the method of resource alloca-
tion and greedy choice of the direction of movement
made it possible to implement a constructive scheme for
solving the traveling salesman problem.

CONCLUSIONS

The paper considers a method for formalizing the al-
gorithm for solving the traveling salesman problem using
the method of streaming resource allocation and using the
backtracking scheme. The use of Orlin’s method to opti-
mize the flow distribution on the graph is proposed. The
scheme of formalization of the procedure for using the
method with the implementation of the backtracking
scheme for solving the traveling salesman problem with
the minimum duration of movement along the route is
briefly described. A variant of accelerating the speed of
the developed algorithm is proposed, which consists in
using a greedy technique in the procedure for selecting
route sections: the planning of each next stage of move-
ment is determined based on the choice of the fastest di-
rection of movement, which makes it possible to obtain a
constructive scheme for solving the traveling salesman
problem. The results of the proposed algorithm for calcu-
lating solutions to the traveling salesman problem with
minimization of the duration of movement are presented,
the obtained solutions are compared with the solutions
found by known exact and heuristic methods. The influ-
ence of the greedy approach on the speed of the devel-
oped algorithm was analyzed. Conclusions are drawn,
further development of the proposed methodology for
solving traveling salesman problems based on the use of
other principles of greedy choice of direction of move-
ment and for solving fuzzy and dynamic traveling sales-
man problems is proposed.
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E®EKTUBHUI METO/I PO3BSI3AHHS 3AJAYI PO3NOALTY HOTYXKHOCTEN KAHAJIIB
3 YPAXYBAHHSAM HEYITKUX OBMEKEHDb HA OBCATI' CIIOXKMBAHHSA

IBoxin €. B. — 1-p }i3.-maT. HayK, npodecop, mpodecop Kadeapy CHCTEMHOT0 aHaNi3y Ta Teopil MpUIHATTS pimens KuiBcpkoro
HallioHaJIbHOTO yHiBepcuTeTy iMeHi Tapaca IlleBuenka, Kui, Ykpaina.

T'aBpuiaenko B. B. — 1-p. di3.-mar. Hayk, npodecop, npodecop kadpenpu inpopmaniiHux cucteM i TexHosoriid HarionansHoro
TpaHCHOpPTHOTO yHiBepcutety, KuiB, Ykpaina.

IBoxina K.€. — Acmipaur kadenpu inpopmauiiiHux cucteM i TexHosorii HamioHaapHOTo TPaHCIIOPTHOTO YHiBepcureTty,, Kuis,
Vkpaina.

AHOTAIIA

AKTyanbHicTh. BaxximBoio cyqacHor0 mpo01eMoro € IIBHIKE BiIHOBJICHHS Ta ONTUMI3allisl YIPaBIiHHS JIOTICTHKOI0. B 3amex-
HOCTI BiJI ITOCTaBJIEHOT 33/1a4i icHye 0arato pi3HMX MaTeMaTHYHHX METOIB Ta MiAXOMAIB O BUPIIICHHS Pi3HUX JOTICTUYHHX 3a/ad,
PO3B’sI3yBAHHS SKHX HAGYBa€ MIHMPOKOrO MPAKTHYHOIO BIPOBAIKEHHS. 1IOro KOHKPETHUIH 3MICT 3aJIeXKMTh Bij XapaKTepy IpobieMu
Ta MOBHOTH HAsBHUX JAaHMX. [HOAI 171 pO3B’sI3aHHSA BiOMHUX 3a/ia4, OJHIEIO 3 AKHUX € 33/1aya KOMiBOSDKEpa, BAAETHCS 3HANTH HETH-
HOBi METOJIMKH HAa OCHOBI MOE€HAHHS JICKIIBKOX 00YHCITIOBAIBHUX CXEM Ta METOJIB.

Line. Meta po60oTH — pO3pOOHTH AITOPUTM PO3B’s3aHHS 3a/1a4i KOMIBOSDKEpa Ha OCHOBI peajizamii MeToay MOTOKOBOTO PO3IIO-
Ity pecypciB i cxemu backtracking 3 MiHIMaJIbHOIO TPUBATICTIO PYXy 32 MapIIpyTOM.

MeToa. Y cTaTTi pO3MILAAETHECS METOAUKA ITOCTITOBHOIO 3aCTOCYBaHHS IOTOKOBUX CXEM PO3HOALTY OTHOPITHOTO PEecypey It
PO3B’sI3aHHA 331a4i KOMIBOSDKEpA, IO (GOPMYITIOEThCS SIK 3a/1ada 3HAXO/PKSHHS MapIIpyTy BiJBiIyBaHHS 3aJaHOi KUTEKOCTI MIiCT 0e3
MOBTOPCHb 3 MIHIMAJIBHOI TPUBANICTIO pyxy. [locTaBieHO Ta BHUpIIICHO 3aaa4y (GopMaizailii airopuTMy po3B’s3aHHS MPoOIeMHU
KOMIBOSDKEpa Ha OCHOBI METOJIy PO3IOAIIY pecypciB 3 BUKOpUCTaHHSIM cxemH backtracking. 3amporoHOBaHO BUKOPUCTAHHST METO/Y
Opnina Ui onTuMi3allii po3noainy noToky Ha rpadi. Po3pobieHO KOHCTPYKTUBHUIA aJrOPUTM PO3B’si3aHHs 3amaui. [IpoBeaeHo 00-
YHUCIIOBAIbHI €KCICPUMEHTH.

Pe3yabTaTi. Po3pobiero MeTox po3B’si3aHHsI 3a/1a4i KOMIBOSDKEpa 3 BHKOPHCTAHHSIM METO/IY ITOTOKOBOTO PO3IOIIIY pecypciB i
CXEMH IIOIIYKY 3 TIOBEPHEHHSM. 3allpONOHOBAHO BapiaHT MPUCKOPEHHS IIBHAKOCTI PO3POOJICHOr0 arOPUTMY, SKE IOJArae B 3aiIy-
YeHHi kafi0Horo crmocody B mpoueaypi BUOOPY IUISHOK MapIIpyTy: TUIAHYBaHHS KOKHOTO HACTYITHOTO €Taly MepeMilleHHS BU3HA-
Ya€THCSl BUXOIIYH 3 BiOOPY HaMOIIBII MIBUAKOTO HANPSIMY PyXy. 3aCTOCYBAaHHS aJi0HOTO MiJXOMy JO3BOJMIO OTPUMATH KOHC-
TPYKTUBHY CXEMy pO3B’SI3aHHS 3amadi KoMiBospkepa. IIpencraBiieHO pe3ynbTaTH pO3paxyHKIB 3a JOIIOMOTOIO 3alPONOHOBAHOIO
ITOPUTMY B 331a4aX KOMIBOsDKepa 3 MiHIMI3aLi€l0 TPUBAIOCTI PyXy, IPOBEACHO MOPIBHSIHHS OTPUMAHUX PO3B’SI3KiB 3 PO3B’s3KaMH,
3HAMCHUMH IHITUMU TOYHUMH TA €BPUCTUYHUMH METOIAMH.

BucHoBkH. Y crarTi po3risiHyTo MeTox (opmanizanii ailroput™My po3B’si3aHHs 3a1adi KOMIBOSDKEpa 3 BUKOPHCTAHHSIM aJrOpUT-
My HOTOKOBOTO PO3MOALTY OAHOPIAHOTO pecypcy Ta cxemu backtracking. 3ampornoHoBaHO BUKOpucTaHHs Metoxy OpJiHa Juis ONTH-
Mi3alii po3noAiTy MoToKy Ha rpadi. Omucano cxemy (opmaizarii mporexypy BUKOPUCTaHHS METOY 3 peasi3aliclo CXeMH 3 TTOBe-
PHEHHSM JUIS pO3B’I3aHHS 3a/1a4i KOMiBOSDKEpa 3 MiHIMI3aIi€0 TPUBAIOCTI PyXy 32 MapIIPyTOM. 3apoNOHOBAaHHIA BapiaHT MPHUCKO-
peHHs poOOTH PO3pOOIEHOTO AITOPHTMY .

KJIIOYOBI CJIOBA: 3anaga xoMiBosbKepa, METO PO3IMOJULY pecypciB, peKypCHBHA CXeMa ITOLIyKY 3 ITOBEPHEHHSM, aJi0-
HU MAXi.
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