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ABSTRACT

Context. Business process management is a critical component in contemporary organizations for maintaining efficiency and
achieving operational objectives. Optimization of these processes in terms of time and cost can lead to significant improvements in
overall business performance. However, traditional optimization techniques often face challenges in handling multi-objective prob-
lems with a known time-cost trade-off, necessitating more effective solutions. The integration of a business process model and nota-
tion for a stochastic process simulation provides a robust foundation for analyzing these business processes and complies with state-
of-the-art business process management. In prior studies, we applied several heuristic algorithms, including the evolutionary NSGA-
IL, to find a Pareto-optimal set of solutions. We defined a solution as a pair of cost and time associated with a specific resource allo-
cation. For one of the selected processes, the performance of NSGA-II was subpar compared to other techniques.

Objective. The goal of this study is to improve upon the NSGA-II’s performance and, in turn, enhance the efficiency of multi-
objective business process optimization. Specifically, we aim to incorporate reference points into NSGA-II. Our goal is to identify an
optimized set of solutions that represent a trade-off between process execution time and the associated cost. We expect this set to
have a higher spread and other quality metrics, compared to the prior outputs.

Method. To accomplish our objective, we adopted a two-step approach. Firstly, we modified the original genetic algorithm by
selecting and integrating the reference points that served to guide the search towards the Pareto-optimal front. This integration was
designed to enhance the exploration and exploitation capabilities of the algorithm. Secondly, we employed the improved algorithm,
namely R-NSGA-II, in the stochastic simulations of the business processes. The BPMN provided the input for these simulations,
wherein we altered the resource allocation to observe the impact on process time and cost.

Results. Our experimental results demonstrated that the R-NSGA-II significantly outperformed the original NSGA-II algorithm
for the given process model, derived from the event log. The modified algorithm was able to identify a wider and more diverse
Pareto-optimal front, thus providing a more comprehensive set of optimal solutions concerning cost and time.

Conclusions. The study confirmed and underscored the potential of integrating the reference points into NSGA-II for optimizing
business processes. The improved performance of R-NSGA-II, evident from the better Pareto-optimal front it identified, highlights
its efficacy in multi-objective optimization problems, as well as the simplicity of the reference-based approaches in the scope of
BPM. Our research poses the direction for the further exploration of the heuristics to improve the outcomes of the optimization tech-
niques or their execution performance.

KEYWORDS: business process, genetic algorithm, reference points, multi-objective optimization, spacing.

ABBREVIATIONS
BPM is a business process management;
BPMN is a business process model and notation;
BPS is a business process simulation;
MOEA is a multi-objective evolutionary algorithm;
MOOP is a multi-objective optimization problem;
MORAP is a multi-objective resource allocation prob-

lem,;

NSGA-II is a non-sorting genetic algorithm;
R-NSGA-II is a reference non-sorting genetic algo-

rithm;

CT is the cycle time;
TC is the total cost;
TCT is the theoretical cycle time;
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OMG is Object Management Group;
HA is hyperarea;

SP is spacing;

IGD is inverted generational distance.

NOMENCLATURE
M is the number of the conflicting objective functions;
R is the objective function space;
f() is a process simulation function;
S is a constrained search space;
a is a lower bound for the allocation;
b is an upper bound for the allocation;
X is a Pareto-optimal solution;
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Pr is a Pareto front containing Pareto-dominating
points from the different applied algorithms;

Pref is Py including R-NSGA-IT;

X is an allocation parameter used in Tabu Search;

X' is an allocation parameter used in R-NSGA-II;

H is a set of heuristics used;

C; is the hourly cost for the resource;

tj is the number of hours spent by the resource;

p() is a purity metric function;

pi is the probability of the outgoing sequence flow;

Tj is the average task execution time;

Prew is the probability of necessity to rework the task;

ri is the resource pool;

cTime is an average CT of the process;

N is the number of resources assigned;

TC, is the total cost for the resource pool;

Ry is a sequence of resource pools;

rtCost is the function that retrieves TC for r;;

€ is a threshold parameter;

RP. is a cost reference point;

RP; is a time reference point;

RPy, is a reference point to optimize HA;

Papprox is @ Pareto front obtained by a specific algo-
rithm;

u is the population size;

A is the size of the offspring;

rp is the number of reference points.

INTRODUCTION

Resource optimization in business processes is a criti-
cal aspect of the organizational efficacy and profitability
of enterprises. The process of resource management and
assigning resources to the work roles, as well as simulat-
ing their behaviour in a business process has been widely
addressed using various Petri net models [1, 2]. Although
the Petri nets are generally compliant and transformable
with the newer industry standard of BPMN [3], they pos-
sess a small toolset for modelling complex business proc-
esses that involve multiple objectives and high-level busi-
ness concepts [4]. The descriptive possibilities of the core
Petri nets and their’ extensions (e.g. stochastic Petri nets
or differential Petri nets) are of limited applicability to the
modern well-defined business flows, and not coupled to
the industry processes requirements. It leads to the neces-
sity for the specific enterprise to develop a model with a
custom architecture, which might require manual changes
to be compliant with other models.

From a practical standpoint, the classical Petri nets
typically aimed for a precise simulation of the basic
mechanisms present in the system and clearly communi-
cating its state. If the system becomes more complicated,
considering privacy requirements, unequal resources, and
other constraints, the specification complexity of this Petri
net increases. Since the Places, Transitions, and Tokens
are not self-descriptive, the built model has to carry all the
rules and assumptions for each element. While not all of
these constraints might be necessary for the simulation,
they are required to explicitly define an AS-IS process

and make it possible to interpret the results by manage-
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ment representatives. Moreover, BPMN provides a num-
ber of time-related primitives out-of-the-box, which are
often critical to describe the simulation scenarios, whereas
the notion of time is not natively defined in classical Petri
nets [5].

There are a number of extended notations of Petri
nets, such as stochastic, hierarchical, and differential Petri
nets, that were attempting to address multi-level proc-
esses, multi-agent systems, stochastic transitions, and
others. The diversity of non-standardized solutions could
be a ground that led the industry to create a conventional
standard, which includes the necessary primitives to ex-
haustively describe the business process and its scenarios,
without the necessity to introduce the common definitions
for each model.

BPMN 2.0 has become a standard, which expresses
the control logic such as choice, sequences, parallel exe-
cution, and iteration and introduces the respective com-
mon concepts such as Task, Event, and Resource Pool
instead of operating abstract places, transitions, and to-
kens. The more advanced elements such as timer event,
lane, or data object allow to cover typical use cases with
less architectural effort. BPMN has been approved by
OMG, it describes and formalizes the manifold of use
cases of the enterprise systems. Nevertheless, BPMN is
two-way compatible with the majority kinds of Petri nets
and other industrial frameworks, which are used by dif-
ferent simulation engines by building the mapping be-
tween BPMN and Petri nets [6, 7].

One of the classical problems of enterprise manage-
ment concerns choosing the number of people or, more
generally, resources to assign to a specific unit of work.
Increasing the number of resources typically leads to
lower execution times of the work units, which implies a
faster business process cycle. In its turn, the amount of
money (cost) required to spend on these resources also
increases. The improvement of the cost or time efficacy of
the business process is usually achieved by qualitative and
quantitative analysis. In this research we prioritize the
quantitative analysis, employing and assessing various
optimization methods in the scope of business process
modelling. However, enterprises usually do not seek to
minimize only the cost of their business process or to
make execution time the lowest possible. Instead, both
cost and time are objectives, and the goal is to find a suit-
able trade-off from a set of existing allocations. This is a
so-called MORAP.

In [8] the solution was developed to employ three al-
gorithms for finding the Pareto front containing resource
allocations for the given BPMN, so that there is not any
single allocation in the set with a better cost and time si-
multaneously, compared to another allocation from the
set. The Pareto front represents the trade-offs between
multiple objectives and allows one to select a suitable
solution depending on the management priority. The per-
formance metrics of the algorithms were compared across
multiple business processes. In particular, the output
Pareto front for the business process of the call center,
acquired by NSGA-II, diverged significantly with the
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reference front accumulated from all of the three ap-
proaches.

In this paper, we plan to set up a more advanced vari-
ant of the NSGA-II evolutionary algorithm, namely R-
NSGA-II, to assess the possibility to narrow the gap be-
tween accumulated outcomes of the regression descent
algorithms and NSGA-II. We will select the reference
points that fit the common sense bounds of the selected
process, run the adjusted algorithm, and record the met-
rics of the updated Pareto front.

The object of study is the Pareto fronts of the domi-
nating resource allocations in the business processes, their
quality metrics, and the input data features.

The subject of study is the methods for identifying
the Pareto-optimal set of resource allocations in a busi-
ness process derived from the call center event log.

The purpose of the work is to improve the metrics of
the outputting Pareto front for the selected BPMN model,
by adding the reference points to the NSGA-II experimen-
tal run.

1 PROBLEM STATEMENT
Suppose given a classical MOOP, to find a single so-
lution we can use the formalism as follows:

minimize f (X)=(f,(X),..., )T,

xescRM (1)
me{l,2,..,M},

where f: S — RM. S is limited by the boundaries:

X = (X sees Xpg )
aj =xj <bj,

2

considering the i-th resource. We say that the allocation
Xi, dominates X;, only if fi (Xi1 ) < fj (Xi2 ) for all

i<{l,.,M} and fi(xil) < fi(xiz) for at least one se-

*
quence entry, therefore we denote Xi1 < Xi2 . X encom-

passes a Pareto-optimal solution if A X €S such that

X< X . The aggregated set of solutions using H is a
Pareto front

Pref = {f (X ) f (X, )} €S (3)

that contains global dominating points.

Then the overall goal of MOOP in this research is
finding a set of well-spread non-dominated solutions us-
ing H; wherein p(Pret) — P(Pref ).

2 REVIEW OF THE LITERATURE
In this section, we start with the state-of-the-art re-
search and applications for MOOP and MORAP related to
the BPM and proceed with the guided search methods.
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In [9], the authors investigate the parcel delivery being
procured by Employees and Drones. The resource-to-
process assignment is assessed in two ways. Firstly, they
selected a static allocation for both resources and meas-
ured how do those resources handle the variable work-
load, considering the execution time and the resource
utilization. Secondly, they fixated on the number of work
units and tracked how resource utilization and time are
affected depending on the lower or higher number of
drones and employees involved. The authors explored all
possible allocations since the possible pool sizes were
limited; the search space consisted of less than a hundred
variants. This approach is not well-applicable to the larger
search spaces and also does not consider the stochastic
nature of the real-life business process.

Other than resource utilization, the measure of cost is
typical and natural for human-related tasks. In [10] au-
thors proposed a modification of the ant-colony algorithm
for finding the global optimum of the multi-objective
function. In their experimental setup, the global Pareto-
optimal solutions are stored in the form of the Pareto
front. The algorithm is aimed at the resource allocation
problem but is also applicable to grouping and scheduling
problems. The advantage of the algorithm is the ability to
continue the exploration of the richer areas after reaching
the local optimum, which reminds the Tabu Search in this
regard. In the experiment, authors used cost and profit as
the optimization objectives, but it is also possible to work
with higher dimensionality. Authors claim a better com-
putational time in comparison with genetic algorithms. On
the other hand, the authors do not assess the quality of the
resulting Pareto front.

Genetic algorithms have become a baseline to ap-
proach multi-objective problems. Specifically, NSGA-II
is among the most popular and widely used algorithms
because of the simplicity of tuning. In [11] authors devel-
oped the hybrid algorithm to minimize the number of
simulations for multi-objective optimization. The paper
describes the custom algorithm based on the evolutionary
approach mixed with the predictions model. The authors
used the hypervolume metric to compare and assess the
Pareto front quality. The results are compared with the
conventional genetic algorithms such as NSGA-2 and
SPEA2 and claimed to be more efficient in the simula-
tions usage.

A common drawback of the evolutionary search algo-
rithms is a fixed sample size. While it is a convenient
parameter to specify the degree of reduction of the search
space, it may imply some uneven distribution of the solu-
tions [12]. As a result, we might see some poorly explored
areas, some parts of the Pareto set being distant from the
reference figure or not present at all. In [12-15] the differ-
ent methods proposed to guide the evolutionary algo-
rithms towards the areas of interest. They do not focus on
the BPM field, however, demonstrate a clear improve-
ment in the convergence, diversity, and quality of the out-
putting Pareto front. In our paper, we decided to follow
the approach described in [16], since it proved to work
well on the two-objective problem, allows us to specify
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more than one reference point, and is tuned to expand
toward particular areas of interest.

Finally, we refer to [8] as a baseline for our experi-
ment. The research introduces a comprehensive setup
with the multiple BPMN models, concerns the different
facets of MORAP in BPM, such as building the simula-
tion model out of the event log, the accuracy of the simu-
lation model, and proposes metrics to compare the output-
ting Pareto front from the applied algorithms. The authors
selected the well-known Hill Climbing, Tabu Search, and
NSGA-II to run. For one of the case studies, namely a
business process of a call center, there is a gap that we try
to cover in this paper.

3 MATERIALS AND METHODS
To estimate the business process performance, there
are two traditional measures: average cycle time and cost
of the process execution. In our case study, we assume
that the cost is a static measure meaning it has a prede-
fined value counted for a unit of time for each resource,
therefore the total cost value is described as:

n
TC = Zlciti. 4)
1=

Calculating the cycle time for a flat single-lane busi-
ness process is straightforward: we calculate the average
execution time for each task and sum it up. However,
there are additional constraints that add up to additional
calculations:

— Alternative paths with the probability of choosing
one sequence flow over another; in this case cycle time

n
CT,lternative = ElpiTi , considering the tasks and their
I =
respective sequence flows;

— Parallel CTparallel =Max{T,T,.. T };

—Rework CTyeyork =T/(1-P,y,) -

Combining these three rules, we can calculate TCT,
although it does not include waiting time, handover time,
or other non-value-adding activities [17]. Queueing the-
ory can be used to address those real-life parameters,
however, it has its own drawbacks. To calculate factual
CT, there is a BPS approach, which allows the tuning of
the resources’ waiting and handover times to calculate
factual CT in a versatile way, given that the BPMN model
can undergo frequent changes. Due to the high level of
output noise, it is common to run multiple simulations,
hence in our research we repeat the simulation 15 times
for each resource allocation and assume cTime is an aver-
age CT of the process.

The accuracy of a BPS, and hence the usefulness of
the outcomes, to a large extent relies on how accurately
the process model and simulation parameters capture the
observed reality. In general, process models are manually
designed by enterprise analysts for the sake of manage-
ment convenience. Typically, process models do not cap-
ture all the details and mechanisms of how the process is
actually carried out. If there is a significant variation in
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service times the actual cycle time of the business process
can diverge significantly from the predicted BPS metrics
using flow analysis. The simulation parameters for BPS
are commonly estimated based on the process manager’s
expertise and manual fitting, which does not always com-
ply with the real-life process execution [18].

As an input for the simulation, we denote a resource
allocation as a sequence of resource pools in the business
process Ry = <ry, ..., I'y>, each corresponding to a subset
of tasks in a business process. The function rtCost:
Rp — TC,, retrieves the total cost of the selected resource

pool r, r; E{N,T,Ci}.

R-NSGA-II is a multi-objective optimization algo-
rithm. It is an improved version of the original NSGA-II
algorithm, which aims to solve multi-objective optimiza-
tion problems. While both of them keep the population of
the Pareto-optimal points, R-NSGA-2 incorporates a ref-
erence point-based approach for selecting the individuals
from the offspring. By using the reference points, R-
NSGA-2 can effectively explore diverse and evenly-
distributed solutions along the Pareto front, allowing de-
cision-makers to make informed choices when dealing
with multiple conflicting objectives.

The algorithm ranks the current Pareto-optimal points
by Euclidean distance to each reference point in ascend-
ing order. The solution closest to the reference point ob-
tains the rank of one. The next step ranks the solutions by
crowding distance, meaning the solution should be closest
to a set of reference points. Then the solutions are
grouped by the sum of normalized distances between
them using € threshold parameter. The farther groups are
discouraged from being promoted to the next generation.
The higher value of € increases the range of explored
solutions.

By employing the aforementioned selection algorithm,
it becomes possible to allocate equal attention to solutions
that are in close proximity to each reference point. This
enables the identification of multiple regions of interest
concurrently.

4 EXPERIMENTS

In this research, we outline the three stages of multi-
objective business process optimization: Process Discov-
ery, Optimization, and Evaluation, which are denoted in
Figure 1 in BPMN format. We aim to improve and focus
on the latter two stages.

In the Process Discovery stage, we obtain the XES
event log as input for the business process. This is a com-
mon data source for existing enterprises since building the
BPMN model requires certain expertise and effort from
the management resources. The process mining technique
is used to build the BPMN simulation model. Specifi-
cally, we use the Simod tool to obtain the BPMN model
approximation with the necessary simulation parameters
described in [19]. These parameters include the initial
resource allocation: resource pools, the number of re-
sources for each of the resource pools, resource cost per
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hour, resource pool linked to each of the BPMN tasks,
and the distribution of the processing time for each task.

In the Optimization stage, we try to change the initial
resource allocation, which means overriding the number
of resources in the BPMN pool of the simulation model.
To compare two resource allocations, we run the simula-
tion using the BIMP tool. For a given resource allocation,
it produces an output in CSV format. Among all of the
simulation outcomes, we are interested in the average
cycle time cTime of the simulation and the TC. In general,
better allocation means both lower cycle time and lower
total cost, making it Pareto-dominating. However, if only
one parameter is better in one allocation than another, we
cannot prefer a single solution. We have to keep a set of
non-dominating solutions as a P

Due to the computationally intensive nature of simu-
lating the BPMN model, employing a brute-force ap-
proach to explore the vast search space of all potential
resource allocations is not feasible. Therefore, we adopt
established strategies to navigate the search space of solu-
tions and iterate through various allocation possibilities.

Figure 1 — The experiment outline in a BPMN format

During the Evaluation stage, we compare the quality
of the output Pareto fronts obtained by different algo-
rithms and assess the selected quality metrics proposed in
[20]. To apply the reference point-based approach, we
extended the experimental setup introduced in [8] using
the R-NSGA-II from the Pymoo toolset [21]. During the
experiment run, we want to measure and compare the
efficacy of R-NSGA-II with a conventional regression
descent algorithm — Tabu Search. In the prior study, Tabu
Search outperformed the original NSGA-II evolutionary
algorithm on one of the business processes describing a
call center enterprise.

The resulting Pareto front significantly diverged in all
of the selected quality metrics including the Hyperarea
Ratio, IGD, Purity, and Spacing.

The research question to evaluate is as follows: how
good is the Pareto front obtained by R-NSGA-II com-
pared with the regression descent with respect to conver-
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gence, spread, and distribution, and does it perform better
than pure NSGA-II?

Each experimental run constructs two outputs:

— Py contains the Pareto front points from all of the
applied approaches, in our case study it consists of the
points, independently acquired by R-NSGA-II and Tabu
Search. Namely, Py represents the cross-dominating
solutions from both of the algorithms;

— Papprox contains the Pareto front points obtained by a
specific algorithm.

To set up R-NSGA-II, we selected three reference
points, each one defining the desired direction of expan-
sion:

— RP; has to attract the Pareto front towards the Re-
source Allocation Cost axis and force the algorithm to
explore more solutions with smaller Cycle Time. There-
fore, we try to improve spread by X-axis;

— RP; has to attract the Pareto front towards to the Cy-
cle Time and force the algorithm to explore more solu-
tions with smaller Resource Allocation Cost. Therefore,
we try to improve spread by Y axis;

— RP;, aims to extend the Pareto front towards the cor-
ner, therefore improving the HA of the resulting Pareto
front P.r. This point stands for the wittingly unreachable
solution, with both low cost and time.

According to the guidance in [16, 22], we selected
the following parameters to reach the balanced and feasi-
ble advancement of a genetic algorithm, considering the
modification with the reference points approach:

— The population size p is set to 40;

— The size of the offspring A is set to 20;

— The number of reference points rp is set to 3, and
they are all infeasible as defined in [16];

— The e threshold for the sum of the normalized dis-
tances is set to 0.001.

In our experiment, we extend the quality evaluation
with two metrics commonly used in MOOP:

— SP is a straightforward measure to assess the spread
and distribution. Despite its known issue to process Pareto
fronts with clearly distinct groups of points, this downside
is not applicable to our output. It is calculated as follows:

SP(S) =\/L @(d —di)? (5)
s|-tiz 7

where dj = min(s;,sj) €S,s; #s; [|[F(s)—F(sj)|, -

Higher value stands for better spread and diversity, in
case Pareto fronts are similarly dispersed.

— IGD is a classical convergence metric, which ranks
one Pareto front better than another if and only if the
given Pareto front is always preferred according to the
Pareto optimality rules:

1P
I:

where dj =minxE S || F(x)— F(i)||. Lower value stands

for better Papprox.
oren ncess (D00
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5 RESULTS

Figure 2 comprises the Pareto front Ppyrox discovered
by R-NSGA-II and P, containing all Pareto-optimal so-
lutions from all selected algorithms. The filled markers in
black stand for the solutions in both Pgyprox and Pref,
meaning these Pareto-optimal points were successfully
identified by the algorithms. The hollow markers in blue
designate the solutions in Py but not in Pgpyrox, Which
implies the points from the reference Pareto set were not
identified by the current algorithm. The ones in red are
the points in Pypprox but not in Py, they were selected by
the current algorithm, however, the more effective Pareto-
dominating solution exists in the reference set. Neverthe-
less, the solutions marked with red might be useful in
terms of improving the spread and diversity. Figure 3
denotes the same output for the previously winning TS
algorithm. We can observe that R-NSGA-II found 29 of
the 45 non-dominated points in Py, while TS found a
different set containing only 23 of the points in Py. This
is a good entry indicator of the improved performance of
R-NSGA-II.

1e5 R-NSGAII

Table 1 compares the quality metrics of the obtained
Pareto fronts, and also the metrics for previously used
pure NSGA-II. The values in bold designate the best met-
ric across three algorithms. As we can see, adding the
reference points significantly improved original NSGA-II
efficacy, and overall demonstrated R-NSGA-II more per-
formant than TS in our case study. The HA Ratio and
Purity metrics in R-NSGA-II have overcome other algo-
rithms, although the advantage is not very noticeable. The
IGD dominance of TS over R-NSGA-II can be explained
by the former visually more spread by X-axis and the
latter more spread by Y-axis, while the X-axis possesses a
higher order of scale. Although TS kept its performance
dominance, the reference approach essentially improved
this metric of NSGA-II. Regarding the spread and distri-
bution metrics, namely Spacing and Delta, the results are
arguable. Although Delta is generally considered a more
sustainable and future-proof metric for Pareto fronts, the
Spacing metric still might be more applicable in our re-
search since the reference front follows the Gaussian dis-
tribution. This means that higher Spacing covers the solu-
tions closer to the extreme points.

Table 1 — Comparative quality metrics of the selected algorithms
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Figure 2 — Pareto front for the R-NSGA-II
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Figure 3 — Pareto front for the Tabu Search
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TabuSearch

NSGA-II

R-NSGA-II

HA Ratio

0.998923

0.975051

0.999989

IGD

16820.4

426892.2

32366.9

Purity

0.60

0.0625

0.65

Spacing

88597.2

80713.4

91556.6

Delta

1.07

1.17

1.14

In general, we can observe that adding the reference
points to the original genetic algorithm can significantly
improve the quality of the output Pareto front, and also
outperform the competitor such as Tabu Search in a num-
ber of metrics.

6 DISCUSSION

This paper presented an approach to involve a genetic
algorithm for computing a set of Pareto-optimal resource
allocations for a given business process. In particular, a
prior case study evaluated the performance of the NSGA-
IT algorithm on a given set of business processes. The
overall experimental setup remained unchanged and is
based on the simulation model to evaluate the noisy value
of the objective function. However, we selected a specific
business process of a call center to optimize, since the
genetic algorithm performed the worst in that example.
The output significantly diverged from the Tabu Search
output and yielded a less spread Pareto front with a sig-
nificantly higher HA. We employed a more supervised
variant of the algorithm, namely R-NSGA-II, based on the
chosen reference points. They provide a clue for a regres-
sion run and can improve the convergence and explora-
tion of the new solutions for the Pareto front. The evalua-
tion found that providing three reference points made the
Pareto front significantly closer to the one from the Tabu
Search, but also explores more of a search field. Overall,
providing the reference points can improve the output of
NSGA-II, however, requires prior knowledge of the
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Pareto front approximation. The further work direction
includes comparing other multi-objective algorithms with
conventional regression. We also attempt to revisit the
actuality of the Spacing metric to assess the spread and
the diversity of the Pareto fronts.

CONCLUSIONS

The resource allocation problem is common in BPM.
Although the narrower field of MORAP has a series of
research solutions, there are still some methods that are
not well-represented in the scope of BPM. If we look at
the specific case studies, there arises an even broader
spectre of research questions.

The scientific novelty of the obtained results is that
the method of populating the MOEA with the reference
points in the scope of the resource allocation for BPM has
been proposed. It characterizes the areas of interest for the
management purpose, in a scenario when another evolu-
tionary method did not output the adequate and desired
set of the time-cost trade-offs.

The practical significance of the obtained results is
that the applied reference points approach has improved
the existing metrics in a specific scenario. While the ex-
periment shows the potential of reference-based add-ons
to explore previously unsearched areas of interest, it also
asserts the extensibility of the existing framework to work
with the different MOOP methods and BPMN derived
from various sources.

Prospects for further research are to apply more al-
gorithms to the MORAP. Considering the evolutionary
approach, it is possible to extend the experiment with
SPEAZ2; also neural networks are a more profound way to
approximate the optimal Pareto front. Since the simula-
tion model captures the stochastic nature of the simulated
processes, it enables us to estimate if Bayesian optimiza-
tion is an applicable strategy.

REFERENCES

1. Qin J., Zhao N., Xie Z. et al. Business Process Modelling
based on Petri nets, MATEC Web of Conference, 2017,
Vol. 139, Ne 1, pp. 105-113.

2. Shoylekova K., Grigorova K. Methods for Business Process
Simulation Based on Petri Nets, International Journal of In-
dustrial and Systems Engineering, 2015, Vol. 9, Issue 12,
pp. 4148-4153.

3. Umair M. M., Barkaoui K., Li Z. et al. Transformation of
Business Process Model and Notation models onto Petri nets
and their analysis, Advances in Mechanical Engineering,
2018, Vol. 10, Ne 12, pp. 168-188.

4. De Backer M., Snoeck M. Deterministic Petri Net Lan-
guages as Business Process Specification Language [Elec-
tronic resource], SSRN Electronic Journal, 2006. Access
mode: http://dx.doi.org/10.2139/ssrn.876906

5. Zeigler B. Prachofer H., Gon Kim T. Theory of Modeling
and Simulation. Cambridge, Academic Press, 2018, Discrete
Event & Iterative System Computational Foundations,
pp. 567-599.

6. Raedts 1., Petkovic M., Usenko Y. et al. Transformation of
BPMN Models for Behaviour Analysis, 5th International
Workshop on Modelling, Simulation, Verification and Vali-
dation of Enterprise Information Systems, MSVVEIS-2007,
Funchal, June 2007, proceedings, 2007, pp. 126—137.

© Filatov V. O., Yerokhin M. A., 2023
DOI 10.15588/1607-3274-2023-3-18

7.

10.

11.

13.

14.

15.

16.

17.

18.

20.

21.

22.

Li Z., Ye Z. A Petri Nets Evolution Method that Supports
BPMN Model Changes, Scientific Programming, 2021,
Vol. 2021, Issue 3, pp. 1-16.

Pintado O. L., Dumas M., Yerokhin M. et al. Silhouetting
the Cost-Time Front: Multi-objective Resource Optimiza-
tion in Business Processes, Business Process Management
Forum, Rome, 6-10 September 2021: proceedings. Berlin,
Springer, 2021, pp. 92-108.

Duran F., Rocha C., Salaiin G. Analysis of Resource Alloca-
tion of BPMN Processes, 17th International Conference on
Service-Oriented Computing, Toulouse, 28-31 October
2019, proceedings. Berlin, Springer, 2019, pp. 452-457.
Rizk-Allah R. M. A Novel Multi-Ant Colony Optimization
For Multi-Objective Resource Allocation Problems, Interna-
tional Journal of Mathematical Archive, 2014, Vol. 5, Ne 9,
pp. 183-192.

Couckuyt I., Deschrijver D., Dhaene T. Fast calculation of
multiobjective probability of improvement and expected im-
provement criteria for Pareto optimization, Journal of
Global Optimization, 2013, Vol. 60, Ne3, pp. 575-594.

. Cheng R., Jin Y., Olhofer M. et al. A Reference Vector

Guided Evolutionary Algorithm for Many-Objective Opti-
mization. IEEE transactions on neural networks, IEEE
Transactions on Evolutionary Computation, 2016, Vol. 20,
Ne 5, pp. 773-791.

Tong L., Du B. Neural architecture search via reference
point based multi-objective evolutionary algorithm, Pattern
Recognition, 2022, Vol. 132, Ne 11.

Larraga G., Saini B. S., Miettinen K. Incorporating Prefer-
ence Information Interactively in NSGA-III by the Adapta-
tion of Reference Vectors, Evolutionary Multi-Criterion Op-
timization, Hannover, 18-23 September 2023, proceedings.
Berlin, Springer, 2023, pp. 578-592.

Vargas D., Lemonge A. C. C., Barbosa H. et al. Solving
multi-objective structural optimization problems using
GDE3 and NSGA-II with reference points, Engineering
Structures, 2021, Vol. 239, Ne 3.

Deb K., Jayavelmurugan S. Reference Point Based Multi-
Objective Optimization Using Evolutionary Algorithms, In-
ternational Journal of Computational Intelligence Research,
2006, Vol. 2, Ne 3, pp. 635-642.

Dumas M., La Rosa M., Mendling J. et al. Fundamentals of
Business Process Management. Berlin, Springer, 2018,
527 p.

Estrada-Torres B., Camargo M., Dumas M. et al. Discover-
ing business process simulation models in the presence of
multitasking and availability constraints, Data & Knowledge
Engineering, 2021, Vol. 134, Ne 1.

. Camargo M., Dumas M., Gonzilez-Rojas O. Automated

discovery of business process simulation models from event
logs, Decision Support Systems, 2020, Vol. 134, Ne 1.
Audet C., Bigeon J., Cartier D. Et al.Performance indicators
in multiobjective optimization, European Journal of Opera-
tional Research, 2021, Vol. 292, Ne 2, pp. 397-422.
Blank J., Deb K. Pymoo: Multi-Objective Optimization in
Python, IEEE Access, 2020, Vol. 8, Ne 1, pp. 89497-89509.
Tanabe R., Oyama A. The Impact of Population Size, Num-
ber of Children, and Number of Reference Points on the Per-
formance of NSGA-III, International Conference on Evolu-
tionary Multi-Criterion Optimization, Mdunster, 19-22
March 2017: proceedings. Berlin, Springer, 2017, pp. 606—
621.
Received 27.06.2023.
Accepted 29.08.2023.

oXores

193

OPEN a ACCESS



p-ISSN 1607-3274 PagioenexrpoHika, iHpopMaTuka, ynpasminss. 2023. Ne 3
e-ISSN 2313-688X Radio Electronics, Computer Science, Control. 2023. Ne 3

YK 004.93

INOKPAIINEHA BATATOIIJIEBA OITUMI3AIIA B YITPABJIIHHI BI3BHEC-ITIPOIIECAMHU
3A JOIIOMOI'OIO R-NSGA-IT

®inatoB B. O. — 1-p TexH. Hayk, npodecop, 3aBimyBay KadeApH IITYYHOTO IHTENIEKTY XapKiBCBKOTO HAalliOHAIBEHOTO
YHIBEPCUTETY PaIiOeNeKTPOHIKH, XapKiB, YKpaiHa.

€poxin M. A. — acnipaHT Kadeapu MTyIHOro iHTeIeKTY XapKiBCHKOTO HAI[IOHAIFHOTO YHIBEPCHTETY PajiOeNeKTPOHIKH, Xap-
KiB, YKpaiHa.

AHOTANISL

AKTyalIbHicTB. YpaBiiHHs Gi3Hec-pouecaMu € KPUTHYHO BaXKIMBHUM KOMIIOHEHTOM Y CYYaCHHUX OpPraHi3awisx Uis MiATPUMKH
e(eKTHBHOCTI Ta JIOCATHEHHS OMepaliiHuX wineid. OnTuMisamisi HUX MPOIECiB 3 TOYKK 30py 4Yacy Ta BUTPAT MOXE MPHU3BECTH JIO
3HAYHOTO MOKPAIeHHS 3arajbHoi epekTUBHOCTI Oi3Hecy. OmHAK TpaAWLiitHI METOAN ONTHMI3allil YaCTO CTUKAIOThCA 3 TPYAHOIIAMA
MIpH BHUPIMICHHI 0araTomiiboBoi MPOOJIEMH 3 BiJOMHUM KOMIIPOMICOM Hacy Ta BapTOCTi, IO BHMAarae OiIbII €(EeKTHBHUX pPillICHb.
Bukopucranns Mozeni Ta HoTanii 6i3Hec-nponecis (BPMN) i cToXacTHYHOTO MOZEIIOBAHHS IpoLiecy 3a0e3neduye HaailfHy OCHO-
BY IS aHAJI3y UX Oi3HEC-TPOIECIB 1 BIAMOBINae HaliCydacHIMIOMY yIpaBIIiHHIO Oi3Hec-TporiecaMy. Y IONEpeHIX TOCITIHKCHHIX
MM 3aCTOCYBaJIM KiJIbKa €BPUCTHYHUX aJrOPUTMIB, BKIrodaroun epoitonidHnii NSGA-II, mo6 3naiiti ontumainbhuii 3a [lapero
HaOip pimreHb. My BU3HAUMIN PIICHHS SIK apy BUTPAT 1 4acy, IOB’s3aHKX i3 HEBHUM PO3MOIUIOM pecypciB. st ogHoro 3 BUOpa-
HHX npoiieciB npoaykTuBHICTs NSGA-II Oyna HIKYOIO MOPIBHSIHO 3 IHIIMMH METOAAMH.

Mera po6oru — mnoxpamenHs npoxykruBHocti NSGA-II i, y cBoro dvepry, migBuineHHs e(eKTHBHOCTI 0araTolibOBOI
onrtuMmizamii Oi3Hec-mponeciB. 30KpeMa, MH IparHeMo BKIIOUYUTH KOHTPoJbHI Toukd B NSGA-II. Hama mera mosnsirae B Tomy, mo6
BHU3HAYUTH ONITUMIi30BaHHU HAOIp pillleHb, 0 MPEACTABIISIE KOMIPOMIC Mi’K 9aCOM BHKOHAHHS MPOIIECY Ta OB’ I3aHUMH BUTPATAMH.
Mu ouikyemo, o el Hadip MaTIMe BUIIMH PO3KUJ Ta 1HIII IIOKA3HUKH SIKOCTI IIOPIBHSHO 3 MONEPEIHIMH pe3yIbTaTaMu.

Merton. 1106 mocsArtyi Hamol METH, MU 3aCTOCYBAJIM ABOeTanmHMII miaxin. [lo-nepie, Mu MoanQiKyBaal OpUTiHAIBHUH FeHeTHY-
HUH anropuT™, BUOPABIIM Ta IHTETPYBABIIM OIOPHI TOYKH, SIKi CIYTYBaJIX ISl CIIPSMYBaHHS IOLIYKY O ONTHMajbHOro 3a ITapeto
¢ponty. Lls inTerpariist Oyna po3poOiieHa Al MOKPAIICHHS MOXKJIMBOCTEH alroputMmy JJisl JOCHIIKCHHS Ta BHKOpUCTaHHS. [lo-
Jpyre, MU 3aCTOCYBAJIM MOKpaiieHuit anroput™, a came R-NSGA-II, anst croxactuuHoro mojentoBanHs OizHec-mpouecis. BPMN
HaJaB BXiJHI AaHi JJI IOrO MOJCTIOBAHHS, Y SKOMY MM 3MIiHHJIHM PO3MOALT pecypciB, 00 crnocTepiraTé BIUIMB HA Yac i BapTicTh
TpOLIeCy.

PesyabTaTn. Hamni ekcnepuMeHTanbHI pe3ynbTaTH MpoaeMoHCTpyBaiH, mo R-NSGA-II 3HauHO mepeBepIinB BUXiAHUI airo-
put™M NSGA-II ost manoi Mozeni nponecy, OTpUMaHo] 3 XKypHaTy mofiid. MoangikoBaHUI aITOPUTM 3MIT iTeHTU(IKYBaTH MUPIIY i
OipII PI3HOMAHITHY ONTHMAaNbHY 3a KpuTepieM Ilapero kpuBy, TakMM YMHOM 3a0€3MEUMBINN OUIBII ITOBHUH HaOip ONTHMAaNbHHX
PpillIeHb IO/I0 BapTOCTI Ta 4acy.

BucHoBku. JlociipKeHHs MIATBEPIMIO Ta MiAKPECIWIO HMOTeHuian iHrerpanii onopHux To4ok y NSGA-II mnst onrumizamii
6i3Hec-nporeciB. [lokpamena npoxyktuBHicTh R-NSGA-II, oueBnpna 3 xpamoro I[Tapero-onTumansHOI KpHBOiI, SKy alJTOPHTM
izeHTH(diKyBaB, MiAKPECIIoe iforo edexTUBHICTh y 3amagax 6araTolib0BOI ONTHMI3aLii, a TAKOX MPOCTOTY €TAJOHHHX MiIXOMIB Yy
cdepi BPM. Hae nociipkeHHs BU3HAYa€e HANPSIMOK JUISl TIOJAJIBIIOT0 BUBUCHHS €BPUCTHUK JUIS TIOKPAILCHHS PE3yJIbTaTiB METOMIB
onrtuMiszamii a00 MPOIyKTHUBHOCTI X BUKOHAHHS.

KJIFOYOBI CJIOBA: 6i3Hec-niporiec, TeHETUYHUI aJTrOPHTM, OTIOPHI TOYKH, OaraToKpuTepiajabHa ONTHMI3allis, CIICHCIHT.
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