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ABSTRACT

Context. The issues of structuring group expert assessments are considered in order to determine a generalized assessment under
inconsistency between expert assessments. The object of the study is the process of synthesis of mathematical models of structuring
(clustering, partitioning) of expert assessments that are formed within the framework of Shafer model under uncertainty, inconsis-
tency (conflict).

Objective. The purpose of the article is to develop an approach based on the metrics of theory of evidence, which allows to iden-
tify a number of homogeneous subgroups from the initial heterogeneous set of expert judgments formed within the framework of the
Shafer model, or to identify experts whose judgments differ significantly from the judgments of the rest of the group.

Method. The research methodology is based on the mathematical apparatus of theory of evidence and cluster analysis. The pro-
posed approach uses the principles of hierarchical clustering to form a partition of a heterogeneous (inconsistent) set of expert evi-
dence into a number of subgroups (clusters), within which expert assessments are close to each other. Metrics of the theory of evi-
dence are considered as a criterion for determining the similarity and dissimilarity of clusters. Experts’ evidence are considered con-
sistent in the formed cluster if the average or maximum (depending on certain initial conditions) level of conflict between them does
not exceed a given threshold level.

Results. The proposed approach for structuring expert information makes it possible to assess the degree of consistency of expert
assessments within an expert group based on an analysis of the distance between expert evidence bodies. In case of a lack of consis-
tency within the expert group, it is proposed to select from a heterogeneous set of assessments subgroups of experts whose assess-
ments are close to each other for further aggregation in order to obtain a generalized assessment.

Conclusions. Models and methods for analyzing and structuring group expert assessments formed within the notation of the the-
ory of evidence under uncertainty, inconsistency, and conflict were further developed. An approach to clustering group expert as-
sessments formed under uncertainty and inconsistency (conflict) within the framework of the Shafer model is proposed in order to
identify subgroups within which expert assessments are considered consistent. In contrast to existing clustering methods, the pro-
posed approach allows processing expert evidence of a various structure and taking into account possible ways of their interaction
(combination, intersection).

KEYWORDS: theory of evidence, distance metric, dissimilarity measure, clustering, expert evidence, uncertainty,
inconsistency.

ABBREVIATIONS
bpa is a basic probability assignment;
CCT is a cophenetic correlation test;
DI is a Dunn index;

DST is a Dempster-Shafer theory;
SSE is a sum of the squared error.

NOMENCLATURE
A is a set of alternatives;
avg(*) is an arithmetic average of its argument;
B is a set of expert preference profiles;
Bj reflects the preferences (choice) of expert E;
b/{ is a k-th evidence formed, within the given scale
of preferences, by the expert £;
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Conf(Ey, G,) is a measure reflecting the degree of con-
flict between £ and group G,;

ConfLev is a given limit level of conflict;

d(m;, m)) is a distance metric value;

dj(m;, my) is a value of the Jousselme’s distance meas-
ure between two groups of evidence;

Dst is a matrix of pairwise distances;

E is a group of experts;

E’ is a set of experts candidates for the subgroup with
consistent estimates G,;

E, is an expert whose preferences are selected as a
reference element;

E“” is a group of experts whose assessments differ
significantly from the assessments of the rest of the

group;
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fis a single group decision;
f; 1s an individual expert preference;
G, is a group of experts with consistent assessments;

Gl-f is a subgroup of expert evidence for which the

level of conflict /; is acceptable;

P is a preference relation of the type P={>} (strict
ordering), or P={>,~ } (non-strict ordering);

R,.. 1s a result ranking;

I, is a predetermined threshold level of conflict re-
sponsible for expert £; belonging to the subgroup G,;

Iy is considered equal to 0;

m;is a 2"_-dimensional vector-column, the elements of

which are the bpa’s of focal elements formed over the i-th
group of evidence;

(mi)T is a transposed vector m; (string vector);
q
J
group G;

(m1-m2) is a difference of the corresponding vectors;

n is a number of examination objects (alternatives);

pis a number of formed groups of experts G, with
consistent assessments;

7 is a number of experts in G;;

S(B;, Bj) is a Jaccard coefficient;

t is a number of experts in expert group E;

2" is a set of all possible subsets formed on the set A;

[n] is an operator for processing individual expert as-
sessments (methods, rules, algorithms);

|| is a cardinality of its argument.

INTRODUCTION
Group choice usually means the development of an
agreed group decision on the order of preference of ana-
lyzed objects based on the individual judgments of ex-
perts. In other words, the problem of group choice is the
problem of structuring individual preferences f1, f, ..., f;
into a single group decision f1]:

(fl’er--ﬁfn):> /-

(7]

m% is a vector of bpa’s formed by the expert E] in

(1

To select a method for obtaining a generalized as-
sessment based on a set of group expert assessments, first
need to test them for homogeneity (consistency). The re-
sults of such testing can lead to one of two possible cases:

1) the set of expert assessments is characterized by a
high degree of consistency (which indicates their homo-
geneity);

2) the group of experts contains those whose assess-
ments may differ in value from the assessments of the
majority, the presence of such assessments in the total set
of group expert assessments violates its homogeneity
(consistency).

If the analysis reveals a high degree of consistency, a
procedure of expert evidence aggregation is performed in
order to obtain a final (group) ordering (ranking) of the
analyzed objects (alternatives) in form of:
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The lack of consistency (homogeneity) indicates the
presence in the commission of such experts who have
different (but similar (homogeneous, agreed upon) within
the same subgroup) points of view on solving the problem
under consideration. Such situation arises, for example,
due to the presence among the group of experts of repre-
sentatives of different scientific schools or even teams. In
the worst case, as a result of an expert survey, a signifi-
cant number of small subgroups of experts are formed,
with consistent judgments.

As a result, two tasks arise:

1) identifying and excluding outlier observations;

2) division (clustering) of the initial set of experts’
judgments into several subgroups (clusters) of experts
with similar (agreed, homogeneous) assessments, for their
further analysis and determination of the aggregated as-
sessment.

The object of study is the process of synthesis of
mathematical models of structuring (clustering, partition-
ing) of expert assessments that are formed within the
framework of Shafer model under uncertainty, inconsis-
tency (conflict).

The subject of study is the models and methods of
the group expert assessment analysis and structuring in
the context of multi-alternative, inconsistency, conflict,
uncertainty and their combinations.

The purpose of the work is a development of an ap-
proach based on the metrics of theory of evidence, which
allows to identify a number of homogeneous subgroups
from the initial heterogeneous set of expert judgments
formed within the framework of the Shafer model, or to
identify experts whose judgments differ significantly from
the judgments of the rest of the group.

1 PROBLEM STATEMENT
Let a group of experts E={E; [ 25}, evaluating
some initial set of objects of expertise (alternatives)
A={4; |i:1,_n}, forms profiles of expert preferences

B={B;|j= 1,¢}, where B; is a 2*-dimensional vector.

Profile B ;= {bl{ |k:1,_s}, s=2" reflects the prefer-

ences (choice) of expert E;, each element of which is built
on the basis of a system of rules:

L. b =2

2. b ={4;};

; o 3)
3.b; ={4; |i=Lv},v<n;
4.b] =A={4|i=1n}.

The task consists (in case of absence of agreement be-
tween the opinions of the members of the expert commis-
sion) to identify from the total set of expert judgments,
subgroups of experts E = {G1}, {Ga} ,..., {Gg}, ..., {Gy}
(G4 E, {G,} = {E),....E}, t=r>1,t>p>1), who have
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a similar opinion and identify such experts £;, who do not
belong to any of these subgroups, that is, E;c G,, pro-
vided, that |G,| = 1 (if any).

We will assume that:

1) judgments of E;c G,, [ >2 are considered consis-

tent;

2) judgments of E;c G,, |G,/ = 1 are considered atypi-
cal, that is, significantly different (conflict) from other
expert judgments.

Provided that p =1 (and therefore ¢ = r) the evidence
of the entire group E are considered consistent.

If there is a trend p—t and r—1 (formation of a sig-
nificant number of small groups G,) the further analysis is
inappropriate.

An example of the worst situation is the formation of
the maximum possible number of subgroups, such that
VG, |Gl=1(g= G , p = 1); moreover, the best situa-
tion is considered to be in which |G,| = ¢, ¢g=1.

Thus, it is necessary to construct a decision rule that
allows one to unambiguously determine whether the ex-
pert £, belongs to the group Gv,.

Further, additional procedures can be applied to bring
together the opinions of different subgroups. Or, provided
that the expert evidence are stable and final (formed tak-
ing into account the positions of all survey participants),
the procedure for aggregating expert evidence is carried
out for each of the resulting subgroups of experts Gr, sep-
arately.

2 REVIEW OF THE LITERATURE

An analysis of methods that can be used to solve the
problem of dividing group expert assessments into homo-
geneous, in a certain sense, subgroups has shown that
their effective implementation is not always possible. For
example, when analyzing expert assessments formed
within the framework of numerical scales (absolute), the
following methods have become widely used: cluster
analysis methods based on the determination of distance
functions, for example, Euclidean distance, Manhattan
distance, Chebyshev distance, etc. [2—4]; clustering based
on mathematical programming methods (dynamic pro-
gramming, integer programming) [5, 6]; clustering based
on estimation of probability density functions [7], etc.

To analyze expert judgments formed in ratio or order
scales, non-numeric data clustering methods, for example,
the Kemeny median method [8], can be used.

A justified choice and use of the considered methods
for solving the problem of dividing group expert assess-
ments in order to search for homogeneous subgroups can
be carried out provided that various types of ignorance
that arise in the process of obtaining and processing ex-
pert information are correctly taken into account. It is also
necessary to take into account the possible structure of
expert evidence (consonant, consistent, arbitrary, etc.),
and take into account possible ways of their interaction
(intersection, union, absorption) [9].

An effective mathematical apparatus that allows to

correctly operate with such types of structures of expert
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evidence is the theory of evidence (Dempster-Shafer the-
ory, DST) [10-12]. To solve the problem of assessing the
distance between different types of structures of expert
evidence in order to determine the degree of similarity of
expert evidence, distance measures of evidence in Demp-
ster-Shafer theory [13—16] can be applied.

3 MATERIALS AND METHODS
Let A={4;|i=1n} be a set of alternatives and a

group of experts E={E; |/ :I,_t} carrying out the ex-

amination. Within the notation of the DST, the set of ini-
tial data (alternatives, objects of examination) called the
frame of discernment is a set of exhaustible and mutually
exclusive elements [10—12]. Based on the analysis of A,
according to the results of the expert survey, a subset sys-

tem B={B; | =1,¢/} can be formed, where Bjis a 28

dimensional vector reflecting the preferences (choice) of
the expert £, each element of which is built according to
a system of rules (3).

So, for example, by assessing the initial set of alterna-
tives A={a, b, c} by a group of experts E={F}, E,} the
following profiles of expert preferences can be formed:

BIZ{{Q},{b, C}}s BZZ{{Q},{b},{C}}.

If the condition V5] € B; :(|b] [=1) A (| B, |= n) sat-

isfied for V B; B, then the results of expert survey in

form of a set of group expert judgments (evidence) can be
presented in the form of n x ¢ dimension matrix:

B (b b ... b
By | |bf b3 ... b2
B: ce. — .... .... e .... A (4)
B; blj sz .. b}
B) b B .. b

In matrix (4), each row includes the judgments of an
expert E;, for all objects, and the column includes judg-
ments of the entire group of experts for a given object 4;.

For each subset B;, j=1,¢, a vector of bpa’s

m; = {m, |i=1,_s} , s=2" will be constructed whose

elements satisfy the condition [11, 12], m: 2*— [0,1]:

0<m(b)<1, m(D)=0, Zm(b]{):l, 5)
bl eB;
One of the metrics of the distance between expert evi-
dence is taken as a measure of conflict [13—16]. Since
expert evidence cannot be expressed in numerical terms,
it is possible to establish that the original objects (experts)
belong to any groups (classes) only on the basis of their
similarity to each other.
The choice of metric is one of the main factors influ-
encing the results of partitioning the initial set of expert
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evidence and forming subgroups of experts with fairly
close estimates. As a rule, the choice of metric is quite
subjective and is determined by an analyst independently
based on his / her own experience.

Let us consider the procedure for generation of G,
(Vv Gq"‘”’f ' E) provided that the evidence of Eic G, do
not exceed the specified threshold ConfLev of the conflict
coefficient.

1. Assessing the degree of similarity of expert evi-

dence. For each pair <m,, mp>, V(i,j)=1¢, i#j, esti-
mates of the distance measure are determined, for exam-
ple, the Jousselme distance [15]:

d(mi,my) = \/%(ml ~my) Dy -my)  (©)

where D is a matrix of 2* x 2* dimension, the elements

of WhiC{l are defined as

1, if B = B;

S(B,B), VB,B €A. )

D(B,B):{

The S(B;, Bj) function corresponds to the Jaccard co-
efficient S(B;,B;) = B; NB; |/|B; WB;|.
The results are stored in the form of a matrix of pair-

wise distances, which is symmetrical about the main di-
agonal in form of:

- d(my,mj) d(m,m;)

Dst — d(mz,mt) (8)

d(m,,m;) d(m,,mj,) ... -

where d(m, m) = d(m, m), Y(i, j) = Lt ,i#].
2. Formation of a set of
E" =E={E; \j:E} in group G,,.

3. Determination of the acceptable conflict level Con-

fLev.

4. Formation of a subgroup of experts G,cCE,

q=Lp.

4.1 In matrix (8), the minimum value of measure
d(m;, m;) is sought, which corresponds to the distance
between the two closest evidence E; and E;.

If d(m; m;) does not exceed a given ConfLev level,
then evidence E; and E; (E; ,E; € E*) are added to the clus-
ter G, and removed from the set E'=E"\(E; UE)).

If such a pair is not found, the algorithm stops. It is as-
sumed that [E’| single-element E,c E’ subgroups are
formed from the elements of the set E.

42 For V E,e E in (8) the minimum value of the
measure is sought, which reflects the degree of conflict
between £, and the group G, [17]:

candidates
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Conf (Ey.Gy) =~ T d(mp.m®). r={Gy | (9)
j=1

If the value (9) does not exceed the specified ConfLev
level (if necessary, an additional condition is imposed:
V E;e G, d(my, my) < ConfLev, k#j), then E; evidence
is added to the cluster G, and removed from the set
E =E \E,.

If all elements of E” have been sorted out, then pro-
ceed to step 5.

5. Correction of the matrix Dst by removing elements
belonging to aset E\E".

6. Repeat steps 4-5 until E* # @.

Let us consider the procedure for generation of G,
provided that the estimates of E;c G, do not exceed the
specified threshold conflict level /,.

1. Assessing the degree of similarity of expert evi-
dence. Formation of matrix (8) elements.

2.  Formation of a set of

E'=E={E|j=11}.

candidates

3. Establishment of threshold values /,, ¢ =ﬁ, re-
sponsible for certain levels of conflict (for example, low,
medium, high conflict).

4. Selection a reference element Ey € E'.

Algorithm_1:

4.1a Y E e E" it is defined estimates characterizing
the degree of conflict between £, and E\ E,[17]:

L .
: Yd(my,m;), ¢ =[E |. (10)

r=lj=1,j=k

Conf(E;,E") =

4.2a The reference element E, € E is selected, which
is provide min(ConflE,, E")). Element E, is a least con-
flicting in relation to the entire group of experts.

Algorithm_2:

4.1b VE, e E" are determined estimates in accor-
dance with (10).

42b A subgroup of elements E“ — E is formed
such that for E; € E“” the value of measure (10) is sig-
nificantly different (sharply different) from the value of
measure (10) for the rest of the group E*\ E“.

4.3b The reference element £, € E is selected, which
is provide min(ConflE,, E"\ E“")). Element E, is a least
conflicting in relation to a group of experts from which
experts with conflicting evidence are excluded.

Algorithm_3:

4.1c¢ Based on the values of matrix (8), a set Glj s

i :I,_t is formed. The subgroup Glj includes estimates

of E; € E’ for which the following condition is satisfied:

V(E;Ep) e G rdm, m)<l, k=1t,j#k  (11)

Thus, for a subgroup Glj , the E; e E" is a reference
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4.2c The reference element E,=E;, E;e E’, is se-

lected such that max(] Gij [) . That is, a reference element
J

Ej ensures the formation of the largest group of consistent
(with the lowest specified level of conflict) evidence.

5. Based on the values of matrix (8), V/, ¢ =G

according to the reference element E,, the resulting sub-
groups are formed on the set of E in such a way that

VE G, q= E, r>1 the following condition is satis-
fied:

j — L_r , qul < d(ma, mj) < lq.

(12)

5.1 When forming a cluster G,, g = G , all elements
of the set E” are searched for compliance with condition

(12).

The element E; does not fall into the class G, if the
condition V E;, E; € G,: d(m;, mg) <[, j#s, is not satis-
fied.

If E; is added to the cluster G,, then it is removed from
the set E'=E" | E;.

5.2 The procedure provided for in clause 5.1 is re-
peated p—1 times or terminated early if E" = 0.

4 EXPERIMENTS

A comparative analysis of the proposed approaches to
identification of homogeneous subgroups of expert as-
sessments among an inconsistent initial set of expert evi-
dence and agglomerative clustering methods have been
carried out. The following classical methods have been
considered: Ward’s method (Ward), single-linkage (Sin-
gle), complete-linkage (Complete), centroid (Centroid).

The class of agglomerative clustering methods was
chosen due to the fact that, firstly, the proposed approach
is based on the principles underlying agglomerative algo-
rithms. Secondly, the goal of the proposed approach is to
obtain such coverage (partitioning) of the initial set of
expert evidence that ensures the formation of subgroups
of experts with consistent assessments (consistent in the
sense that the level of conflict between expert evidence
belonging to the same group does not exceed a given
threshold level of conflict) rather than determining the
optimal number of classes. Accordingly, it is the princi-
ples and mechanisms underlying agglomerative algo-
rithms that make it possible to terminate the agglomera-
tion process at an iteration ahead of schedule, when the
merging of clusters occurs at an unacceptable level of
conflict. Thereby reducing the running time of the algo-
rithm.

Case 1. For studying the effectiveness of the proposed
approach (Method 1), which makes it possible to form a
partition of a set of assessments into consistent (homoge-
neous) subgroups, provided that a certain threshold (ac-
ceptable) level of conflict ConfLev is specified, five test
samples were formed, Table. 1.

The task was to form consistent subgroups of expert
evidence with a ConfLev <0.3. Testing was carried out
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for samples of ten, 20 and 30 elements. The maximum
sample size did not exceed 30 values, since usually a
group of experts does not exceed 25-30 people.

Table 1 —Principles for test samples formation
Sample formation method

Sample

consistent estimates (max distance between evidence is
equal to 0.2)

moderately conflicting expert evidence (30% of the sam-
ple is a group of expert evidence with an average distance
equal to 0.3 in relation to the expert evidence of the main
group)

conflicting expert evidence (30% of the sample is a group
of expert evidence with an average distance equal to 0.3
in relation to the expert evidence of the main group; 17%
of the sample is a group of expert evidence with an aver-
age distance equal to 0.4 in relation to the expert evidence
of the main group)

highly conflicting expert evidence (17% of the sample is a
D group of expert evidence with an average distance equal
to 0.5 in relation to the expert evidence of the main group)
highly conflicting expert evidence (17% of the sample is a
E single expert evidence with an average distance equal to
0.6 in relation to the expert evidence of the main group)

A

Case 2. To study the effectiveness of the approach
(Method_2), which makes it possible to form a partition
of a set of estimates into consistent (homogeneous) sub-
groups, provided that several different threshold levels of
conflict /, are specified, a method was chosen based on
the search for a reference element using Algorithm 3.

Testing was carried out for samples of ten, 20 and 30
values.

Rule for generating a test sample:

— 50% of the sample is a group of expert evidence
with max distance between evidence equal to: 0.170
(n=10); 0.234 (n =20); 0.220 (n = 30);

— 13% of the sample is a group of expert evidence
with an average distance of 0.1 in relation to the expert
evidence of the main group;

— 13% of the sample is a group of expert evidence
with an average distance of 0.2 in relation to the expert
evidence of the main group;

— 13% of the sample is a group of expert evidence
with an average distance of 0.3 in relation to the expert
evidence of the main group;

— 11% of the sample is a group of expert evidence
with an average distance of 0.4 in relation to the expert
evidence of the main group.

5 RESULTS

Let’s analyze the results obtained.

Case 1. Table 2 shows the values of the obtained co-
phenetic correlation coefficient using the Mantel test for
clustering results.

As can be seen from Table 2, in most cases the pro-
posed method gives the maximum value of cophenetic
correlation coefficient (p-value = 0.001).

For samples C and E, testing was carried out only for
the samples of 20 and 30 elements.

Table 3 shows the results of a comparative analysis of
the considered clustering methods (Fj is an average dis-
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tance in a cluster; F| is an average distance between clus-
ters).

For samples B and D, all considered methods gave the
same result. Both samples were formed according to the
rule: one group of evidence with a moderate (sample B)
and significant (sample D) level of conflict was added to
the main consistent population.

For samples C and D, the proposed method provides
the highest value of the silhouette index; for sample D,
the proposed method provides the maximum silhouette
index and modified Dunn index (DI); the lowest value of
the ratio of the average intra-cluster distance (F;) to the

Table 2 — Analysis of the

average inter-cluster distance (F), which indicates better
separation of clusters and greater compactness of ele-
ments in the cluster compared to other methods.

Case 2. The results of the analysis are given in the
Table 4.

For samples of sizes ten and 20, the proposed method
provides the highest value of the cophenetic correlation
coefficient according to the Mantel test (p-value = 0.001),
and the formation of a cluster with the largest number of
consistent expert evidence.

quality of clustering results

n=10 n=20 n=30 n=20 n=30
Sample Method max max max Sample max max
d(m,,m;) CCT d(m,,m) CCT d(m,m) CCT d(m,m) CCT d(m,m) CCT
Method 1 0.700 0.784 0.696 0.930 0.926
Ward 0.684 0.622 0.612 0.923 0.920
A Single 0.092 0.669 0.169 0.760 0.169 0.600 C 0.411 0.912 0.441 0.878
Complete 0.698 0.769 0.613 0.906 0915
Centroid 0.626 0.719 0.641 0.929 0.920
Method 1 0.976 0.960 0.932 0.973 0.956
Ward 0.975 0.957 0.926 0.947 0.937
B Single 0.334 0.974 0.341 0.957 0.354 0914 E 0.657 0.957 0.654 0.783
Complete 0.975 0.925 0.907 0.965 0.201
Centroid 0.975 0.960 0.923 0.965 0.951
Method 1 0.981 0.939 0.978
Ward 0.979 0.932 0.976
D Single 0.576 0.981 0.530 0.935 0.646 0.975
Complete 0.981 0.841 0.952
Centroid 0.980 0.938 0.978
Table 3 — Comparative analysis of clustering methods (n = 30)
. Clusters .
Distance Silhouette score|
Sample Method | —Generated Detected SSE DI |Fo/Fy
max | min Ne Size Ne Size Diameter d(r?l‘;%n/) Si  |avg(S)
1 20 1 20 0.188 0.082 | 0.695
B 0.354| 0.004 | All methods 3 10 3 10 0111 0057 10796 0.728 0.115 3.425 | 0.263
Method 1, 1 16 1 16 0.188 0.078 | 0.712
Ward, Single, | 2 9 2 9 0.111 0.060 | 0.603 | 0.674 0.098 1.997 | 0.240
Centroid 3 5 3 5 0.080 0.050 | 0.681
C 0.441 | 0.004 1 16 1 14 0.117 0.060 | 0.464
2 9 2 9 0.111 0.059 | 0.603
Complete 5 X 3 3 0.080 0050 10681 0.562 0.050 2.32 0.207
4 2 0.023 0.023 | 0.771
1 25 1 25 0.200 0.071 | 0.863
D 0.646 | 0.004 | All methods ) 3 5 5 0.180 0112 10783 0.850 0.116 4.65 0.150
1 25 1 25 0.192 0.074 | 0.777
Method_I, 2 2 0.100 0.100 | 0.612 0.738 0.106 2.590 | 0.158
Centroid N 5 3 1 — _ —
4 2 0.087 0.087 | 0.745
1 25 1 25 0.192 0.074 | 0.752
Ward 2 5 2 3 0.278 0.206 | 0.536 | 0.734 0.149 2.127 | 0.180
3 2 0.087 0.087 | 0.800
E 0.654 | 0.004 1 25 1 22 0.228 0.126 | 0.408
Single 5 5 2 4 0.078 0.045 | 0.569 | 0.375 0.284 0.960 | 0.300
3-6 1 — — —
1 95 1 21 0.169 0.068 | 0.189
2 4 0.048 0.038 | 0.389
Complete 2 5 3 2 0.100 0.100 | 0.612 | 0.274 0.067 0.926 | 0.201
4 1 — - —
5 2 0.087 0.087 | 0.745
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Table 4 — Comparative analysis of clustering methods when forming the largest group of consistent evidence (/; = 0.2)

Distance Clusters Elements of the largest cluster with |;= 0.2
Sample - Method CCT . )
max | min Count max size | Diameter Detected Generated
Method 2 0.934
Single 0.925 3 0.183 | {E\,E2,E3EqEqE7,EsEro} (EoE
10 0.421(0.030| Centroid 0.929 Eé%g%lo}
Ward 0.828 2 0183 | {EEsEyEsEeErEsEnl o
Complete 0.836 ChTeTmemee
Method 2 0.869 {E\,E3,E4,Es,Eq,Eo,E
= 4 10 0.134 W ,E3,04,E5,L08,E10,E11,
Centroid 0.861 E12,E18,E2} }fzﬁsﬁi’
20 0.3990.021 i e
S{;;Iglde gg;g 4 0.124 | {E3,EsE7E10,En,Er5.Es,En} EuBieLis,
ar . Eyo}
Complete 0.766 10 0.145 {E3,E8,E13,E20}
{E»,E3,E4,Es.E10,E12,E15,E18,E19,E:
W, B3, B4, L5,E10,E12,E15,E18,E19,E20,
Method 2 0.881 5 16 0.189 Ear.Ess.Fas.Ere.Fa,Exo)
Ward 0.827 4 12 0.144 I{EE-”E"%""EE‘ZEE‘*”}E‘%EZ"’ {E,E4Er,
21,E622,£5,E26,E30
. {E37E109E187E199E207E219 ES,EIZ,EM’
30 0.3940.030 Single 0.849 11 0.132 Ens.Fos, Exol E,E,En,
22,£55,E30
Ey,Ers,E,
Complete 0.752 5 12 0.144 éE“E“’%O’EE”"EE‘s’f‘%EZO’ Ens,Ex0}
21,-22,425,-26,-30
. {E1,E3,E4,Es,E\0,E12,E
Centroid 0.864 3 14 0.155 1E1,L£3,E4,E8,L10,E12,E 14,
entror E17.E19.E01.E24.E 26.E 08B0}

As can be seen from Table 4, for a sample size of 20,
none of the methods under consideration identified the
evidence of experts E,, E4 and Ej¢ (for a sample size of
30, this is the evidence of expert £;) as belonging to the
initially formed consensus subgroup. But this is explained
by the fact that when forming the initial group of consis-
tent expert evidence (which is 50% of the test sample) for
n = 20, the maximum distance between expert evidence
was 0.234 (with n = 30, the maximum distance between
expert evidence was 0.220), and the splitting of the total-
ity of expert evidence into clusters occurred at the level of
conflict (distance) 7, = 0.200.

6 DISCUSSION

The analysis of tasks and methods for processing
group expert assessments allows to conclude that solving
the problem of finding generalized (aggregated) assess-
ments, on the basis of which recommendations are formed
for the decision maker, largely depends on the effective
solution of clustering and ranking problems.

The problem of clustering (partitioning) expert as-
sessments arises in situations where the results of the ex-
amination are characterized by a lack of consistency,
which creates certain difficulties in determination of gen-
eralized assessments.

To solve the problem, two approaches are proposed.
The first is to form subgroups of experts that have agreed
upon assessments, provided that a certain threshold (ac-
ceptable) level of conflict ConfLev is specified. The evi-
dence of experts included in subgroup G, does not exceed
a certain conflict level ConfLev. In this case, p subgroups
of experts can be formed, within which the expert opin-
ions can be considered consistent, but formed subgroups
can be in conflict with each other.

The second approach allows to identify subgroups of
experts within which expert opinions can be considered
consistent, but with different threshold levels of conflict
l;. Thus, for example, a group of experts G, will be ob-
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tained with a low level of conflict between the expert evi-
dence belonging to it; group of experts G, — with a mod-
erate level of conflict; a group of experts G; — with a sig-
nificant level of conflict, etc.

CONCLUSIONS

The paper proposes a technique for structuring group
expert assessments, which is based on the mathematical
apparatus of the theory of evidence. The proposed ap-
proach allows, in the absence of an acceptable level of
consistency (consensus, homogencous) between expert
evidence, to identify from the original set of experts sub-
groups with similar (in a certain sense) assessments (pref-
erences). Various distance measures of evidence (in the
framework of DST) were used as a degree of similarity.

The scientific novelty of obtained results is that the
models and methods of group expert assessment analysis
and structuring under inconsistency, conflict, uncertainty
and their combinations are received the further develop-
ment.

Unlike existing methods for clustering expert assess-
ments, the proposed approach allows processing expert
evidence of a various structure: consonant, consistent,
arbitrary, etc.; take into account possible combinations
and overlaps of expert evidence.

The proposed approach is based on the mathematical
apparatus of distances in evidence theory, which allows to
assess the degree of dissimilarity (conflict) between se-
lected groups of expert evidence, taking into account their
structure. Expert evidence is considered consistent (ho-
mogeneous) if the value of the selected metric for all evi-
dence of the selected subgroup does not exceed a speci-
fied threshold level.

The practical significance of the obtained results is
that the proposed approach can be used as an additional
tool for identifying experts (one or more) whose assess-
ments are based on the results of several examinations,
largely from the assessments of the main group. Next, it
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can be studied the reason for such behavior of the expert: 7. Nguyentrang T., Vovan T. Fuzzy clustering of probability

is it his / her creative opinion, reflecting a non-standard density functions, Journal of Applied Statistics, 2017,

approach to solving the current problem; an attempt to Vol. 44(4), pp- 583-601.

manipulate the results of an expert survey or lack of suffi- DOI: 10.1080/02664763.2016.1177502 . .

. . 8. Kemeny J. G., Snell J. L. Mathematical models in the social

cient knowledge of the subject area. . : ) .

sciences. Introduction to higher mathematics. New York,
The prospects for fqrther rgsearch are to study of Toronto, London, Blaisdell Publishing Company, A Divi-

the influence of the choice of distance measure on the sion of Ginn and Company, 1963, 145 p.

results of partitioning under different structures of expert 9. Sentz K., Ferson S. Combination of evidence in Dempster-

judgments (consonant, consistent, arbitrary). Shafer theory. Technical report SAND 2002-0835. Albu-

querque, Sandia National Laboratories, 2002, 94 p.
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PO3POBKA METOJUKH CTPYKTYPU3AIIL TPYIIOBUX EKCIIEPTHUX OI[THOK B YMOBAX
HEBU3HAYEHOCTI TA HEY3I'OA’KEHOCTI

JlaBugenko €. O. — xaHI. TeXH. HayK, JOLEHT, 3aBilyBad Kadenpu imxeHepii mporpamuoro 3abe3nedeHHs YopHOMOPCHKOTO
HalliOHAJILHOTO yHiBepcuteTy imMeHi [lerpa Morumm, Mukonais, Ykpaina.

IBex A. B. — 1-p Hayk, mpodecop, npodecop kadeapu imkeHepii mporpaMHoro 3ade3nedeHHs YoOpHOMOPCHKOTO HaIliOHAIBHO-
ro yHiBepcurety imeHi [Tlerpa Morunm, Mukosais, Ykpaina.

T'onuapora H. B. — acmipanTka kadenpu imxeHepii mporpaMHoro 3adesneueHHss YopHOMOPCHKOTO HAIIOHAIBHOTO YHIBEpCHTE-
Ty imeni [Terpa Morunu, Mukonais, Ykpaina.

AHOTANIA

AKTyaJbHicTb. PO3IIISHYTI IMTaHHS CTPYKTYpHU3allii IPyMOBUX €KCIEPTHUX OIIHOK 3 METOI BU3HAUCHHS y3arallbHEHOI OI[IHKH
y BHIIQJIKY BiJJICYyTHOCTI y3TO/PKEHOCTI €KCHEPTHHX OIHOK. O0’€KTOM MOCHTIIKEHHS € MPOLECH CHHTE3y MaTeMaTHYHHX Mojelei
CTPYKTypH3aLil (KIacTepu3anii, po30UTTS) eKCIEePTHHUX OILIHOK, 0 GopMyroThes B pamkax mozeni Illeiidepa B ymoBax HeBU3HaAUeE-
HOCTI, Hey3ro/pKeHocTi (koH(uIiKTY). MeTta po6oTh — po3pobKa miaxoay Ha OCHOBI METPUK TeOpil CBIJOLTB, IO JO3BOJISE i3 BUXIJ-
HOI HEOJHOPITHOI CYKYITHOCTI €KCIePTHHX OLHOK, copMOBaHMX B paMkax Mozeni [lleiidepa, BUALIATH psx OXHOPIAHUX HIATPYII,
a00 izeHTH(IKyBaTH EKCIEPTIB YMT OLIHKY B 3HAYHIH Mipi BiAPI3HAIOTHCS BiJl OLIIHOK PEIITH IPYIIH.

Metoa. Merorka JOCIIKEHHSI IPYHTYEThCS Ha MAaTEMAaTHYHOMY arapari Teopii CBiZIOLTB, KJIAaCTEPHOMY aHalli3i. 3alpoIoHO-
BaHWH MiJXiJ BUKOPUCTOBYE NPUHLIUIHN 1€papXidHOi KIacTepu3amii npu GopMyBaHHI PO3OUTTS HEOTHOPIAHOT (HEY3TOKEHOI) CYKy-
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ITHOCTI €KCTIEPTHUX CBIIOLTB HA PSI MATpyH (KJIacTepiB), BCEpPEANHI SKUX OLIHKHM €KCHepTiB OJIM3bKi Mk coboro. B sikocti kpute-
pifo BU3HAYEHHS CXOXKOCTI Ta BIIMIHHOCTI KJIACTEpiB PO3MJIIHYTI METPHKH Teopii cBimouTB. OLIHKH EKCIEPTIB BBaXKAIOTHCS y3ro-
JOKEHUMH Y ¢(hOPMOBAHOMY KJTACTEpi, SKIIO CepeliHii a00 MakcUMalIbHUH (B 3aJIC)KHOCTI BiJl BU3HAUCHUX MMOYATKOBUX YMOB) PiBCHb
KOH(IIKTY MiXK HUIMH HE TIEPEBHIIY€E 3aIaHUil IOPOTOBHiA PiBEHb.

Pe3yabTaTh. 3anponoHoBaHa METOAMKA CTPYKTypHU3alii eKcriepTHOI iHpopMaliil 103BOJIsI€ OL[IHIOBAaTH PiBEHb Y3rOKEHOCTI eK-
CIEPTHUX OIIIHOK yCEpeAMHi €KCIEPTHOI TpylH HAa OCHOBI aHANi3y BifICTaHI MDX EKCIIEPTHHUMH CBIiIONTBaMH. Y pa3i BiACYyTHOCTI
Y3TOKEHOCTI BCEpEeInHI €KCIEPTHOI TPyNH 3alpOIOHOBAHO BUAUIATH 3 HEOAHOPIMHOI CYKYIHOCTI OIIHOK MiATPYIH €KCIEPTIB,
OLIIHKHY SIKUX OJM3BKI JJISI MOJAIBIIOro iX arperyBaHHs 3 METOI0 OTPHMAaHHS y3arajabHeHoi oninky. HasBHicTs y koMicii Hebararbox
TPYI €KCHEPTiB i3 y3ro/UKEHUMH OLIHKAMU MOJXKE CBIAYMTH MO HAsBHICTH €KCHEPTiB, IO MAIOTh Pi3HUH MOTJIL] HA aHAII30BaHY
npobiiemy.

BucnoBkn. [licrany noganbsIoro po3BUTKY MOJIENi Ta METOIN aHalli3y Ta CTPYKTypHU3aLil IpylnoBUX eKCIIEPTHUX OLHOK, cop-
MOBAaHHX B paMKax HOTALil Teopii CBIIONTB B yMOBaX HEBU3HAYCHOCTI, HEY3rOKEHOCTI, KOHQIIIKTY. 3alpOIIOHOBAaHO METO[] KlIacTe-
pH3aLil TPyHOBHX SKCIIEPTHUX OLIHOK, 10 (GOPMYIOTHCS B yMOBaX HEBH3HAUCHOCTI Ta HEY3rO/KEHOCTI (KOHQIIIKTY) B paMKax MO-
nemni Hleiidepa, 3 MeTOX0 BUAUICHHS MATPYI, BCEPEAHHI SKUX OLIHKU €KCIIEPTiB BBAXKAIOTHCA y3rokeHMMHU. Ha BiqMiHy Bif icHYTO-
YHX METOJIB KJIACTEPH3aLlii, 3aIIPOIIOHOBAHMH IiIXi]] T03BOJISIE OOPOOIIATH EKCIIEPTHI CBiIONTBA IOBUTBHOI CTPYKTYPH, BpaXOBYBaTH
MOJKJIMBI CIIOCOOH 1X B3aeMoIil (00’ € IHAHHS, IEPETHH).

KJIIOYOBI CJIOBA: Teopis cBinonTB, METPUKH TEOPii CBIIONTB, KJIACTEPH3allisl, MipH BiJCTaHi, eKCIICPTHI CBiJOLTBA, HEBHU-
3HAYCHICTh, HEY3TO/KCHICTb.
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