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ABSTRACT
Context. The problem of minimizing redundant resource reservation while maintaining QoS at an agreed level is crucial for
modern information systems. Modern information systems can include a large number of applications, each of which uses computing
resources and has its own unique features, which require a high level of automation to increase the efficiency of computing resource

management processes.

Objective. The purpose of this paper is to ensure the quality of IT services at an agreed level in the face of significant dynamics
of user requests by developing and using a method of proactive automatic application scaling in Kubernetes.

Method. This paper proposes a proactive horizontal scaling method based on the Prophet time series prediction algorithm. Pro-
metheus metrics storage is used as a data source for training and validating forecasting models. Based on the historical metrics, a
model is trained to predict the future utilization of computation resources using Prophet. The obtained time series is validated and
used to calculate the required number of application replicas, considering deployment delays.

Results. The experiments have shown the effectiveness of the proposed proactive automated application scaling method in com-
parison with existing solutions based on the reactive approach in the selected scenarios. This method made it possible to reduce the
reservation of computing resources by 47% without loss of service quality compared to the configuration without scaling.

Conclusions. A method for automating the horizontal scaling of applications in Kubernetes is proposed. Although the experi-
ments have shown the effectiveness of this solution, this method can be significantly improved. In particular, it is necessary to con-
sider the possibility of integrating a reactive component for atypical load patterns.

KEYWORDS: dynamic resource provisioning, Kubernetes, autoscaling, horizontal scaling, proactive scaling, Prophet, Horizon-

tal Pod Autoscaler.

ABBREVIATIONS
CPU is central processor unit;
HPA is horizontal pod autoscaler;
HTTP is hypertext transfer protocol;
LSTM is namely long-term short-term memory;
MAPE is mean average percentage error;
QoS is quality of service;
RAM is random access memory.

NOMENCLATURE

C, is a x-th type of computing resource, such as CPU
time or RAM;

R¢, is a deployment request for computing resource
Cy.

I4x(?) is a a function of the number of deployment in-
stances with regard to all requested computational re-
sources;

Ic(?) is a a function of the number of deployment in-
stances in the context of the computing resource C,;

We(t) is a a function of the total workload (actual us-
age) of the resource C,;

Dyp is an upscaling delay for a deployment;

Dpowy 1s a downscaling delay for a deployment.

INTRODUCTION

The emergence and use of orchestrators such as
Kubernetes, Nomad, EC2, and others for managing IT
infrastructure resources has dramatically simplified many
aspects of deploying and managing computing resources
in cloud environments. These tools take developers to the
next level of abstraction with new challenges, including
compute resource management. Under-provisioning of
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computing resources can lead to a deterioration in QoS.
Meanwhile, over-provisioning wastes both computing and
financial resources that could be used to solve other com-
puting tasks. Balancing these two aspects is the task of
dynamic resource allocation [1]. Modern information sys-
tems can include thousands of different applications, each
with its own unique features and resource requirements,
which makes this task much more difficult. The reactive
scaling approach, when resources are added after QoS
constraints are violated, is an essential part of any IT in-
frastructure management system. Nevertheless, the reac-
tive approach has a number of disadvantages associated
with the irrational use of computing resources and sys-
tematic violation of QoS requirements. These problems
are solved by using proactive management methods, when
the amounts of computing resources required for the op-
eration of applications in accordance with the defined
QoS constraints are managed in advance, taking into ac-
count the dynamics of changes in the values of QoS indi-
cators [2].

The object of study is the management of computing
resources in information systems to maintain the quality
of services provided by applications deployed in the IT
infrastructure at an agreed level.

The subject of study is a method of proactive hori-
zontal scaling of computing resources allocated to appli-
cations.

The purpose of the work is to develop a method and
technical solution for automating proactive horizontal
scaling in the Kubernetes environment to maintain QoS at
an agreed level. This solution should be universal,
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namely, without the need for significant manual configu-
ration, without the requirement for significant prior
knowledge of the features of the applications and their
resource requirements, and with the ability to adapt to the
features of each application in an automatic mode.

1 PROBLEM STATEMENT

Suppose that for some application, the R, requests for
computing resources are set to constant values. This ap-
plication can be horizontally scalable, and the number of
application instances is determined by the function (7).

Then, to minimize the use of the computing resource
C, while maintaining a given level of service quality, the
following equality must be satisfied at any time #:

W,
Ie (1) = ceil( 1? (t)).
C

X

Since for the application to work correctly, it must be
provided with all types of necessary computing resources,
we obtain the following equality:

w,
<O _ix ).
R

C

x

IMAX (t) = ceil(max

In real-world IT infrastructures, there is always a de-
lay between determining the need to allocate additional
resources after a decrease in QoS and the actual allocation
of additional computing resources or application in-
stances. Accordingly, to ensure the correct operation of
the application and, therefore, ensure the specified QoS
indicators, it is necessary to take into account this delay in
D,, scaling up. However, when scaling down, resources
should not be reduced in advance:

{WC\ (t+D,,)
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Accordingly, to obtain accurate values for the number
of instances, it is necessary to obtain accurate predictions
for the workload function Wc,(t), which includes collect-
ing metrics, aggregating and processing them, evaluating
the accuracy of the resulting prediction models, and se-
lecting the best one. In addition, it is necessary to decide
when and how to apply the obtained /yax(?) values.

2 REVIEW OF THE LITERATURE

Proactive scaling methods can be divided into the fol-
lowing groups: threshold-based rules, reinforcement
learning, queuing theory, control theory, and time series
analysis [3]. The methods discussed in this paper are
based on time series analysis, so this section compares the
methods of this group.

One of the concepts for predictive scaling is based on
finding the most similar load pattern in the past and ex-
trapolating it to the current state. For example, in the work
[4], the authors propose a solution in which the historical
time series is analyzed for patterns and, based on them,
the most similar load pattern to the current one is searched
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for. The identified patterns may differ in scale, but the
correlation between the elements of the identified pattern
and the current pattern should be similar. The resulting
patterns are interpolated using weighted interpolation.
The most similar patterns will have the highest weight in
the resulting time series. The main idea is to find the most
similar load situation in the past and adapt it to the current
load. Among the advantages of this method is the ability
to predict non-trivial time series, in which there is no sea-
sonality, but typical load segments can occur at random
moments. The paper also compares it with other methods
such as RightScale, linear regression, and autoregression.
On different data, the accuracy rates were both signifi-
cantly better than the alternatives and significantly worse,
depending on the testing application and experimental
conditions.

The next paper considers predictive scaling based on
ARMA/ARIMA [5]. The authors propose an approach in
which there are several levels of confidence that are se-
lected depending on the application features. The authors
also evaluate the accuracy of the resulting model and as-
sess the impact on service quality indicators. In particular,
the best obtained accuracy of MAPE is 0.09, which is
approximately equal to the accuracy level of such algo-
rithms as Prophet [6] and GreyKite [7]. In addition, in the
worst-case scenario, the share of rejected requests was
5%, which is acceptable. The data used to evaluate the
accuracy were taken from open sources, namely historical
load data for Wikipedia. It is worth noting that the histori-
cal data does not contain complex seasonality, so the
evaluation is based on a simple time series. The article
also notes that finding the coefficients p and q, which
specify the order of the ARIMA model, requires quite
significant computing resources for this approach.

In the paper [8], the authors proposed a two-
component PRESS design for predictive scaling. The first
component, signature-driven, is used for load patterns that
contain examples of repeating loads. Fast Fourier Trans-
form is used to process this type of pattern, and Pearson’s
criterion is used to compare the similarity of current and
past examples. If the criterion does not provide the re-
quired similarity index, the second component, state-
driven, is used. This component is based on Markov
chains, where all possible variants are evenly distributed
among a given number of baskets. After that, a graph of
possible states and a probability matrix are built. The au-
thors suggest that this solution can be easily scaled and is
suitable for massive systems.

In [9], neural networks, namely LSTM are used to
manage the quality of services. LSTM networks are a
particular type of recurrent neural networks capable of
learning long-term dependencies. The main feature of
LSTM networks is their ability to find and store informa-
tion over long sequences or periods of time, which makes
LSTM networks good at solving time series forecasting
tasks. In addition, this algorithm is supplemented with
Reinforcement Learning to obtain more accurate predic-
tions. The proposed solution is tested on NASA datasets
and shows better accuracy compared to linear approaches
and LSTM-based approaches without augmentation.

The solution proposed in this paper does not require
significant computing resources for its operation, which
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allows it to handle a large number of loads in a cluster. It
also supports working with time series containing com-
plex seasonality, trends, and anomalies. The developed
solution is integrated into the Kubernetes ecosystem,
which allows to test its effectiveness in a real environ-
ment and compare it with existing solutions.

3 MATERIALS AND METHODS

Modern IT infrastructure management systems use
various platforms for orchestrating containerized applica-
tions. The most common orchestration platform is Kuber-
netes, which provides tools for flexible management of
computing resources. A Kubernetes cluster operates on
nodes, each of which has its own set amount of comput-
ing resources {C; C,, ..., Cn}, including CPU time and
memory. Applications in the form of deployments contain
information about requests {Rc; Ry, ..., Rey} for the re-
sources required for their correct operation. The specifica-
tion of each deployment also contains the required num-
ber of application instances. Kubernetes places applica-
tion instances in the form of pods on the cluster nodes in
such a way that the sum of all requests of the placed in-
stances does not exceed the total volume of the nodes.
This ensures that each instance of the application will
have enough resources to operate and ensure the specified
QoS indicators. Suppose an instance uses more of a spe-
cific C, resource than specified in the R, specification. In
that case, it will either crash or be artificially slowed
down, depending on the type of resource.

Horizontal scaling is the adaptation of the number of
deployment instances depending on the current demand
for computing resources. By increasing the number of
instances, the overall capacity to process web requests or
tasks from the queue increases. Adding a new instance of
an application can require significant D,, time, which
includes network latency, image look-up and download-
ing, scaling the Kubernetes cluster itself, and application
initialization. A proactive approach to QoS management,
with predictions for the workload functions Wc,(f), has
the ability to scale deployments in advance to maintain
the required QoS level.

Without losing the meaning of the research and to
simplify the experiments and presentation of the results,
this paper considers only the management of the CPU
time of computing resources. In general, this solution has
the ability to work with any metric, such as memory and
network bandwidth.

Figure 1 shows a structural simplified diagram of the
integration of the proposed solution into a Kubernetes
cluster. This diagram shows a user sending a request to an
application hosted in the cluster. A header-based network
proxy redirects the request to the target application’s bal-
ancer, which distributes all incoming requests among the
deployment instances. When a new application instance is
added, this balancer ensures that it is included in the load
balancing processing without additional network settings.
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Figure 1 — Structure diagram of integration in Kubernetes

Processing a request requires the use of computing re-
sources, such as CPU time, memory, or disk. At regular
intervals, a monitoring system in Kubernetes, such as
Prometheus, collects data on the total usage of computing
resources from the pods. After aggregation, this informa-
tion is stored in a special storage — metrics storage — for
time series and is available for analysis.

The solution proposed in this paper relies on Prome-
theus as a source of historical data. Prometheus is a de
facto standard in Kubernetes and offers long-term data
storage and a specialized language for querying and ag-
gregating data.

Having historical data about the application workload,
it is necessary to calculate future values of the workload
in order to set the required number of application replicas.
Therefore, a crucial part of the proposed solution is a pre-
diction algorithm. The modern generation of prediction
algorithms, such as Prophet, Greykite, and TBATS, are
accurate and capable of detecting seasonality, trends, and
anomalies in an automatic mode. For this work, Prophet
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was chosen, but any other method from the list can be
used in the future.

Prophet is a time series prediction library developed
by Facebook [7]. The main goal of the development was
to create a simple, transparent, and understandable model
generation algorithm that would simplify getting reliable
predictions quickly. Prophet provides convenient tools for
analyzing time-series and cross-validating the resulting
model and has a user-friendly API.

The Forecasting module is responsible for the work
with predictions and provides a unified API regardless of
which prediction algorithms are used. This module re-
quires the history of computing resource usage for previ-
ous periods of operation as input. In the current imple-
mentation, historical data is divided into training and
validation data. On the training data, a set of models is
trained, each with different input parameters. Then, the
accuracy of the predictions is checked on the validation
data. First, this allows us to choose the model with the
best parameters and, accordingly, with the best accuracy.
Secondly, this approach allows us to assess the accuracy
of the final model as a whole and the appropriateness of
its application.

When the proposed solution is initialized to automate
the scaling of the target application, there may be no pre-
vious usage metrics. In this case, the proposed solution
sets the number of defaultReplicas replicas set by the
administrator until a reliable prediction can be obtained.
Reliability of resource utilization prediction is calculated
using the mean absolute percentage error. If the model
error is less than the confidence parameter, then the pro-
posed solution, relying on the obtained values, sets the
calculated optimal number of replicas by changing the
replicas field in the Kubernetes deployment manifest [10].

Historical data is obtained through requests to the
Prometheus server, which is the data module’s responsi-
bility. To get historical CPU usage metrics, the query of
the form sum(rate(container_cpu_usage_ total
{container!=""}[60s])) by (pod) is used. To get
the current specified requests, the Kubernetes API is used,
namely the spec.container[0].requests.cpu field
in the deployment manifest. The selected Prophet predic-
tion algorithm is capable of automatically detecting sea-
sonality, trends, and anomalies in time series, so it does
not require additional configuration. However, the admin-
istrator can specify base seasonalities with dedicated con-
figuration parameters to improve the accuracy of predic-
tions. The model is trained and evaluated with a specified
trainEvaluatePeriod period. When the model’s accu-
racy drops, this solution sets the number of replicas to
defaultReplicas until the required accuracy is ob-
tained. Internal or external load anomalies, incorrect op-
eration of the monitoring subsystem, or network problems
in the cluster can cause accuracy drops. This approach
ensures the correct operation of the application until it is
possible to get accurate predictions of resource utilization
again.

When designing a horizontal scaling solution, it is
necessary to take into account that applications need some
time to initialize. For example, in the case of a Redis da-
tabase, the application needs to read the last snapshot into
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memory and establish connections to other cluster com-
ponents. In addition, after the command to increase the
number of application replicas, it takes some time to ini-
tialize the pod, namely, to deploy it on an available node,
download the image, and connect the volumes. Therefore,
the proposed solution has an additional parameter, ap-
plicationTimeToStart, to accurately calculate the
moment when it is necessary to increase the number of
application replicas. In addition, the process of determin-
ing the applicationTimeToStart parameter for an
application in a cluster can be automated.

Accordingly, the proposed solution checks the need to
scale the application at short intervals. When scaling up,
the Applier Module component checks the predicted utili-
zation values at the currentTime + applicationTi-
meToStart time to set the required number of replicas in
advance and not affect the QoS performance. When scal-
ing down, only the value at the current time is checked so
as not to reduce the number of replicas ahead of time.
Therefore, we have a simplified formula for calculating

the required number of replicas based on the forecast —
max(forecastedUsage[currentTime + time-

ToStart], actualUsage[currentTime]).

This solution is placed in a Kubernetes cluster as a de-
ployment and has direct access to the Prometheus server
and the Kubernetes API using the Data Module.

4 EXPERIMENTS

The proposed solution is compared with two other
configurations for resource management.

The first configuration uses HPA to compare a proac-
tive and reactive approach. In order for the comparison to
be valid, it is necessary to minimize the delays related to
collecting system metrics.

The second configuration is to provide the test appli-
cation with the required amount of resources and compare
whether the developed solution affects the QoS indicators.

To test the resulting solution and compare it with
other configurations, we use a Kubernetes cluster based
on minikube [11]. This cluster includes a single node that
has six processor cores with a clock frequency of 3.6GHz
and 16 gigabytes of RAM. Any network communication
does not go beyond a single machine. This cluster con-
tains an installed Prometheus for monitoring using the
kube-prometheus stack.

A scenario with a periodic load was chosen for testing.
The load period is 300 seconds. The total minimum load
is 100 millicores or 100m, the maximum is 550m.

Load testing is performed using the specialized locust
utility [12] for sending HTTP requests, an instance of
which is also deployed in the cluster. The load pattern of
requests consists of periodic oscillations. The oscillation
period is 300s, the minimum request frequency is ten re-
quests per second, and the maximum is 50.

The selected test application can be scaled both hori-
zontally and vertically. The test application is a web
server that performs some CPU-intensive work for each
request. The number of application replicas or the amount
of allocated resources does not affect the application’s
performance. The application is initialized for a specified
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time before becoming available for requests and before
the readiness probe is considered successful. In our ex-
periments, this time is Ss.

In this work, scaling is performed only for the CPU
resource. The request for this resource for the test applica-
tion is 200m. If this value is exceeded, trotting will be
applied to the application, which may affect the test re-
sults. A limit of 250m was also set for this resource. The
initial number of replicas is five.

HPA is a built-in solution for automating horizontal
scaling in Kubernetes. HPA is a representative of the re-
active approach, so it does not contain any prediction al-
gorithms. The concept is to maintain the value of the av-
erage load per instance — targetAverageUtilization
— set by the administrator by adjusting the number of rep-
licas. The main difference is that the decision to scale is
made based on the current values of computing resource
utilization.

Since the reactive approach is highly dependent on de-
lays in obtaining current data, it is necessary to minimize
this impact on the results of the experiment. HPA uses
metrics-server as a data source, so the resolution setting
for metrics-server is set to the lowest possible value — 15s.
Also, the sync-period, cpu-initialization-period, initial-
readiness-delay settings were set to the minimum value to
speed up the HPA’s response time to changes. In addition,
the limits for downscaling and upscaling rates were re-
moved in the behavior scaling policies.

5 RESULTS

Figure 2 shows the results of the test scenario without
using automatic scaling. This pair of graphs contains data
on the actual total utilization, CPU time reservation, and
the resulting request processing time. In this case, the
application has enough instances to process the received
requests. At the maximum load, the total actual CPU time
usage is 570m. At the same time, the response time at
peak times increases from 12 to 90 milliseconds, which is
actually a QoS indicator in this experiment.
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Figure 2 — No-autoscaling result

Figure 3 shows the results of testing the developed so-
lution. This graph shows that the response time of the test
application is similar to the first experiment — from 12 to
90 milliseconds so that this behavior can be interpreted as
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a feature of the application. Upscaling occurred ahead of
time, and downscaling occurred after the peak load was
passed.
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Figure 4 shows the results of HPA testing with the
configuration described earlier. It should be noted that the
metric for reserved resources is the sum of the requests of
all pods that are in the Ready status. Therefore, in this
figure, you can see that there is a slight delay between the
increase in actual resource utilization and the resource
provided. Because of this, there is a short-term deteriora-
tion in QoS at the time of this delay, namely an increase
in response time from 90 in previous experiments to 1700
milliseconds.
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Figure 4 — Reactive scaling results

Figure 5 compares response times for all three con-
figurations.
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Table 1 shows the average response time and the 95th
and 99th percentiles. In particular, on average, all re-
sponse times for the proactive and reactive configurations
differ by a factor of 8 in favor of the former but reserve
26% more resources. Also, the response times for this
solution and management without autoscaling are similar,
but the resource reservation is reduced by 47%. It is worth
noting that this experiment’s conditions aim to demon-
strate the advantage of the proactive approach under fast-
growing load patterns, which is a significant problem with
the reactive approach.

Table 1 — Response time comparison

Response time
Approach
Average, ms 95%, ms 99%, ms
Proactive 23 87 190
No autoscaling 22 88 188
Reactive 160 770 1350
6 DISCUSSION

The results obtained indicate the efficiency and effec-
tiveness of the developed solution. However, the experi-
ments were conducted for one type of load — processor
time. Future studies should also take into account more
complex patterns, such as those containing several sea-
sonalities or trends.

Also, this solution has not been tested for another es-
sential computing resource, memory. This type has its
own specifics of resource allocation since if the set re-
quests or limits are exceeded, the application may crash.
In addition, unlike CPU time, some part of the memory is
used to store the code and initial data for work regardless
of the load. This means that the calculation of the total
amount of memory during horizontal scaling should in-
clude the constant component described above.

In the above architecture, the Dyp and Dpoyy delays
are set by the user, but these parameters can also be de-
termined from historical data.

Vertical and hybrid scaling can also be built based on
this architecture since the main components — data mod-
ules, prediction, and application — are similar.
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CONCLUSIONS

In this paper, we have developed a solution for
predictive horizontal scaling in Kubernetes. The obtained
experimental results allow us to conclude that in the
selected scenarios, the developed architecture allows to
significantly reduce the reservation of computing
resources while maintaining a high level of QoS
compared to HPA. That is, the proposed method uses
computing resources more efficiently.

The scientific novelty. We have proposed a relatively
simple architecture for horizontal scaling in Kubernetes,
which can be easily adapted to different types of loads or
types of scaling. In addition, the use of new time series
prediction methods for processing workloads was
proposed.

The practical orientation of the study. The main
part of this research is the development of an automated
subsystem for horizontal scaling in Kubernetes. The
resulting solution is a ready-to-use component that is fully
integrated into the orchestrator ecosystem.

Prospects for further research. In future research, it
makes sense to consider integrating the proposed method
with a reactive component. In addition, this architecture
can be used for vertical and hybrid scaling.
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AHOTAULIA

AKTyansHicTb. [HOOpMAaLiiiHI CHCTEMH MOXKYTb BKJIFOYATH BEJIMKY MHOXKHHY JIOAATKiB, KOXEH 3 SIKUX BUKOPHCTOBYE OOUHCIIIO-
BaJIbHI peCypcH Ta Ma€ CBOi YHIKalbHI 0COOIMBOCTI pOOOTH, III0 BUMAara€ BUCOKOTO PiBHS aBTOMATH3allii 3371 MiABUIIECHHS edek-
TUBHOCTI BHKOHAHHS IPOLECIB YIPABIiHHSI OOYHCIIOBAIFHUMHU pecypcamu. [Ipobiaema MmiHiMi3alii 30MTKOBOTO pe3epBYBaHHS pe-
CypcCiB IIpU MiATPUMAHHI TOKa3HUKIB QOS Ha y3romKeHOMY piBHI € BaXKJIMBOIO IJISI Cy9acCHUX 1H(POPMaNiifHUX CHCTEM.

Meta po6orn. MeToro naHoi pobotu € 3abe3neueHHs sskocTi IT-cepBiciB Ha y3rofKkeHOMY pIiBHI B yMOBaX CyTTE€BOI JMHaMIII
3aIUTIB KOPUCTYBauiB LUIIXOM PO3POOKHM Ta BHKOPHCTaHHS METOAY NPOAKTHBHOIO aBTOMAaTHYHOIO MacIiTaOyBaHHsS NOJATKiB B
Kubernetes.

Mertoa. B naniii po6oTi mporoHyeThCst METOJI IPOAKTUBHOTO FOPU3OHTANILHOTO MacIITabyBaHHs Ha OCHOBI aJIrOpUTMY nepenba-
YeHHs 4acoBUX psdiB Prophet. Sk mkepeno maHuX NPONOHYEThCS BUKOPUCTOBYBATH cXoBHIle MeTpuk Prometheus. Ha ocHoBi icTo-
PUYHHX METPUK BHKOPHUCTaHHS OOYHCITIOBAJIBHUX PECYPCIB OTPUMYETHCS MOAENTD AJs MepeadadeHHs MaiOyTHIX 00’€MiB BHKOpPHC-
TaHHSA 3a J0moMororo Prophet. OTpumaHi 3HaUeHHS BaNiyIOThCS, MICIS YOTO 3aCTOCOBYIOTECS LIl 00paxyHKY HEOOXiqHOT KUTBKOCTI
PeIuTiK JOaTKy 3 BpaXyBaHHSIM 3aTPUMOK PO3TOPTAHHS ITOJIB.

Pe3yasTaTn. [IpoBeneni nociiny nokazanu eeKTHBHICTD 3alIPOIIOHOBAHOTO METOMY JUIsl IPOAKTHBHOTO ABTOMAaTHYHOTO MacIl-
TaOyBaHHS JOJATKIB y IOPIBHSHHI 3 ICHYIOUMMH PINIEHHSIMH 3 BUKOPUCTaHHIM PEaKTHBHOIO METOAY B 00paHMX cueHapisx. Januit
METO]] 103BOJIMB 3MEHIIUTH pe3epBYBaHHs 00UMCIIOBAILHUX pecypciB Ha 47% 6e3 BTpaTH B IKOCTI 0OCIIyrOBYBaHHS y MOPIBHSIHHI 3
koHOirypauiero 06e3 MacuITadyBaHHSI.

BucHoOBKH. 3anponoHOBaHO METOJ aBTOMaTH3allil TOpH30HTaIbHOrO MaciiTabyBanHs nonatkiB B Kubernetes. Xoua nposeneni
JOCIHIN TOKa3aal ¢(peKTUBHICTh AaHOTO PIillICHHS, TaHUH METOJ MOXe OyTH 3HaYHO JOMOBHEHHUH. 30KpeMa, HeOOXiTHO PO3TIISIHY TH
MOJKJIMBICTD IHTETpallii peakTHBHOI CKJIa0BO1 Ul HETUIIOBUX IIa0IOHIB HABAaHTAKECHHS.

KJ/JIIOYOBI CJIOBA: nunamiune BHAiIeHHS pecypciB, Kubernetes, aBromacimTaOyBaHHs, TOPH30OHTaJIbHE MacmITaOyBaHHS,
npoakTuBHE MacitadyBanHs, Prophet, Horizontal Pod Autoscaler.
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